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ABSTRACT OF THE DISSERTATION 

Nanofabrication and Characterization of Advanced Materials and Devices 

By VIACHESLAV MANICHEV 

Dissertation Director: 

 Eric Garfunkel 

 

The development of novel materials has been central to enabling technological change 

that has affected humankind in many positive ways, and a few negative ones.  From the utilization 

primitive stone tools to the smelting of iron and other metals to the introduction of 

semiconductor devices we continuously bring new materials and devices into everyday life.  Their 

introduction has been accelerating during the past century, in part because of our much more 

sophisticated understanding of the basic atomic scale nature of materials.  Today, the 

development of new material requires that we fully understand their atomic composition and 

structure and the unique properties that they may hold: mechanical, electronic, magnetic, optical, 

etc.  This understanding requires that we employ sophisticated atomic scale characterization 

techniques.  Helium Ion Microscopy (HIM) is one such technique, a novel microscopy method 

introduced over the past decade that empowers researcher not only to image sample surfaces 

with sub-nanometer resolution but to directly probe insulating samples.   

This thesis introduces the new technique of Helium Ion Microscopy and demonstrates its 

use in a few rather different applications.  It also describes a new method that we developed to 

enable nanoscale elemental analysis. 
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Direct visualization of previously inaccessible insulating samples has enabled us to image 

the nanoscale effects of a newly discovered drug.  A series of images offers a vivid set of evidence 

of restoration of ischemia damaged kidney structures in rats.  In another study we proposed a 

new mechanism for the growth of coral calcium carbonate skeletons, where (in combination with 

several other analytical tools) Helium Ion Microscopy produced images not only of excellent 

scientific value but also of high aesthetic beauty as acknowledged by publications in Science, 

Nature, and the New York Times.  

We have further helped the development of Helium Ion Microscopy by introducing a new 

method of in-situ elemental analysis.  Based on a time of flight principle, our novel detector 

system is capable of providing compositional analysis of samples in additional to high-resolution 

imaging (essentially nano-scale Rutherford backscattering).  Working in the 30 keV He+ energy 

regime, our time of flight detector system collects backscattered He particles, then by measuring 

the energy loss that occurs during the backscattering process we can identify the elements in the 

target. This is a substantially more sensitive and quantitative technique with higher spatial 

resolution compared to Energy Dispersive X-ray spectroscopy in SEMs, the most important 

established technique. 
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Chapter 1  

 

Introduction 

 

1.1  Helium Ion Microscopy 

“If Moore’s law continues, electronic devices will consume more than half the world’s 

energy budget within 20 years.  To prevent that, we need a fundamentally new material”1. While 

this statement refers specifically to semiconductor devices used in computing and 

telecommunications, the need for new materials extends well beyond that area.  Solar energy 

conversion has already benefited immensely from advances in silicon processing and clever device 

fabrication, mainly learned from the electronics industry.  A new class of hybrid 

(organic/inorganic) perovskites materials are showing efficiency rates competitive with silicon 

solar cells2.  Biocompatible and bioactive materials are revolutionizing medicine by creating more 

durable joint replacements3 and glucose-measuring contact lens sensors that change color in 

response to blood sugar levels4.  Optimization of new material and device (often nano-scale) now 

requires that researchers employ a complementary set of powerful characterization tools and 

techniques.  In order to create more sophisticated materials researchers are often required to 

work in ever decreasing dimensions (i.e. Moore’s rule)5.  To improve our ability to see and 

understand at the atomic scale we have to continuously hone our analytical tools and 

characterization methods to achieve higher spatial, time and energy resolution, greater sensitivity 

and also introduce new capabilities to existing instruments.   
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The Helium Ion Microscope (HIM) is one of the latest additions to the ion beam and 

microscopy toolbox.  HIM utilizes He ions (we work at ~30 keV) capable being focused down to a 

small spot (a few Ångströms in diameter).  Upon interacting with the sample, secondary electrons 

(SEs) are emitted, detected and counted.  By rastering the ion beam across the sample, one can 

obtain images of sample surfaces.  Among the advantages of the HIM are a probe as small as 3 Å 

in diameter, a much larger depth of focus when compared to SEM and the all but unique capability 

to image non-conducting samples without a deposited metal overlayer. 

 

Figure 1.1 Interaction volume simulations of electron and helium beams6 

 

Similarly to SEM imaging detection, secondary electrons (SEs) are produced in the HIM 

and then normally collected by a Everhart-Thornley detector7.  HIM technology has a number of 

advantages over SEM: significantly better contrast ratio due to the higher SE yield per ion, larger 

depth-of-focus due to considerably smaller convergence angle of the beam (Figure 1.1), the ability 
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to image insulators via electron flood gun charge neutralization, and in situ sample modification 

by native He and Ne ion milling or by Ga ions upon introducing an additional ion gun. These 

advantages are beginning to be recognized by the community and have started to generate 

tremendous impact across several scientific fields: medicine8, marine biology9, electrical and 

device engineering10,  materials science11, chemistry12 -  the list is growing.  

Upon interaction with the sample, He ions provide positive charge which is normally 

dissipated if the sample is conductive.  Most of the energy of the incident ions is released as heat 

in the sample, with some lost to the kinetic energy of backscattered or sputtered ions or neutrals, 

or to emitted electrons. When dealing with insulating materials, the problem of charging arises.  

A large concentration of positive charges on the surface of a material being imaged can diminish 

the secondary electron yield.  Therefore, insulating areas appear black during imaging. 

 

FIGURE 1.2  SEM cross section of silicon sample implanted with a He ion dose of 1.3e18 ion/cm2 
at beam energies (a) 12 keV and (b) 25 keV11 

 

In an SEM, insulating materials are often coated with a thin conductive film of gold, 

platinum or carbon to neutralize any charge buildup.  However, even a thin adlayer can hide 

important functional features and in some cases may completely conceal small objects.  In HIM 
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the charging problem is mitigated with the addition of a low energy electron flood gun, rastered 

alternatingly with the He beam.  This effectively neutralizes positive charge and makes it possible 

to obtain clear, high-resolution images of insulating objects such as oxides, polymers and 

biological samples without surface modification.  

While imaging with HIM, it is important to consider also He interactions with the atomic 

nuclei in the sample.  Even though the probability of He transferring enough energy to eject 

(sputter) atoms from the sample is relatively low, damage to the sample can be observed, 

especially at higher doses.  Hence, it is essential to keep in mind the balance between clear, high-

resolution images (increased He ion dose) and minimizing sputtering, as well as He implantation 

effects (Figure 1.2)11. 

 

1.2  Lithography 

In some cases, seemingly deleterious the ion-solid nuclear interactions displacing atoms 

can be utilized to the benefit of the researcher.  For instance, by delivering beams able to generate 

atomic displacements to predetermined areas, patterns such as words, images or even functional 

devices can be generated.  

Ion milling is one approach to lithography in which an energetic beam of atoms impinges 

on the surface of a sample and sputters away material.  This approach is the basis behind Focused 

Ion Beam (FIB) milling.  Conventionally, FIB utilizes a beam of gallium ions with a relatively large 

beam spot size (~ tens of nanometers in diameter).  Advantages of using a gallium beam include 

the comparatively high speed of milling due to the high Ga mass, the relative ease of generating 

Ga ions, and the availability of commercial equipment, making it a well-established technique 

with decades of presence on the market.  However, for delicate modifications or chemically active 
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surfaces, Ga is not an ideal solution as the implantation of Ga can react with the material forming 

new compounds and introduce unwanted chemical properties to the sample. 

HIM offers sub-nanometer He and nanometer Ne beam probes for milling and imaging of 

sample surfaces. Noble gasses are chemically inert and do not react with the target.  A significantly 

smaller probe size (0.3 nm) opens up opportunities in nanostructure fabrications such as 

graphene nanoribbons (Figure 1.3), Josephson junctions13, and plasmon resonators14.  However, 

He and Ne will not replace Ga and other heavy ion beams since they are relatively light atoms and 

have low milling speeds.  One can draw a comparison to the sandpaper grit sizes, where a heavy 

metal beam acts as rough and fast abrasion, then a neon beam is used to engrave finer features 

and finally a Helium beam is used for fine polishing of the structure with nanometer precision.  

 

FIGURE 1.3 Free standing graphene nanoribbon 20 nm wide (left) with a gold electrode (top) and 
a broken ribbon (right) 

  

A helium beam can also be used to expose photoresist (PR).  Thus similar to e-beam 

photolithography, we can utilize conventional photoresists and a HIM beam to produce intricate 
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high resolution patterns. An advantage of He ions compared to electrons is the significantly lower 

dose needed for exposure.  For the commonly used resist Poly(methyl methacrylate) or PMMA, 

we need only a single He ion per nm2 to effectively expose the PR12, 15-16.  Such sensitivity is an 

order of magnitude higher than that obtained with electrons, although in some cases the 

statistical uncertainty associated with such a high sensitivity per ion can require a high dose.  The 

significantly higher spatial resolution of the He beam can also produce much finer features.  In 

our laboratory, we routinely achieve 10 nm lines12, 16 (Figure 1.4). 

 

 
Figure 1.4 10 nm lines16 made by exposing  Sn based photoresists with 30 keV He 

  
 

Ion beam induced deposition is another capability of the HIM and has also been applied 

in our laboratory.  This method requires a flow of a chemically reactive vapor (usually an 

organometallic species) near the sample and uses the kinetic energy of the beam to dissociate the 

carbonyl ligands and deposit metal on to the sample.  By rastering the beam we can control the 

amount and position of new features thus generating patterns on the sample.  

These new lithographic techniques imply a powerful material modification tool where 

samples can be modified in a highly controlled manner.  
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1.3 Novel Detector System for Elemental Identification 

Elemental analysis of materials by alpha particles (He nuclei) or protons is a very mature 

field.  Rutherford Backscattering Spectrometry (RBS) started with experiments done by Geiger 

and Marsden under the guidance of Rutherford at the beginning of the 20th century.  Today we 

usually backscatter He or H ions at energies ranging from hundreds of thousands electron volts 

(keV) to a few million electron volts (MeV).  At this range of energies, the ion-sample interaction 

can be described as a classical two body collision and the backscattered ion energies are 

straightforward measures of the masses and concentrations of the individual atoms in the target.  

Depleted silicon detectors or electrostatic detectors can collect the backscattered particles and 

provide sufficient energy resolution to separate signals from different elements.  However, for 

projectile energies of a few tens of keV (the range at which Helium Ion Microscopes operate) 

standard detectors fail to produce enough energy resolution and/or have limited collection 

efficiencies.  Therefore, we have designed and built a unique time-of-flight (TOF) detection system 

that successfully performs elemental analysis in the 30 keV regime designed for operation with 

the HIM.  

Our ToF system is based on a start signal associated with the emission of secondary 

electrons originating from an impinging He ion (essentially instantaneous with the arrival of the 

projectile) and a stop signal from the detection of the actual backscattered He ion (Figure 1.5).  By 

measuring the time delay between the start and stop signals over a known path length we obtain 

the energy of the backscattered He ion, which, in turn, yields the mass of the sample atom 

associated with the scattering event, hence elemental identification.  
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FIGURE 1.5 Schematic of the Rutgers ToF system. A steady He+ beam (less than a 1 pA current) is 
impinging on the sample producing SEs and backscattering events, both collected by corresponding 
detectors.  
 

For the start signal, the system employs a customized set of electronic lenses, which first 

accelerate the secondary electrons from the sample and then focus the resulting beam onto a 

stack of two microchannel plates.  The electronics are specifically designed to handle the high 

incidence rates of order 105/s to 107/s.  The lens system is also intended to minimize electron path 

length dispersion to retain high time resolution.  A crucial advantage of using a He beam is that 

the secondary electron yield per incident He ion is larger than one so that essentially every 

backscattered  event will also generate SEs. 

Straightforward ion scattering kinematics for our ion detector indicates that a time 

resolution of 1 ns with a 130 mm flight path will yield an energy resolution of 1 keV. The resolution 

can be improved further with a longer flight path. The current resolution would permit mass 

analyses that would separate a heavy metal from silicon, but further improvements (discussed in 

the later sections) will allow for separation of 69, 71Ga from 75As, and 12C from 13C. This would 

correspond to ~ 1.0 nm depth resolution in silicon, better in higher Z materials.  We note that the 

random count rate is not directly determined by the time resolution but rather the time limits of 
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the Time-to-Digital Converter (TDC).  As such, real to random rates of better than 10:1 have been 

demonstrated (Figure 1.6).  

 
FIGURE 1.6  First proof of principle of the Rutgers-Ionwerks ToF spectrum for a 0.7 nm Au film on 
3.3 nm of Ni on an Al2O3 substrate taken with a 10 µm beam spot size and uncorrected for finite 
detector size and kinematic effects. 

 

 
1.4 Imaging Applications of the Helium Ion Microscope 

The primary application of the HIM is to generate high-spatial-resolution images of 

sample surfaces.   Improved secondary electron (SE) yield when compared with SEM and the 

ability of imaging insulators without a conductive overcoating (discussed in section 2.3), allow for 

faster and more detailed imaging of samples.  Biological samples  require sophisticated 

preparation protocols17 in order to prepare the material for the high vacuum environment of the 

SEM imaging chamber.  This is also true for the HIM as it operates at ~ 1e-7 torr in the imaging 

chamber.  However, even after water substitution with formalin, common protocols demand a 

conductive layer to be deposited for standard SEM imaging.  The deposition is usually done by 

evaporating a hot metal or alloy onto the sample, which unfortunately may create stress and 
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deform sensitive materials and also generate a non-uniform overlayer that masks small features.  

With Helium Ion Microscopy, the coating step is completely omitted and the researcher has 

unfettered access to the sample surface.  

Chapter 4 demonstrates new evidence of successful treatment of kidney damage in rats 

with a recently developed drug.  During this project I worked closely with the drug discovery team 

at Weill Cornell Medicine (a medical school) optimizing the sample preparation protocol and 

conducting exhaustive imaging of kidney tissues.  We observed pronounced morphological 

changes at the submicron level in the kidney structure that correspond to degradation and healing 

of tissues due to damage and treatment with new medication.  Chapter 4 is based on reference 

[8].  

Chapter 5, based on reference [9], describes a previously unexplained mechanism of 

calcification of a calcium carbonate coral skeleton. The HIM played a central role by providing an 

unprecedented topological view of the centers of calcification and the morphological variations 

in skeleton structures.  Obtained images were used as a platform for further spectroscopic 

analyses with solid state Magnetic Nuclear Resonance, EDX and spatially resolved Raman 

scattering.  HIM images from this project ware published in the New York Times18 and selected 

for Nature’s short list of sharpest science shots19.   
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Chapter 2  

 

Background 

 
 

2.1 Development of ion beam tools 

As of this writing (spring 2018), Carl Zeiss Microscopy holds the world record for energetic 

He+ beam spot size.  Their commercially available Helium Ion Microscope routinely produces a 

probe of about 0.3 nm in diameter generating spectacular images as demonstrated in later 

chapters.  However, the journey to the 0.3 nm beam was not a quick or obvious one.  

Conventional RBS MeV instruments usually operate with a beam spot size on the order of 

hundreds of micrometers.  In a 1998 paper, Watt et al20 reviewed the state of the art of alpha 

particle probes, citing spot sizes ranging from 50 to several 100s of nanometers.  The highest 

resolution reported was 50 nm for 2 MeV alpha particles in the MARC microprobe facility at the 

University of Melbourne.  “These claims, however, have been undermined not only by the lack of 

a common and generally accepted resolution standard [but] also by the lack of a consistent 

approach between groups regarding a recognized method of beam spot measurement”.  To 

conclude: The method to determine the resolution and therefore the beam spot size varies 

between techniques and operators.  In the case of RBS and PIXE (Particle Induced X-Ray Emission), 

one group reports20 that a beam was scanned across a sample with metallic features of various 

sizes.  Resulting maps were analyzed, and a beam spot size was extracted by Gaussian fitting.  A 

resolution of 400 nm was reported. In another study20 with energetic protons in the Scanning Ion 

Transmission Mode (STIM), a beam was passed across a hole of about 1 μm in diameter from 

which the beam size was determined to be 130 nm. 
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2.2 Focusing Ion Beams 

Virtually every instrument that generates focused particle beams relies on magnetic and 

electrostatic lenses. These lenses are usually fashioned in two configurations: quadrupole or disk 

(toroid).  The choice of electrostatic or magnetic lens is usually based on the particle used and its 

energy range.  Magnetic lenses are mainly used to focus 20 - 200 keV electrons and light ions.  

Electrostatic lenses are widely employed with heavier particle beams starting from protons and 

alpha particles.  Quadrupole lenses are usually more suited for heavier charged particles 

accelerated to higher energies and can be either magnetic or electrostatic.  

To understand how each type of lens is selected let us consider the electromagnetic case 

and calculate magnetic rigidities (resistance to deflection) of selected charged particles.  The force 

on the particle is calculated via the Lorentz equation: 

 

 𝐹𝐵 = 𝐵𝑞𝑣 (2.1) 

 

for a particle with charge q, non-relativistic velocity v, and mass m in a magnetic field B.  Then, 

the acceleration toward the center or the focusing action can be written as: 

 𝐵𝑞𝑣 =
𝑚𝑣2

𝜌
 (2.2) 

where 𝜌 is the radius of the lens.  From here we can find the rigidity of the beam B𝜌, in units of 

momentum per unit charge: 

 𝐵𝜌 =
𝑚𝑣

𝑞
 (2.3) 
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Or for the nonrelativistic energy of the particle T:  

 𝐵𝜌 =  
√2𝑚𝑇

𝑞
 (2.4) 

Now we can compare the magnetic rigidity of 30 keV electrons, protons, He+, Ne+, and Ga+.  

 

Particle @ 30keV e- p+ He+ Ne+ Ga+ 

Relative electromagnetic 
beam rigidity  

1 43 86 192 356 

Table 2.1 Relative electromagnetic rigidity ratios based on the formula 2.4 for particles 
accelerated to 30 keV 

 

By examining table 2.1, we can immediately see how much stronger a magnetic field is required 

to focus high-mass particles effectively.  Even though it is possible to build strong magnetic lenses 

(they usually reduce chromatic aberrations better than electrostatic ones), such lenses would be 

very large in size and weight and prohibitively expensive outside large particle accelerators.  

A similar exercise can be performed for electrostatic rigidity by starting with the electric 

force equation: 

 𝐹𝐸 = 𝑞𝐸 (2.5) 

 𝑞𝐸 =
𝑚𝑣2

𝜌
 (2.6) 

 𝑞𝐸 =
2𝑇

𝜌
 (2.7) 

 

Immediately we notice that electrostatic rigidity does not depend on the particle mass, 

only on the charge (and energy). This means that only moderate electrostatic fields are required 
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for effective focusing.  Zeiss, therefore, installed two electrostatic lenses in the HIM: a condenser 

and an objective lens, located near the source and the sample respectively. 

However, even with an electrostatic lens, a conventional liquid Ga source FIB may 

generate a probe several nanometers in diameter at best.  One, and perhaps the most important, 

reason for this is the large size of the source (emittance) – hundreds of nanometers to a few 

microns in diameter.  For conventional noble gas sources, the problem is even worse since gases 

are usually ionized via an electron, or radio frequency, generated plasma, therefore creating an 

even larger ion source.  

The beam emittance is a property determined by the product of momentum and position 

of the particles.  In this way, a beam of particles in three dimensions forms a six-dimensional 

property, the emittance, preserved throughout the beam trajectory. An understanding of high 

beam emittance21 starts by recalling Liouville’s theorem which states that the beam emittance is 

preserved even after manipulation (lensing, aperturing, etc.).  The implication is that a beam with 

a large emittance (large source) cannot be focused to a small beam spot. The HIM, with its single 

atom source (discussed in section 2.4) provides a very small emittance and hence optimum 

focusing. 

 

2.3 Kinematics   

The energy transfer in elastic collisions between atoms is very well understood and has 

been employed in RBS for many years.  Equations 2.8 and 2.9 describe the kinematics of the 

probing particle in an elastic collision with a target atom.  The energy transfer is accounted for by 

the kinematic factor (k) below, where E0 is the initial energy of the projectile and E1 is its energy 

after the collision (the backscattering event).  This energy loss depends on the masses of the 

atoms involved (m1 being the projectile and m2 the target) and θ is the backscattering angle.  
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Therefore in order to calculate the mass of the target atom, one has to know the energy of the 

probing beam and the position of the detector respective to the sample and probing beam. 

 𝐸1 = 𝑘 ∙  𝐸0 (2.8) 

 𝑘 = (
𝑚1 cos 𝜃1  ±  √𝑚2

2  −  𝑚1
2 (sin 𝜃1)1

𝑚1 +  𝑚2

)

2

 (2.9) 

 

As described above, it is essential to understand the geometry of the detection system 

responsible for the collection of the backscattered particles well.  In case of a time of flight set 

up, such knowledge is needed not only to account for the kinematic spread due to the variation 

in backscattering angles but also to account for the time variation due to differences in the 

lengths of the trajectories (Figure 2.1).  This phenomenon is especially important when using flat 

large area detectors.  However, both of these variations can be accounted for in the post 

processing if the detector has position sensitivity.  

  

Figure 2.1 Variations in trajectory lengths of backscattered particles will introduce uncertainty in 
the time of flight measurement. In our case the time it take for 28 keV He ion to reach the center 

of the detector is about 1.5 ns shorter than reaching the edge. 
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2.4 The Helium Ion Microscope 
 

The key components of the helium ion microscope are the ion source, the extractor 

electrode, the ion optics, and the secondary electron detector (Figure 2.2).  

For a long time the large emittance of field emission ions sources prevented microscopists 

from focusing ion beams to small spots, thus making He Ion based microscopy impractical.  

However, one solution was developed in 2000 – 2005 period by the ALIS Corporation (a small 

startup in the Boston area, now part of Carl Zeiss Microscopy).  To create such a source, a thin 

metallic wire had to be sharpened to atomic dimensions.  Sharpening was done by manipulating 

the stability of certain facets on a crystalline material using chemical etching, heating and 

electrostatic fields using an undisclosed proprietary process.  The source they invented had a 

diameter equivalent to a single atom, ~ 3 Å.   

  

FIGURE 2.2  Scheme of the HIM column22 

 

The ion source therefore consists of a very sharp monocrystalline metal needle (the exact 

composition is a closely guarded trade secret but is widely believed to be W or a W alloy) with the 
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tip of the needle ~ 100 nm in diameter and a further tapered with only three atoms (referred to 

as a trimer) at the very end.  The three-atom configuration allows greater stability and 

consequently longer operation times relative to that of a single atom.  The needle is cooled with 

solid nitrogen to ~75 K.  This serves two purposes: it reduces vibrations in the source, as they may 

result in blurring of the image, and also reduces background gases by acting as a cold trap.  The 

needle is connected to a positive high voltage power supply tunable from +5 keV to +30 keV.  The 

high voltage applied to the atomically sharp source generates a very high electric field (~4.4 V/Å) 

in the area of the trimer resulting in field ionization of gas molecules.  The field ionization potential 

of He is the highest of any element, resulting in background gases being field ionized further away 

from the tip and then accelerated away, therefore, protecting the source from contaminants, and 

resulting in a longer tip lifetimes (up to 3 weeks in our lab).  When operating with Ne, due its lower 

ionization potential, the electric field near the source has to be reduced to preserve the optimal 

size of the source, therefore, contaminants in the vacuum will be ionized closer to the tip with 

higher probability of damaging it, significantly shortening source lifetimes. 

Right below the tip is the grounded metal electrode – the extractor.  Upon ionization, an 

ion is instantly accelerated away from the tip through a hole in the extractor electrode.  As the 

source ends in three atoms, three beams result.  To select a single beam the column is physically 

tilted, so that only one beam is passing through the extractor and the alignment optics, preserving 

an ultimate beam source essentially the size of a single atom.  Further below the beam is aligned, 

focused and rastered on the sample. 

Once reaching the sample, the incident He ions interact mainly with electrons in the 

substrate.  Since the He mass is much larger than that of the electrons, the He ions do not deviate 

much from the initial trajectory creating a very small interaction volume during the first 10 nm of 

material compared to the incident electrons in an SEM (Figure 2.3).  Some electrons are ejected 
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from the sample (secondary electrons SE) and attracted to and counted by the detector.  The SEs 

have energies sharply peaked at just a few electron volts23, and the SE emission probability is, as 

will be discussed below, larger than in an SEM. 

As the He ion has significantly higher momentum when compared to an electron of similar 

acceleration, we expect He to deposit a notably higher amount of energy onto the sample.  

Equation 2.10 describes the production of secondary electrons by  incident charged particles.   

Below, n is the number of secondary electrons and dE/dx is the rate of energy loss as particles 

travel through the sample.  Electrons (secondary) emitted with trajectories directed away from 

the sample (into the vacuum) originate from a mean depth represented by λ (usually ~5-10 nm or 

less. The average energy of these secondary electrons described by ε can be from 0 to 20 eV. 

 𝑛 ≈ (𝑑𝐸
𝑑𝑥⁄ ) ∗  

λ

ε
 (2.10) 

 

Figure 2.3 Simulation of the total stopping power for electron and He obtained from NIST24. The 
red arrow indicates the approximate energy of the particle corresponding to the label within 

each of two graphs. 
 

The amount of energy deposited by a particle is related to the number of SEs ejected from 

the sample.  For example, using the IONiSE Monte Carlo program, David Joy25 demonstrated that 
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the number of secondary electrons generated from the He beam (Figure 2.4) is significantly higher 

than SEs generated by an SEM beam in the first 10 nm (Figure 2.5).  

 

Figure 2.4 IONiSE Monte Carlo simulation of Ion-induced Secondary electrons (ISE) as a function 
of He ion energy25. 

 

When comparing HIM to conventional SEM, one can also understand that the latest trend 

in SEM technology is to use lower primary beam energies.  As the energy of the electron is 

reduced, its stopping power is increased; therefore more energy is deposited in the top layer of 

the sample.  This increases the number of SE that can be collected by the detector (Figure 2.5). 

Furthermore, a lower incident electron energy brings the ratio of the number of electrons excited 

deep in the sample to those ejected (SE) closer to one, reducing charge accumulation. Such an 

approach has become increasingly important in the SEM community for imaging insulating 

materials.    
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Figure 2.5 Monte Carlo simulation of electron-induced Secondary Electron (ISE) yield (delta is the 
ratio of number of electrons impinging onto the sample vs. electrons ejected) as a function of 

energy of the primary beam on an Al substrate 26. To achieve a 1 to 1 ratio for electron in vs. SE 

out, many modern SEMs are capable of operating at < 1 keV. 
 

One of the several advantages of HIM relative to SEM is the ability to image insulators 

without a conductive overlayer.  Virtually any vacuum compatible samples can be imaged without 

commonly used gold, platinum or carbon adlayers.  HIM utilizes positively charged He ions to 

probe the samples.  Due to the very high ionization potential of He, it tends to fill its own vacant 

1s shell first; then while traveling through the sample, He transfers some of its momentum to the 

sample electrons.  Some of the excited electrons gain enough energy to escape into the vacuum 

as SEs.  These SEs are then collected by the detector and used in the formation of the image.  

However, if the sample is an insulator, continuous deposition of positive charge will result in the 

accumulation of that charge in the imaging area and significantly diminished production of SEs 

and therefore inhibiting image formation.  To alleviate positive charge accumulation, Zeiss 

introduced an electron flood gun that turns on between He beam scans and showers the sample 
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with low energy (~ 700 eV) electrons.  As the image formation is usually done in lines or frames 

and requires many scans to build enough statistics for a clear image, the flood gun is used 

intermittently between line or frame scans of the primary beam.  On the other hand, SEM deposits 

electrons onto the sample therefore negatively charging the surface.  In insulators, this 

phenomenon translates to too many electrons ejected from the sample and saturation of the 

detector.  In principle, a flood gun with positive ions (perhaps low energy noble gas ions) could be 

implemented in the SEM, but so far this has not occurred.  
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Chapter 3  

 

Time-of-Flight Elemental Analysis in HIM 

 

3.1 Introduction 

 

The Helium Ion Microscope (HIM) is the first successful He probe scanning microscope. 

Today (2018), there are close to 100 instruments operating across the globe.  As discussed above, 

the HIM carries a number of advantages for imaging over conventional scanning electron 

microscopes (SEMs).  For example, the probe spot size of a state of the art HIM is on the order of 

3 Ångströms, and is thus capable of providing excellent spatial resolution.  Additionally, HIM is 

able to image insulating samples directly—without deposition of a conductive adlayer—opening 

up access to the surfaces of insulating materials. For many in the community, particularly those 

studying biological samples, the ability to image without a masking overlayer presents the 

opportunity to explore features heretofore incapable of being imaged.  Several other properties 

such as significantly enhanced focal depth and high secondary electron yield contribute to the 

quality and sharpness of the images obtainable with the HIM.  

In its first decade of use, the HIM has been primarily limited to simple imaging, lacking a 

variety of add-ons available for SEM, in particular elemental analysis, where Energy-Dispersive X-

ray (EDX) spectroscopy provides spatially resolved elemental composition of the sample surfaces.  

Unfortunately, a 30 keV He beam is not capable of efficiently exciting core-shell electrons in the 

target.  Thus there is a need for an alternative approach if nanoscale elemental information is 

desired. 
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In this chapter, I describe a Time of Flight (ToF) based technique for elemental analysis 

integrated into the Helium Ion Microscope.  This approach uses a continuous ion beam at very 

low currents and measures the ToF of the backscattered He ions.  Both electrons and He 

ions/atoms emitted from the sample during the scattering process are collected by two separate 

detectors.  In the method we have developed, electrons serve as a starting signal, while the ions 

serve as a stop signal (described in much more detail below).  From the difference between the 

stop and start timestamps, the time of flight, and thus the energy, of the scattered He ions can be 

determined. The energy of the He ions in turn identifies the masses, and thus the chemical 

elements that comprise the material from which the He is being scattered. The experiment is thus 

a nanoscale equivalent to Rutherford backscattering.  Energy resolved backscattered Helium 

particles provide a quantitative method of elemental mapping with spatial (x and y) resolution of 

~100 nm and with a depth resolution of ~ 3 nm with our current system.  Better detection and 

better ion and electron optics should improve resolution.  

 

3.2 Background 

Elemental analysis with ion beams can be accomplished today by a variety of very well 

established techniques. However, very few of these techniques can provide spatial resolution, 

and none can approach the spatial resolution achievable with the HIM. 

Micro-RBS and micro-PIXE (Rutherford Backscattering Spectrometry and Particle Induced 

X-Ray Emission) are two techniques that are often combined in a single instrument.  An MeV 

particle beam is scanned across the sample producing backscattered ions and x-ray emission 

characterisitic of the target material.  Both techniques are very well established but require a 

dedicated particle accelerator and are limited to a few μm spatial resolution as described in 

chapter 2. 
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Secondary Ion Mass Spectrometry (SIMS) is another very well established method of 

elemental analysis with spatial and depth resolution.  Heavy ions such as Ga, Cs and Ar are 

accelerated onto the sample at a few keV removing material.  The ejected fragments are collected 

and their masses measured.  SIMS provides a depth resolution of a few nanometers and a spatial 

resolution of about 60 nm.  A group in Luxemburg has demonstrated the possibility of using Ne 

and He beams in a HIM system for SIMS analysis with significantly higher lateral resolution27, 

however the milling speed and therefore efficiency of the process is not comparable with 

conventional heavy ion SIMS.  

Transmission Electron Microscopy (TEM) – Electron energy-loss spectroscopy (EELS) is a 

technology that today provides the highest spatial resolution (in many cases sub-atomic) and the 

ability to identify elements by measuring the energy loss of transmitted electrons.  The 

combination of imaging and elemental identification makes this method very attractive. However, 

the preparation of samples that are only a few tens of nm thick and the extended analysis time 

can sometimes be prohibitive.  

Secondary Electron Microscopy (SEM) - Energy Dispersive X-Ray Spectroscopy (EDX) is a 

very common technique.  It is a quick and easy analysis method that combines topological imaging 

of conducting samples and high-energy electron-induced X-ray analysis for elemental 

identification with a lateral resolution of  1 µm.  The disadvantages of the technique are modest 

lateral resolution and the limited scope of samples (only conducting materials). 

 

3.3 Elemental Identification Efforts with the Helium Ion Microscope 

As HIM technology matures, the need to answer more complex problems has become 

increasingly apparent.  One such problem is the lack of quantitative elemental identification that 

takes advantage of the superb spatial resolution of the microscope.  
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As mentioned above, a group in Luxemburg has designed an HIM with an integrated SIMS 

apparatus that primarily uses sophisticated magnetic fields applied within the microscope and 

multiple detectors to resolve the masses of secondary ions ejected from the sample28.  Their 

approach is much less destructive than conventional SIMS due to use of light ions such as He and 

Ne vs. O2, Cs, Ar or C60.  Lack of milling speed is compensated by very good spatial resolution in all 

3 dimensions, approaching ~100s of nanometers laterally and a few nanometers in depth. 

A group in Dresden has reported a slightly different approach. They use a Time-of-Flight 

principle where the time is determined by blanking the primary beam29 for which they built an 

ultra-high speed beam-blanking device.  Since they know when the beam is allowed to hit the 

sample, they are able to easily measure the time-of-flight of the backscattered He particles into a 

multi-channel-plate detector. The main limitation of this method lies in the speed of the blanker 

as it is difficult to rapidly ramp the voltage on the blanking plates. The best reported time 

resolution is 17 nanoseconds with 54 nm lateral resolution for a thick sample. 

 

3.4 Rutgers Time of Flight System  

Our group has, in collaboration with Ionwerks Inc, developed a Time-of-Flight detector 

system that operates continuously at low beam currents. The design is based on the principles of 

Rutherford Backscattering Spectroscopy (RBS). Usually, RBS operates at millions of electron volts 

on the primary beam (Figure 3.1).  
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Figure 3.1 Sample RBS spectrum taken with a 2 MeV He beam. 
 

2 MeV energy allows for large peak separation and an inexpensive depleted-silicon detector with 

a resolution of about 15 keV can be used (Figure 3.2)30. 

 

Figure 3.2 Commercial depleted Si detector from Ortec30, commonly used for RBS and high-

energy particle detection.  
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Unfortunately, HIM operates at a fraction of the conventional RBS energy and there is no available 

detector on the market capable of producing a useful spectrum in the 30 keV regime.  In order to 

effectively separate peaks, the detector has to have a resolution of about 0.1 keV.  Therefore, a 

new detector system had to be designed and constructed.  

The system we designed consists of two detectors recording the time for the 

backscattered ion to travel a known distance from the sample to the detector.  One detector 

collects secondary electrons (the start signal), while another records backscattered ions (the stop 

signal).  The time it takes for a backscattered He particle (ion or neutral) to reach the ion detector 

is proportional to its energy and can be calculated by equation 3.1, where m is the mass of the 

probing particle, L is the distance from the sample to the ion detector and t is the time of flight. 

 𝐸𝑑 =
1

2
𝑚 (

𝐿

𝑡
)

2

 (3.1) 

Then by calculating the difference in energy between the primary beam and the backscattered 

particle the elemental identity of the target atom can be determined as described above. 

Figure 3.3 shows the secondary electron detector (SED) responsible for the collection of 

the secondary electrons.  Once the sample is loaded into the HIM chamber, the SED is rotated 

into position about 0.5 mm above the sample surface.  The design of the electrostatic elements 

allows it to efficiently bend and focus SEs onto the microchannel plate for detection and 

timestamping.  Each electrostatic element has an assigned power supply, nine in total, which can 

be adjusted to optimize the electron trajectories to minimize the time spread in the start signal.   
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Figure 3.3 The Secondary Electron Detector mounted on the rotary stage.  
 

The stop signal is generated by scattered He ions detected by a large (~4 cm diameter) 

position sensitive detector (PSD).  The detector consists of a dual set of Microchannel Plates 

(MCPs) in a chevron orientation and located approximately 13 cm from the sample surface.  This 

length corresponds to a flight time of ~110 ns for a 30 keV He ion.  The solid angle from the sample 

to the detector is approximately 0.073 steradians.  However, the detector operates at about 51% 

efficiency due to the fact that the regions between the channels (Figure 3.4) do not detect 

particles.  This reduces the real solid angle to approximately 0.037 Steradians.  The large area PSD 

minimizes the total incident beam requirement for a statistically significant analysis. 

 

Figure 3.4 Standard microchannel plates in chevron orientation31. The signal is generated only 
when the particle can trigger an electron cascade in one of the channels. Otherwise, the signal is 

lost.  
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The microchannel plates in the PSD are coupled to a ~15 ns X and Y meander array visible 

in figure 3.5.  The size of the detector imposes a time delay dependent on the hit position of the 

ion.  The meander array gives us knowledge of the position of the incoming ion and therefore 

allows for corrections for slightly different flight and for kinematic corrections inherent in ion 

backscattering.  Once the backscattered particle hits the PSD, it triggers the software to process 

and match accumulated signals from both the PSD and SED as described in figure 1.3.  

 

Figure 3.5 The Position Sensitive Detector (PSD). In this image the microchannel plates are 
removed, exposing the meander array that provides position sensitivity. 

 

The software is written in C# and designed to operate within a virtual time window of 

about 1 µs (at a 1pA ion current we expect to only have six ions impinging onto the sample per 1 

µs).  At such low currents, we expect to have one or two electron events on the SED and a single 

triggering ion event coming from the PSD.  In case no ion event is recorded, the electron data are 

discarded.  If an ion event is recorded, the software calculates the difference in the timestamps 
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between the electron and the ion event and builds up a chart of this.  Additionally, every ion event 

is recorded with its position information with respect to the detector area.  Since the detector is 

a flat microchannel plate, ion trajectories originating from the sample onto the center of PSD vs. 

its edge will have different flight times (for 28 keV He this difference is ~ 2 ns).  Furthermore, an 

additional variation of backscattering energies will arise from their angular distribution based on 

equation 2.9, commonly referred to as the kinematic spread.  The position sensitivity in our 

detector allows us to account for such geometrical factors in calculating the ToF for each ion while 

maintaining a large solid angle.  

 
 
FIGURE 3.6 Position determination of an ion hit in a 1D case. ti is the virtual signal denoting the 
real Time of Flight, channels 1 and 2 are the two opposite outputs of the meander wire. e- is the 
electron start signal.  tm   is the “meander time” associated with a position dependent time delay 
on the actual ion arrival time. ∆2,1 is the difference in time between signals on channels 2 and 1. 

 

The electron start signal and the four ion signals (two to define X and two to define Y) are 

coupled to an HPTDC8-PCI time to digital converter (TDC, 25 ps resolution board made by 

Cronologic GmbH & Co. KG) for energy/time analysis and position definition.  A one-dimensional 

schematic of the time sequence array is shown in figure 3.6. Time delays with respect to the 

electron determine the ToF and time differences between the ion signals on the meander 
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determine the position of the ion hit on the channel plate.  The overall design time resolution is 

0.4 ns. Early results (Figure 1.6), uncorrected for finite detector effects, show 2 ns time resolution. 

 

3.5 Results 

Damage and sputtering of the sample limit the sensitivity.  Generally, the detected flux of 

backscattered particles can be calculated using equation 3.2,  

 

 
𝑌 =  𝜎(𝜃) ×  Ω ×  𝑄 ×  ∆𝑁 (3.2) 

where δ(θ) is the scattering cross section,  Ω the solid angle of the detector, Q the number of 

incident particles and N∆t the number of target atoms.  In order to obtain a detection limit in the 

ToF measurement, one can use equation 3.2 to calculate the flux that is needed to obtain the 

desired number of counts in the detector – Y.  If we arbitrarily set 150 counts in the detector as a 

statistically significant signal this will require 3.6e7 He ions impinging on the sample in our 

geometry.  The next step is to account for sputtering effects.  3.6e7 He atoms will sputter about 

1e6 atoms of Pt from the sample.  Now we can determine the smallest area that will contain the 

required number of Pt atoms. The Pt density is 6.6e22 atoms/cm3 and assuming a 1 nm thick layer 

of Pt, the smallest area is about 150 nm by 150 nm.  The largest uncertainty in this calculation is 

the sputtering yield of the thin 1 nm layer vs. a bulk metal substrate. We have measured (see 

below) the decay of the signal as a function of dose for a 1 nm Pt film, which indicate a factor of 

four difference (0.044 vs 0.01)32 compared to the literature value for a semi-infinite film (Figure 

3.10).  As discussed below this is still more than one order of magnitude more sensitive than can 

be expected in an EDX measurement, and it is possible to do significantly better.   

The first demonstration of the Rutgers ToF system was performed on a structure 

composed of a 0.7 nm thick layer of gold on top of a 3.3 nm layer of nickel on a silicon substrate 
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(Figure 1.6).  The thin peak at 110 ns corresponds to the gold layer and the slightly thicker signal 

at 140 ns to Ni.  This spectrum was accumulated on an area of about 200 by 200 µm and took ~ 1 

minute to collect.  We minimized the kinematic spread by selecting a small region of the detector. 

We next demonstrate that the ToF spectra can yield information about elemental 

composition of the substrate as a function of depth from the surface.  We show here results for a 

dielectric stack consisting of 5 ultrathin layers of HfO2 interlaid with SiO2 (Figure 3.7).  We can 

clearly see 5 peaks corresponding to the Hf in the HfO2 layers.  The decreasing plateau that starts 

around 200 ns is from the silicon substrate.  However, at the current noise levels, it impossible to 

distinguish any silicon peaks.  Based on experiences from conventional RBS data, the substrate 

yield should be increasing in intensity as we shift to lower energies.  Yet when looking at the time 

spectrum one sees the opposite effect. This is explained by classical mechanics, equation 3.3, 

where a decrease in the speed of the particle is proportional to the square root of the decrease 

in its energy.  In other words, each reduction of energy will cause a larger decrease in speed and 

thus a longer time of flight. This phenomenon can also explain the asymmetry that can be 

observed, especially on the Ni peak (figure 1.6).  

 

 𝐸 =
1

2
𝑚𝑣2 (3.3) 
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Figure 3.7 ToF spectrum for a hafnium oxide/silicon oxide multi-layer stack. Similar 
conditions as in figure 1.6 

 

As a He ion has a larger mass than an electron, it will induce atomic displacements which 

can be described as sputtering, resist free lithography or ion beam damage.  In order to 

understand the limitations of the system, we performed an analysis of a 1 nm platinum layer, 

deposited on a silicon dioxide surface using e-beam evaporation as a function of dose (Figure 3.8).  

The thickness of the sample was confirmed with angle-resolved XPS and RBS. The He ion beam 

was scanned over the same area multiple times, delivering a controlled dose on each scan.   Time 

of Flight spectra were acquired simultaneously and the decrease in intensity of the platinum peak 

with increasing ion dose was measured.  In these experiments the dose required to completely 

eliminate the signal is above 5e17 ions/cm2 which allows us to determine the damage-related 

sensitivity of this method (under these conditions).   One important caveat is our incomplete 

understanding of the ion beam spot and its size.  The Pt sample was analyzed with an area of 500 

by 500 nanometers divided into a 500 by 500 pixel grid, which means that each pixel is ~1 nm2 

(Figure 3.9).  However, Zeiss claims that the beam spot size is about 3 Ångströms, which, if true, 

would imply a significantly reduction in the actual irradiated area.  This problem was solved by 
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slightly defocusing the beam.  Unfortunately there is then no reliable way of measuring the beam 

spot size and it thus represents an ambiguity in our calculation.  

 

Figure 3.8 Dose dependence study of 1 nm Pt on Si. The Pt signal decay and broadening 
are observed as the ion dose is increased, indicating layer intermixing and Pt sputtering. 
 

 

Figure 3.9 Beam spot size vs area scanned. 500 nm field of view at 1 nm per step. 
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3.6 Current Performance of the Rutgers elemental identification scheme 

Beam induced sample deterioration 

The detection limit was determined based on the Pt sputtering experiment described 

above (Figure 3.8).   By measuring the decrease of the Pt signal as a function of ion dose, an 

effective sputtering coefficient for 30 keV He ions was derived.  The resulting value is 0.01 (the 

literature values for a bulk Pt sample is 0.04)32.  Our measured sputtering coefficient therefore 

did show a difference from the bulk Pt value32 by a factor of four.  In figure 3.10, the Pt peak 

demonstrates a deviation from a steady decrease at higher doses.  We hypothesize that the 

increase of the Pt peak area for longer times is primarily due to ion beam mixing and uncertainty 

in the ion beam position. In the case of ion beam mixing, we can reasonably expect that the 

Helium ions may be burying some of the Platinum into the substrate, slowly increasing the 

sputtering of Si and decreasing sputtering of Pt.  Changes in the relative importance of  forward 

knock-on and sputtering yield as a function of time could yield to changes in surface Si to Pt 

ratio (as we have repeatedly observed). 

 

Figure 3.10 Analysis of the Pt peak as a function of He dose. The red solid line indicates 
the best fit for the first 3 points and the dotted line is the extrapolation. 
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As for uncertainties associated with the ion beam position, we do not know the 

reproducibility of the precise location of the ion beam within the pixel (Figure 3.9). As discussed 

above, our beam spot is smaller than the size of a pixel for our best resolution images, so any 

small fluctuations in the instrument such as nm size mechanical vibration can cause a slight beam 

spot shift and expose new areas on the sample. For these reasons, we only use our first three data 

points in figure 3.10 to give the best indication of the effective sputtering coefficient. 

Additional deviations from the expected straight line in the data that appear with 

increased dose seem to have similar slopes to that of the first three data points. This supports our 

hypothesis that either platinum initially becomes buried in the substrate and later emerges again 

as Si is sputtered away, or different areas on the sample are exposed—if not both. 

 

Time and energy resolution 

To determine the time and therefore energy resolution, the width of the Au peak for the 

0.7 nm Au sample (Figure 1.6) was analyzed.  The kinematic spread is minimized by selecting a 

sub-region of the detector: a tenth of the size of the whole (4 cm in diameter) PSD. The best 

measured time resolution for our system is then 2 ns or 1.1 keV.  Our target resolution of 200 ps 

(0.11 keV) can be achieved by increasing the flight time. 

 

Sensitivity  

In order to compare our elemental sensitivity by other techniques, SEM being the most 

relevant, we prepared thin (0.7 nm) gold and (1 nm) platinum samples by evaporation. They were 

then analyzed using a 20 keV electron beam in a Zeiss Gemeni SEM using an Oxford x-ray detector. 

For both  samples (Figure 3.11) EDX was not able to identify any thin metal signals because 

electrons have a very low cross section to ionize core shell electrons in the material, so few X-rays 
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are emitted.  Additionally, EDX requires a very large electron flux (currents in the microampere 

range), while helium analysis is done with beam currents six orders of magnitude lower.  However, 

even neglecting the difference in analysis currents for each technique and keeping the same 

analysis time (between 30 seconds and 3 minutes), He ion beam ToF analysis demonstrates much 

higher sensitivity to the surface layers of a sample. When coupled to the quantitative nature of 

the backscattering analysis, HIM ToF demonstrates a higher surface sensitivity for thin layers or 

small concentrations of elements on or in materials, at least compared to this SEM.    

 

Figure 3.11 EDX analysis of the 1 nm Pt sample described above. Total area analyzed is 1 
um2 with 20 keV electrons on a Zeiss Gemini SEM. Analysis of 1 nm Au samples showed 

very similar results. The expected position of a possible Pt signal is given at the right. 

 
3.7 Future Work 

The next generation HIM – ToF system should provid significantly better performance if 

rather straightforward improvements are incorporated into the system.  A larger PSD will make 

collection much more efficient.  Smaller collection times will reduce the dose needed (and 

therefore damage due to sputtering, ion mixing and sample swelling). 

Additionally, re-designing the secondary electron detector will result in faster and more 

efficient electron collection.  The current design does not result in all electron trajectories arriving 
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at the same time, which translates into a broadening of the signal.  As we target 200 ps resolution 

for our entire system, more efficient electron collection must be addressed. 

If smaller data collection times are needed, higher beam currents should be used. One 

then needs to increase the upper threshold for the number of electrons counted per second.   

Furthermore, a longer path for backscattered ions will dramatically enhance peak 

separation—especially for heavier elements. As shown in equation 2.9, the kinematic factor 

implies a larger separation in backscattering energy for lighter elements.  Correspondingly, the 

peak separation is worse for heavier elements.  An elongated flight path will alleviate this and 

even let us to be able to separate 12C and 13C isotopes.  Placing the PSD at a greater distance (r) 

from the sample will reduce the solid angle by a factor of r2.  Therefore a larger area detector is 

needed to avoid a loss in efficiency.  Additionally, a lower beam energy may be beneficial for peak 

separation as the time of flight increases at lower energies of the backscattered particles. Also, 

ultra high vacuum conditions may help by eliminating unwanted collisions of backscattered 

particles and reducing the energy spread of the signal.  

 

3.8 Conclusions 

We have constructed and demonstrated the performance of a high-resolution elemental 

identification spectrometer using a 30 keV He nano-beam time-of-flight system. In combination 

with advanced imaging capabilities, this allows us to determine the elemental composition of the 

samples with significantly higher sensitivity than offered by EDX in an SEM system.  Further 

developments of the technique are straightforward and already underway which will bring 

enhanced sensitivity, improved detector design and more efficient element-specific scanning 

capability.  
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Chapter 4 

 

Mitochondria Protection after Acute Ischemia Prevents Prolonged 

Upregulation of IL-1b and IL-18 and Arrests CKD 

 

This chapter is based on a paper published in Journal of American Society of Nephrology8.  

My contributions to the paper include providing Helium Ion Microscopy imaging and 

characterization and optimization of the sample preparation protocols for the HIM.  This chapter 

is a demonstration of highly specialized application of HIM technology to biological samples as 

outlined in earlier chapters.  

4.1 Introduction 

Patients who survive acute kidney injury (AKI) have a greater risk for chronic kidney 

disease (CKD)33. Currently, treatment of CKD is limited to aggressive control of hypertension with 

inhibitors of the renin-angiotensin-aldosterone system and reducing nitrogen load to the kidney. 

Although there are a number of experimental interventions in clinical trials, they have to be 

administered before or shortly after the acute injury34, and some are offset by serious adverse 

effects35-39. The Acute Dialysis Quality Initiative XIII Work Group recently concluded there are no 

therapeutic interventions specifically targeting progression from AKI to CKD40. 

 

Table 4.1 Experimental study groups. All data presented as n. A total of 50 rats were included in 
this study. Rats that survived the acute ischemic challenge (n=37) were randomized to receive 
either saline or SS-31 for 1.5 months.  
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Figure 4.1 SS-31 halts progression of interstitial fibrosis and glomerulosclerosis after acute renal 
ischemia. Rats were treated with SS-31 (2 mg/kg per day) or saline for 1.5 months starting 1 month 
after acute ischemia. (A) Representative images of trichrome stain of the renal cortex showing 
progressive increase in glomerulosclerosis at 1 month (1M), 2.5 months (2.5M), and 9 months (9M) 
after acute ischemia. Treatment with SS-31 starting at 1M prevented progression of fibrosis at 
2.5M, and protection was seen even 6 months after termination of treatment. (B) Representative 
images of trichrome stain of the inner stripe of the outer medulla (ISOM) showing prevention of 
fibrosis by SS-31 treatment. (C) Quantification of trichrome stain in glomeruli at various times after 
ischemia. Data shown as mean6SEM; n=4/ group; ***P,0.001. (D) Quantification of trichrome stain 
in ISOM at various times after ischemia. Data shown as mean±SEM; n=4/ group; **P,0.01; 
***P,0.001. (E) Representative Western blot and densitometric analysis of TGF-b expression in 
renal cortical tissue. Data shown as mean±SEM; n=4/group; ***P,0.001.  

 
Given the increasing global burden of CKD41, novel strategies that can halt the progression of CKD 

and restore normal renal structure and function are needed40. Inflammation plays a critical role 

in the initiation and progression of renal fibrosis40. Injured epithelial cells secrete proinflammatory 

cytokines to recruit inflammatory cells to sites of injury to drive tissue repair. Profibrotic 

cytokines, such as TGF-b, stimulate matrix-producing cells to produce extracellular matrix. Anti-

fibrotic treatments have mostly targeted TGF-b, but TGF-b is a pleiotropic cytokine with vital anti-
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inflammatory functions, and blocking TGF-b activity may incite immune activation42. It is thus 

imperative that novel targets be identified that can arrest the chronic inflammation and 

progressive fibrosis. 

 

Figure 4.2 SS-31 reduces inflammation after acute renal ischemia. Rats were treated with SS-31 (2 
mg/kg per day) or saline for 1.5 months starting 1 month after acute ischemia. (A) The number of 
CD68+ macrophages per glomerulus at various times after ischemia. The number shown reflects 
the average determined from ten glomeruli per sample and averaged. Data shown as mean±SEM; 
n=4/group; ***P,0.001. (B) Representative Western blot and densitometric analysis of TNF-a 
expression in renal cortical tissue at various times after acute ischemia. Data shown as mean±SEM; 
n=4/ group; **P,0.01; ***P,0.001. (C) Representative Western blot and densitometric analysis of 
IL-18 expression in renal cortical tissue at various times after acute ischemia. Data shown as 
mean±SEM; n=4/group; **P,0.01; ***P,0.001. (D) Representative Western blot and densitometric 
analysis of IL-1b expression in renal cortical tissue at various times after acute ischemia in saline 
and SS-31-treated rats, versus age-matched controls. Data shown as mean6SEM; n=4/group; 
**P,0.01. 

 

The innate immune system has recently been implicated in both acute and chronic kidney 

injury43-44. Necrotic cells release danger-associated molecular patterns (DAMPs) that can trigger 

an inflammatory form of cell death mediated by Nod-like receptors (NLRs)45. These NLRs form 

multimeric protein complexes termed inflammasomes, of which NLRP3 is the best understood for 

its involvement in chronic and acute kidney disease46-47. The NLRP3 inflammasome triggers 
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activation of caspase-1, which then processes the proinflammatory cytokines pro–IL-1b and pro–

IL-18 into their bioactive mature forms. The inflammasome may be considered the final common 

pathway that sustains the inflammation–fibrosis cycle in CKD, and IL-1b and IL-18 represent 

potential therapeutic targets for CKD48. 

 

Figure 4.3 SS-31 reduces endothelial injury after acute ischemia. Rats were treated with SS-31 (2 
mg/kg per day) or saline for 1.5 months starting 1 month after acute ischemia. (A) Representative 
microscopic images of glomeruli showing endothelial cell marker CD31 (green) and vWF (red) in 
saline- and SS-31-treated rats at 1 month (1M), 2.5 months (2.5M), and 9 months (9M) after 
ischemia. (B) Representative microscopic images of inner stripe of outer medulla (ISOM) showing 
CD31 (green) in saline and SS-31-treated rats at 1M, 2.5M, and 9M after ischemia. (C) 
Densitometric analysis of CD31 staining in renal cortex showing significant decrease in endothelial 
cell marker 1M after ischemia and partial recovery by 2.5M. SS-31 treatment had no effect on CD31 
recovery. Data shown as mean±SEM; n=4/group; 
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Inflammasome activation in response to a variety of stimuli appears to converge upon 

mitochondrial reactive oxygen species (ROS)49-51. Mitochondrial DNA and N-formyl peptides 

represent two other sources of mitochondrial DAMPs52. 

Compounds that cause mitochondrial damage enhance NRLP3 activation, whereas 

compounds that reduce mitochondrial ROS inhibit inflammasome activation53-55. Further, NLRP3 

appears to bind directly to cardiolipin, a phospholipid that is only expressed on the inner 

mitochondrial membrane, suggesting that mitochondrial damage and the translocation of 

cardiolipin to the outer mitochondrial membrane (OMM) may provide the docking signal for 

inflammasome assembly and activation56. Ischemia causes mitochondrial injury57, but it is not 

known if mitochondrial damage persists long after ischemia to account for sustained 

inflammasome activation. 

SS-31 (also known as elamipretide) is a synthetic tetrapeptide (D-Arg-2969-dimethyl Tyr-

Lys-Phe-NH2) that selectively targets cardiolipin on the inner mitochondrial membrane to protect 

cristae curvature, stabilizes mitochondrial structure, facilitates electron transport, and minimizes 

ROS production58-60. SS-31 is very effective in minimizing ischemic AKI and preventing the 

development of interstitial fibrosis and glomerulosclerosis57, 61. 

It is not known if later administration of SS-31 can stop the progression of CKD. We 

conducted a 9-month study in rats subjected to bilateral renal ischemia. Significant mitochondrial 

damage was found in endothelial cells, podocytes, and proximal tubular cells 9 months after 

ischemia. Treatment with SS-31, starting 1 month after ischemia and maintained for 6 weeks, 

protected mitochondrial integrity and halted the progression of glomerulosclerosis and 

tubulointerstitial fibrosis. The protection by SS-31 was sustained for at least 6 months after 

treatment ended. Upregulation of IL-1b and IL-18 at 9 months after ischemia was normalized by 
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SS-31 treatment, suggesting that SS-31 reduced CKD by protecting mitochondria and preventing 

inflammasome activation. 

 

Figure 4.4 SS-31 reduces glomerular capillary compression and damage to endothelial 
fenestrations after acute ischemia. Rats were treated with SS-31 (2 mg/kg per day) or saline for 
1.5 months starting 1 month after acute ischemia. Glomerular capillary structure was examined by 
HIM. (A) Representative cross-sectional images of glomeruli at 9M after acute ischemia from saline 
and SS-31-treated rats, compared with age-matched normal rats. Is- chemia caused capillary 
compression because of mesangial expansion in saline-treated rats. Capillary loops are much more 
apparent in SS-31-treated rats and similar to image from normal rat. (B) Representative HIM 
images showing endothelial fenestrations from saline versus SS-31 rats compared with age-
matched normal rats. Fenestrations are uniform in normal rats, whereas saline-treated rats show 
distorted fenestrations and adhesive ma- terial (white arrow). SS-31 treatment restored normal 
fenestration pattern. (C) Representative electron micrograph showing glomerular endothelial cell 
mitochondria from saline versus SS-31 rats at 2.5M after ischemia, compared with normal rat. 
Saline-treated ischemic cells show degenerative changes in mitochondria with disruption of cristae 
architecture, reduced matrix density, and some loss of OMM. SS-31 treatment restored normal 
endothelial mitochondria. M, mitochondria. 
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4.2 Results 

SS-31 Reverses Tubulointerstitial Fibrosis and Glomerulosclerosis after Acute Ischemia 

Adult rats (n=53) were subjected to bilateral renal ischemia for 45 minutes and then 

allowed to recover for 4 weeks. Mortality was approximately 30% with 45 minutes ischemia, but 

normal renal function was fully restored after 4 weeks61. Surviving animals (n=37) were randomly 

assigned to treatment with saline or SS-31 (2 mg/kg per day) for 1.5 months via a subcutaneously 

implanted osmotic pump (see Table 1). 

Previously reported that this duration of ischemia results in tubular necrosis and 

significant increase in serum creatinine, blood urea nitrogen (BUN), and fractional excretion of 

Na+ and K+.25 Although full recovery of renal function is achieved < 1 week after ischemia, 

interstitial fibrosis is seen in the outer medulla 1 month later61. In this study, we found progressive 

increase in interstitial fibrosis and glomerulosclerosis through 9 months after ischemia (Figure 1, 

A–D) that were associated with continuing increase in TGF-b expression in renal cortical tissue 

(Figure 4.1E). Six weeks of treatment with SS-31, starting 1 month after ischemia, significantly 

blunted the upregulation of TGF-b (Figure 4.1E) and halted the progression of interstitial fibrosis 

and glomerulosclerosis (Figure 4.1, A–D). This antifibrotic effect of SS-31 was sustained for > 6 

months after treatment (Figure 4.1, A–D). 

 

SS-31 Treatment Limits Inflammatory Response after Ischemia 

My colleagues have previously reported > 15-fold increase in TNF-a and interstitial 

infiltration of lymphocytes and macrophages 1 month after acute ischemic injury61. Here we 

report further increase in TNF-a expression in renal cortical tissue and glomerular infiltration of 

CD68+ macro- phages 2.5 months after acute ischemia (Figure 4.2, A and B). This inflammatory 

response remained high but began to decline by 9 months. SS-31 significantly reduced TNF-a 
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expression and macrophage infiltration at 2.5 months, and this effect was sustained for > 6 

months after termination of treatment. 

 

Figure 4.5 SS-31 prevents podocyte stress after acute ischemia. Rats were treated with SS-31 (2 
mg/kg per day) or saline for 1.5 months starting 1 month after acute ischemia. Podocyte structure 
was examined by transmission electron microscopy. (A) Representative image of a normal podocyte 
showing dense cytoplasm containing large number of endoplasmic reticulum (ER; arrows) and 
mitochondria. (B) Representative image obtained 1 month after ischemia showing pronounced 
dilation of ER (arrows). (C) Representative image obtained 2.5 months after ischemia showing loss 
of cytoplasmic density and large number of vacuoles. (D) Representative image obtained 9 months 
after ischemia with numerous dilated ER (arrows). (E) Representative image obtained 2.5 months 
after ischemia following short-term SS-31 treatment showing normal cytoplasmic structures. (F) 
Representative image obtained from an SS-31-treated rat 9 months after ischemia showing 
persistent podocyte protection with normal ER (arrows). 

 

The eventual decline in TNF-a and macrophage infiltration led us to question if 

inflammasome activation plays a role in sustaining the continual upregulation of TGF-b. The 

expression of IL-18 and IL-1b continued to increase at 9 months after ischemia, but they were 

abolished by 6 weeks of SS-31 treatment (Figure 4.2, C and D). 

 

SS-31 Reverses Endothelial Injury after Ischemia 

Renal ischemia causes peritubular micro-vascular rarefaction that contributes to further 

tissue damage61-63. There was significant loss of CD31 immunostaining in the renal cortex 1 month 
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after ischemia, primarily in the glomeruli (Figure 4.3, A and C). There was also significant loss of 

CD31 in the inner stripe of the outer medulla (Figure 4.3, B and D). Despite partial recovery of 

CD31 expression in the renal cortex by 2.5 months, there was persistent upregulation of vascular 

endothelial growth factor even 9 months after ischemia (Figure 4.3E), suggesting prolonged tissue 

hypoxia. The dramatic upregulation of vWF expression in post-ischemic glomeruli (Figure 4.3, A 

and F) indicates persistent endothelial injury after acute ischemia. vWF is a glycoprotein that 

mediates platelet adhesion to the subendothelium at sites of vascular injury, and it is normally 

not expressed in human glomeruli64. No vWF expression in normal rat glomeruli was found, but 

vWF was clearly present in glomeruli at 1 month and progressively increased over 9 months after 

ischemia (Figure 4.3, A and F). Treatment with SS-31 did not improve CD31 expression (Figure 4.3, 

C and D), but significantly reduced vWF and vascular endothelial growth factor expression at 2.5 

and 9 months, and the effect persisted for 6 months after treatment (Figure 4.3, E and F). 

Mesangial deposition of vWF is associated with mesangial matrix expansion and fibrin 

deposition65, and periodic acid–Schiff staining showed that SS-31 prevented mesangial expansion 

at 9 months (Figure 4.3G). 

 

SS-31 Protects Glomerular Capillary Loops and Fenestrations after Ischemia by Protecting 

Endothelial Mitochondria 

We used helium ion microscopy (HIM) to further investigate damage to glomerular 

capillaries and endothelial fenestrations after acute ischemia. HIM provides subnanometer 

resolution images of biologic tissues with greater detail than scanning electron microscopy66-67. 

Figure 4.4A shows a representative cross-section of an age-matched (11 months) normal rat 

glomerulus with numerous capillary loops. In contrast, mesangial expansion and compressed 

capillary loops were observed 9 months after ischemia. SS-31 restored majority of capillary loops 
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and reduced mesangial volume. Closer examination of the capillary endothelial surface shows 

uniform fenestrations in a normal glomerulus (Figure 4.4B). In contrast, there was loss of 

fenestrations and extensive adhesive material on the endothelial surface 9 months after ischemia. 

SS-31 restored normal fenestrations and reduced adhesive material, consistent with reduction of 

vWF expression.  

 

 

Figure 4.6 SS-31 preserves podocyte foot processes after acute ischemia. Rats were treated with 
SS-31 (2 mg/kg per day) or saline for 1.5 months starting 1 month after acute ischemia. Podocyte 
structure was examined 9 months after ischemia. (A) Representative images of podocyte foot 
processes obtained by transmission electron microscope. Podocyte swelling and foot process 
effacement are common 9 months after acute ischemia compared with age-matched control. 
Condensation of actin microfilaments can be seen in the flattened foot processes (black arrow). 
Short-term SS-31 treatment restores normal foot processes. (B) Representative images of 
podocyte foot processes obtained by helium ion microscope. In normal podocytes, the foot 
processes are long and tightly interdigitated. Ischemia resulted in shortened and deformed foot 
processes. Short- term SS-31 treatment restores normal structural organization of foot processes. 
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Ischemia causes extensive mitochondria damage in renal endothelial cells61. Normal 

glomerular endothelial mitochondria are elongated, with dense cristae membranes and a dark 

matrix (Figure 4.4C). Significant degenerative changes were still found in endothelial cells 2.5 

months after ischemia, with loss of cristae membranes and matrix density, and evidence of 

rupture of the OMM. These degenerative changes were abolished by 6 weeks of treatment with 

SS-31. 

 

SS-31 Prevents Podocyte Stress after Ischemia 

Podocytes are secretory cells that contain a well developed Golgi system, many 

mitochondria, prominent lysosomes, and abundant endoplasmic reticulum (ER) responsible for 

the folding and trafficking of proteins (Figure 4.5A)68. Transmission electron microscopy showed 

pronounced dilation of ER lumen, an indication of ER stress, in many podocytes 1 month after 

ischemia (Figure 4.5B) compared with sham rats (Figure 4.5A). By 2.5 months, the podocytes were 

highly vacuolated and there was a general loss of cytoplasmic density (Figure 4.5C). Podocyte 

stress was still apparent 9 months after ischemia (Figure 4.5D). However, 6 weeks of SS-31 

restored normal ER structure (Figure 4.5E) and this persisted for at least 6 months after treatment 

(Figure 4.5F). 

 

SS-31 Protects Podocyte Foot Processes after Ischemia 

Podocytes have a complex cellular architecture with interdigitating foot processes 

maintained by a precise organization of actin filaments in the cellular cytoplasm. Podocyte 

swelling and effacement of foot processes have been reported after 45 minutes of ischemia in 

rats, but little is known about long-term changes after acute ischemia69. Transmission electron 

microscopy revealed swollen podocytes and foot process effacement 9 months after acute 
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ischemia compared with age-matched controls (Figure 4.6A). Condensation of actin 

microfilaments can be seen in the flattened foot process. Short term SS-31 treatment restored 

normal foot processes. HIM provided a much clearer image of the damage to podocytes (Figure 

4.6B). In normal podocytes, the foot processes are long and tightly interdigitated to provide an 

effective filtration barrier. Ischemia resulted in shortened and deformed foot processes that did 

not interdigitate well. Podocyte foot processes were normalized with SS-31 treatment. 

 

SS-31 Reverses Ischemia-Induced Mitochondria Damage in Podocytes 

Mitochondria play a major role in providing adenosine triphosphate (ATP) for maintaining 

the actin cytoskeleton in podocytes70-71. The collapse of the podocyte actin cytoskeleton at 9 

months suggests sustained mitochondrial damage after an acute event. Normal podocyte 

mitochondria are elongated with cristae membranes and a dark matrix (Figure 4.7A). One month 

after ischemia, mitochondria showed degenerative changes with loss of cristae membranes and 

matrix swelling (Figure 4.7B). These degenerative changes were extensive and persisted at 2.5 

months, with some mitochondria showing destruction of the OMM (Figure 4.7C). At 9 months, 

most mitochondria were small with only remnants of cristae membranes and a clear matrix, 

whereas others underwent extensive proteolysis with just some residual matrix density (Figure 

4.7, D–F). Six weeks of SS-31 treatment restored mitochondria structure (Figure 4.7G), and 

mitochondria remained normal even 9 months after ischemia (Figure 4.7H). 
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Figure 4.7 SS-31 reverses ischemia-induced mitochondria damage in podocytes. Rats were treated 
with SS-31 (2 mg/kg per day) or saline for 1.5 months starting 1 month after acute ischemia. 
Podocyte mitochondria were examined 9 months after ischemia using transmission electron 
microscopy. (A) Representative image from normal podocyte showing elongated mitochondria 
with cristae membranes and a dark matrix. (B) Representative image obtained 1 month after 
ischemia showing mitochondria with degenerative changes including loss of cristae membranes 
and matrix swelling. (C) Representative image obtained 2.5 months after ischemia showing 
persistent mito- chondrial damage. (D–F) Representative images obtained 9 months after 
ischemia. Many mitochondria are small with remnants of cristae membranes and a clear matrix, 
whereas others have undergone extensive proteolysis. (G) Representative image obtained from an 
SS-31-treated rat 2.5 months after ischemia showing normal mitochondria cristae and matrix 
density. (H) Representative image from an SS-31-treated rat 9 months after ischemia showing 
normal podocyte mitochondria. M, mitochondria. 

 

Persistent Upregulation of Autophagy in Podocytes after Ischemia 

Accumulating evidence indicates that ER stress may trigger autophagy72. Postmitotic 

podocytes exhibit autophagy under basal conditions73, but the effect of ischemia on podocyte 

autophagy is unknown. Autophagic vacuoles containing organelles and cytoplasmic contents can 

be seen in podocytes 1 month after ischemia (Figure 4.8A). Figure 4.8B shows an intact 

mitochondrion inside an autophagosome. Mitophagy is still upregulated 9 months after acute 

ischemia, with interaction between lysosomes and mitochondria (Figure 4.8, C and D). 

Autophagolysosomes containing digested material and myelin bodies are shown in Figure 4.8E.  
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Finally, Figure 4.8F shows an example of dilated ER wrapping around mitochondria to cause 

mitochondrial fission74. 

 

 
 

Figure 4.8 Persistent upregulation of autophagy in podocytes after acute ischemia. Rats were 
subjected to bilateral renal ischemia for 45 minutes and podocytes examined by transmission 
electron microscopy. (A) Autophagic vacuoles (arrows) containing organelles and cytoplasmic 
contents in podocytes 1 month after ischemia. (B) An intact mitochondrion can be seen inside an 
autophagosome. (C and D) Interaction between lysosomes (arrows) and mitochondria can be seen 
9 months after ischemia. (E) Autophagolysosomes containing digested material and myelin bodies 
9 months after ischemia. (F) Dilated endoplasmic reticulum wrapping around mitochondria causing 
mitochondrial fission. M, mitochondria. 

 

SS-31 Protects Proximal Tubule Mitochondria 

Proximal tubules are highly susceptible to ischemic injury, with rapid loss of brush border 

and cell detachment57-58. However, tubular cells can regenerate, and brush provided a much 

clearer image of the damage to podocytes (Figure 4.6B). In normal podocytes, the foot processes 

are long and tightly interdigitated to provide an effective filtration barrier. Ischemia resulted in 
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shortened and deformed foot processes that did not interdigitate well. Podocyte foot processes 

were normalized with SS-31 treatment. 

 

SS-31 Reverses Ischemia-Induced Mitochondria Damage in Podocytes 

Mitochondria play a major role in providing ATP for maintaining the actin cytoskeleton in 

podocytes70-71. The collapse of the podocyte actin cytoskeleton at 9 months suggests sustained 

mitochondrial damage after an acute event. Normal podocyte mitochondria are elongated with 

cristae membranes and a dark matrix (Figure 4.7A). One month after ischemia, mitochondria 

showed degenerative changes with loss of cristae membranes and matrix swelling (Figure 4.7B). 

These degenerative changes were extensive and persisted at 2.5 months, with some mitochondria 

showing destruction of the OMM (Figure 4.7C). At 9 months, most mitochondria were small with 

only remnants of cristae membranes and a clear matrix, whereas others underwent extensive 

proteolysis with just some residual matrix density (Figure 4.7, D–F). Six weeks of SS-31 treatment 

restored borders are intact 9 months after acute ischemia (Figure 4.9A). Unlike the elongated 

mitochondria found in normal proximal tubules, post-ischemic proximal tubule mitochondria are 

small and highly disorganized, and there is an abundance of lysosomes (Figure 4.9B). There is also 

evidence of mitophagy, with early and complete autophagosomes around mitochondria (Figure 

4.9, C and D). Some autophagolysosomes contain cytoplasmic content or are completely 

homogenized (Figure 4.9, E and F). Autophagy was not observed in proximal tubules treated with 

SS-31. 

In addition to mitophagy, some proximal tubule mitochondria appear relatively normal 

but have membrane vesicles in close apposition to the OMM (Figure 4.10, A–D). These vesicles 

may be dilated ER that are in close apposition to the OMM, commonly termed mitochondria-
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associated membranes. These structures were not seen in rats that received SS-31 treatment 

(Figure 4.10, E and F). 

 
 

Figure 4.9 Mitophagy in proximal tubules after acute ischemia. Rats were treated with SS-31 (2 
mg/kg per day) or saline for 1.5 months starting 1 month after acute ischemia. Proximal tubules 
were examined by transmission electron microscopy. (A and B) Representative images obtained 9 
months after acute ischemia showing normal brush border (BB). Mitochondria are small and highly 
disorganized, and there is an abun- dance of lysosomes (L). (C and D) Representative images 
showing early and complete autophagic vesicles (AV) surrounding mitochondria (M). (E and F) 
Representative images showing autophagic vacuoles containing mitochondria and other 
cytoplasmic content. 

 

4.3 Discussion  

My colleagues previously reported peritubular and glomerular capillary loss, 

inflammation, tubulointerstitial fibrosis, and glomerulosclerosis 1 month after acute ischemia61. 

We confirm those earlier findings in this study, and further show persistent endothelial injury and 

microvascular rarefaction up to 9 months after acute ischemia, accompanied by podocyte 

damage, inflammation, and progressive glomerular and interstitial fibrosis. Although renal 
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function was not assessed in this study, significant proteinuria has been reported in rats 9 months 

after the same duration of ischemia75. 

 
 

Figure 4.10 Mitochondria-associated membranes in proximal tubules after ischemia. Rats were 
treated with SS-31 (2 mg/kg per day) or saline for 1.5 months starting 1 month after acute 
ischemia. Proximal tubules were examined by transmission electron microscopy 9 months after 
ischemia. (A–D) Representative images showing membrane vesicles in close apposition to the 
OMM. (E and F) Representative images from SS-31-treated samples did not show these 
mitochondria-associated membranes. 

 

Podocytes are terminally differentiated epithelial cells that form part of the filtration 

barrier. Even though there was no evidence of podocyte loss at 9 months, the cell bodies were 

swollen and foot processes were deformed and retracted, as revealed vividly by HIM. The complex 

structure of foot processes depends on ordered actin filament bundles, and the assembly and 

maintenance of the actin cytoskeleton require ATP76. The breakdown of the actin cytoskeleton 

suggests bioenergetics failure in podocytes long after the acute ischemic insult. Ischemia causes 

mitochondrial swelling and loss of cristae membranes in all renal cells57-58, 61, but it has not been 

appreciated that mitochondrial damage can persist for as long as 9 months. Damage to podocyte 
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mitochondria is extensive and most show loss of cristae membranes and homogenization, 

consistent with proteolytic degradation by mitochondrial proteases77. 

 

 

Figure 4.11 SS-31 protects mitochondrial integrity and prevents inflammasome activation and 
upregulation of IL-18 and IL-1b. Ischemia causes mitochondria damage resulting in decreased ATP 
production, increased ROS production, and cardiolipin peroxidation. Damage to mitochondrial 
membranes leads to the release of mitochondrial DNA (mt DNA), mitochondrial reactive oxygen 
species (mt ROS), and cardiolipin that are known to activate the NLRP3 inflammasome. The NLRP3 
inflammasome, together with the adaptor protein (ASC), triggers activation of caspase-1 (Casp1), 
which then processes the proinflammatory cytokines pro–IL-1b and pro–IL-18 into their bioactive 
mature forms (IL-1b and IL-18). SS-31 (blue dots) targets cardiolipin, inhibits cardiolipin 
peroxidation, and protects mitochondrial cristae membrane. By preserving mitochondrial 
integrity, SS-31 not only preserves ATP production but also prevents NLRP3 inflammasome acti- 
vation and normalizes IL-18 and IL-1b expression. ASC, Apoptosis-associated speck-like protein 
containing a caspase-recruitment domain. 

 

The accumulation of damaged mitochondria in podocytes suggests that mitochondrial 

quality control remains impaired long after acute ischemia. Mitochondria undergo regular cycles 

of degradation and biogenesis in order to maintain an efficient supply of ATP to the cell. 

Mitophagy serves as a rapid removal mechanism for whole dysfunctional mitochondria or a large 

number of damaged mitochondria. Autophagosomes containing mitochondria and 
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autophagolysosomes were apparent in both podocytes and proximal tubules 9 months after 

ischemia. However, a large number of podocyte mitochondria appear to undergo proteolytic 

degradation suggesting that mitophagy might be impaired, and damaged proteins are eliminated 

by mitochondrial proteases78. 

Our results suggest that persistent mitochondrial damage underlies the progression of 

CKD, and this was confirmed with the mitoprotective agent SS-31. Treatment with SS-31 before 

ischemia protected endothelial and epithelial mitochondria, preserved peritubular and 

glomerular capillaries, and prevented inflammation and fibrosis61. Here we show that SS-31, 

started 1 month after ischemia, can repair mitochondria in endothelial cells, podocytes, and 

tubular cells. This led to restoration of peritubular and glomerular capillaries, preservation of 

podocyte architecture, suppression of inflammation, and fibrosis. SS-31 abolished the increase in 

TNF-a and TGF-b over the 6-week treatment interval. Remarkably, renal protection persisted for 

at least 6 months after termination of SS-31 treatment. No other experimental treatment has 

been shown to accomplish this when given so late after AKI. Most experimental treatments 

evaluated in animal studies are given prior to or shortly after acute injury, although the clinical 

reality is that most patients present with established disease. 

SS-31 protects mitochondrial structure by interacting with cardiolipin on the inner 

mitochondrial membrane and protecting cristae structure58, 79-80. Cardiolipin promotes membrane 

folding and promotes respiratory complexes to form supercomplexes to facilitate electron 

transfer, promote ATP synthesis, and reduce electron leak. Dysfunctional mitochondria generate 

ROS, and cardiolipin is particularly susceptible to lipid peroxidation. In the presence of ROS, 

cytochrome c acts as a peroxidase and causes cardiolipin peroxidation and cristae degradation. 

SS-31 acts as a multifunctional antioxidant by minimizing electron leak, scavenging excess 

electrons, and inhibiting cytochrome c peroxidase activity60, 79, 81. SS-31 has been reported to 
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restore cardiolipin content and mitochondrial cristae structure, and improve mitochondrial 

energetics, in experimental models of chronic kidney and heart failure82-84. The recovery of 

podocyte bioenergetics allowed repair of the actin cytoskeleton and podocyte structure. 

Inflammation plays a major role in sustaining fibrosis after acute injury. However, TNF-a 

and macrophage infiltration were already on the decline at 9 months. Inflammasome activation 

may be responsible for sustaining inflammation long after acute ischemia. Mitochondria play an 

integral role in the assembly and activation of the inflammasome46, 51. Release of mitochondrial 

DNA, ROS, and cardiolipin from damaged mitochondria can activate the NLRP3 inflammasome 

(Figure 4.11)45, 55-56. There was sustained increase in IL-18 and IL-1b expression 9 months after 

acute ischemia, supporting a role for inflammasome activation in the progression to CKD. 

Cardiolipin peroxidation causes the translocation of cardiolipin to the OMM where it has been 

proposed to serve as a docking site for inflammasome assembly, whereas mitochondrial ROS 

activates the inflammasome to produce caspase-1.46, 56 Mitochondria- associated membranes are 

also involved in the formation of the inflammasome85, and they were prominent in proximal 

tubules 9 months after ischemia. By inhibiting mitochondrial ROS production, preventing 

cardiolipin peroxidation, and protecting mitochondrial cristae structure, SS-31 prevented the 

upregulation of IL-1b and IL-18 after acute renal ischemia (Figure 4.11). Inflammasome activation 

also contributes to renal inflammation and fibrosis in the mouse unilateral ureteral obstruction 

(UUO) model,46, 86 and SS-31 can prevent interstitial fibrosis after UUO.87 SS-31 has also been 

reported to attenuate inflammasome activation in alveolar cells in response to mechanical 

ventilation88, and in the brain of aging mice in response to isoflurane89. 

Several inhibitors of IL-1b and IL-18 are in clinical development, as well as inhibitors of 

the NLRP3 inflammasome and caspase-190-91. Targeting upstream of the inflammasome might 

prove more effective than single anticytokine therapies and carry less risk. SS-31 has been shown 
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to be highly effective in preventing acute and chronic kidney injury, including ischemia reperfusion 

injury, UUO, contrast dye, endotoxemia, and streptozotocin-induced diabetic kidney injury57, 61, 87, 

92-94. SS-31 has also been reported to reverse progressive CKD after chronic ischemia caused by 

renovascular stenosis, and reduce glomerulopathy and tubular injury caused by high-fat diet95-96. 

SS-31 (also known as MTP-131, elamipretide, and Bendavia) may represent a novel treatment for 

CKD in addition to BP control. 

 

4.4 Concise Methods 

Animals 

The study was performed using male Sprague–Dawley rats (Charles River Laboratories, 

Wilmington, MA) weighing 250–300 g. Animals were housed in 12:12-hour light/dark cycle and 

allowed free access to water and standard rat chow. Care of the rats before and during the 

experimental procedures was conducted in accordance with the policies of the National Institutes 

of Health Guidelines for the Care and Use of Laboratory Animals. All protocols had received prior 

approval from the Weill Cornell Medical College Institutional Animal Care and Use Committee. 

 

Materials and Materials 

SS-31 was supplied by Stealth Peptides Inc., 

Newton Centre, MA. Unless otherwise specified, reagents and assay kits were purchased 

from Sigma-Aldrich (St. Louis, MO). 

 

Ischemia-Reperfusion Experimental Protocol  

Rats were anesthetized with ketamine/xylazine and bilateral renal ischemia was induced 

by application of nontraumatic microvascular clamps around both left and right renal pedicles for 
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45 minutes, as previously described in detail57. After ischemia, the animals were allowed to 

recover for 1 month. Surviving rats were randomly assigned to 6 weeks of treatment with SS-31 

(2.0 mg/kg per day) or saline by subcutaneously implanted osmotic pump (Alza, Cupertino, CA). 

Rats were euthanized either immediately after drug treatment or 6 months after termination of 

drug treatment. Kidneys were harvested for biochemical and histologic analysis. Kidney tissues 

were frozen at 280°C for Western blotting or embedded in OCT-cryostat sectioning medium 

containing 30% sucrose for immunohistochemistry. Other samples were fixed in 4% 

paraformaldehyde for paraffin sections and ultrastructural examination by trans- mission electron 

microscopy or HIM. 

 

Renal Histopathology 

Paraffin sections (3 mm) were stained with periodic acid–Schiff and examined by light 

microscopy (Nikon Eclipse TE2000-U). Masson trichrome staining was used to assess interstitial 

fibrosis and glomerulosclerosis. 

 

Assessment of Renal Microvasculature 

Microvascular density and endothelial injury were assessed by immunohistochemical 

staining of CD31 and vWF, respectively. Frozen OCT blocks were cut into 8 mm sections, fixed in 

acetone for 4–5 minutes at room temperature, and incubated with anti-mouse CD31 (BD 

Biosciences, San Jose, CA) and anti-rabbit vWF (Sigma-Aldrich) overnight at 4°C. Sections were 

then incubated with anti-mouse IgG-conjugated Alexa Fluor-488 (Invitrogen, Carlsbad, CA) or goat 

anti-rabbit IgG-conjugated with biotin (Vector Laboratories, Burlingame, CA), and then treated 

with streptavidin-conjugated Alexa Fluor-594 (Invitrogen) for 30 minutes at room temperature, 

covered with VECTASHIELD Mounting Medium with DAPI (Vector Laboratories), and imaged by 
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fluorescence microscopy (Nikon Eclipse TE2000-U). For each animal, ten representative glomeruli 

were selected in the renal cortex, and the green fluorescence intensity of the CD31 immunostain 

was quantified (ImageJ; National Institutes of Health) and averaged. Similarly, ten representative 

areas of the inner stripe of the outer medullar were quantified and averaged. 

 

Assessment of Renal Inflammation 

Macrophages were assessed by immunohistochemical staining of 4 mm paraffin sections 

for CD68. The kidney sections were incubated with anti-mouse CD68 (Abcam, Inc., Cambridge, 

MA) overnight at 4°C and incubated with HRP-conjugated anti-mouse IgG (Dako, Carpinteria, CA) 

for 30 minutes at room temperature, and color developed by DAB substrate kit (Vector 

Laboratories). The number of CD68+ cells were counted from five different fields for each sample 

and averaged. 

The cytokines TNF-a, TGF-b1, IL-18 and IL-1b were quantified by Western blotting. Kidney 

homogenates were prepared according to standard protocol (Santa Cruz Biotechnology, Santa 

Cruz, CA), suspended in loading buffer, and subjected to 4%–15% SDS-PAGE. The resolved 

proteins were transferred to an Immuno-Blot polyvinylidene difluoride membrane (Bio-Rad, 

Hercules, CA). After electroblotting, the membrane was incubated overnight with primary 

antibodies against TNF-a (ab1793; Abcam, Inc.), TGB-b (sc-146; Santa Cruz Biotechnology), IL-18 

(MAB521; R&D Systems, Minneapolis, MN), and IL-1b (MB5011; R&D Systems). Membranes were 

further incubated for 1 hour with HRP-conjugated secondary antibodies (Dako). Protein bands 

were detected with an enhanced chemiluminescence detection system (Bio-Rad) and 

autoradiography. Bands were evaluated for integrated density val- ues on Image Lab Software 

(Bio-Rad). 
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Transmission Electron Microscopy Pieces of renal tissue were fixed in 4% parafor- 

maldehyde, postfixed in 1% osmium tetroxide, dehydrated in graded alcohols, and embedded in 

Epon. Ultrathin sections (200–400 Å) were cut on nickel grids, stained with uranyl acetate and 

lead citrate, and examined using a digital electron microscope (JEM-1400; JEOL Ltd.). 

 

HIM 

Kidney tissues were sectioned at 500 mm on a Leica vibrating microtome. The slices were 

cut into smaller, wedge-shaped pieces so that they would remain flat during the drying process. 

Tissues were dehydrated through a graded PBS-MeOH series at 4°C, according to previously 

published methods67. Tissues were subjected to critical point drying with CO2. Dried samples were 

mounted on scanning electron microscope stubs using carbon sticky tabs and stored in a 

desiccator until imaging. HIM was carried out on the Carl Zeiss Orion Plus helium ion microscope 

(Carl Zeiss GmbH, Jena, Germany) operating at 30 keV acceleration voltage, with a beam current 

of approximately 0.5 pA. A 10 nm layer of Au was evaporated on the samples to minimize local 

charging effects. For all images taken, an electron flood gun was used for charge neutralization at 

an accelerating voltage of 900 eV. The vacuum reading in the analysis chamber was 2.3e-7 torr. 

 

Statistical Analyses 

Results are expressed as means±SEM. Statistical analysis was carried out using Prism 

software (GraphPad Software Inc., San Diego, CA). Multiple group comparisons were performed 

using ANOVA followed by a Tukey post hoc test. A P value, 0.05 was considered statistically 

significant. 
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Chapter 5 

 

Biological control of aragonite formation in stony corals 

This chapter is based on a paper published in Science (journal)9.  My contributions to the 

paper include providing Helium Ion Microscopy imaging and characterization and optimization of 

the sample preparation protocols for the HIM.  This chapter is a second demonstration (following 

chapter 4) of a specialized biological application of He ion microscopy, as described in earlier 

chapters.  

5.1 Introduction 

The detailed mechanism of coral biomineralization, i.e. the process by which stony 

corals precipitate their calcium carbonate skeletons in the form or aragonite, has been 

extensively discussed for decades without the emergence of a clear consensus97-99.  There are two 

prevailing hypotheses. Geochemists generally advocate for an abiotic, physicochemical 

process100-101 based on complex metabolic controls of calcifying fluid chemistry; while, in 

contrast, biologists plead for a biologically controlled process102-108 mediated by the skeletal 

organic matrix (SOM)109-111. The first scenario describes a spontaneous precipitation of aragonite 

due to an increase in the concentrations of calcium, dissolved inorganic carbon (DIC) species and 

pH at the calcification site compared to seawater112-118.  Such a mechanism implies a homogeneous 

nucleation of the solid mineral phase, followed by a classical crystal growth via ion-by-ion 

attachment. The latter scenario depicts the SOM119-124 (mostly proteins and sugars), in particular 

acidic proteins125-129, as directly responsible for the precipitation of aragonite111. Such a 
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mechanism implies a heterogeneous nucleation of the solid mineral phase, potentially followed by 

a non-classical crystallization route130 which is more likely to happen in natural biomaterials131. 

An abiotic mineralization pathway would appear to be more sensitive to ocean 

acidification132 because it is directly related to carbonate chemistry. However, a biologically 

controlled process may be more robust because it catalyzes the formation of aragonite based 

on processes that are far from thermodynamic equilibrium. In this paper, we examine which 

of these two opposing paradigms occurs in stony corals.  Our primary goal is to elucidate the 

mechanism of biomineralization and in so doing to predict if corals will maintain the ability to 

precipitate their skeletons in coming centuries. To this end, we have used the ubiquitous 

IndoPacific, stony coral Stylophora pistillata as a model for investigating the coral 

biomineralization process. The genome for this organism is completely sequenced133, and a 

proteome for the skeletal organic matrix has been previously published120. Here we applied a 

unique material science approach that combines structural, analytical and imaging tools rarely or 

never used for characterizing coral skeleton.  The approach includes Raman spectroscopy and 

imaging, helium ion microscopy (HIM) and solid-state nuclear magnetic resonance (NMR) 

spectroscopy.  The latter provides unprecedented insights into the relation between the mineral 

phase and the SOM across different spatial scales.  Further, the ultra-high-resolution three-

dimensional images collected by HIM reveal the crystallization pathway of coral aragonite. 

 

5.2 Features common to all stony corals 

Low magnification scanning electron micrographs of the skeletal architecture of 

Stylophora pistillata reveal juxtaposed cup-like structures (i.e. calices) whose calcareous walls 

constitute the corallites (Figure 5.1-A). The corallites are the sites in which the individual polyps 
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resided when the coral was alive; they are therefore the sites in which both the SOM is secreted 

and the mineral phase is initially deposited.  A representative higher magnification image of 

a single corallite reveals “dark lines” structures observable along the different micro-orphological 

elements of the skeleton: the columella, the septa and the theca (Figure. 5.1-B).  These sites, which 

appear to be enriched in organic molecules, correspond to the “centers of calcification” (COCs)134, 

also termed “early mineralized zone” (EMZ)135 or “deposits of Centers of Rapid Accretion” 

(dCRA)136; are the initial sites of biomineralization137-139. Higher resolution micrographs  

 

Figure 5.1 Morphological skeletal features common to all stony corals. (A) A combination of 

multiple scanning electron microscopy (SEM) micrographs obtained on the surface of an intact 

skeletal branch in which numerous corallites are observable. (B and C) Transmitted PLM 

micrographs from a polished thin section of coral skeleton. The region in (B) is an individual 

corallite, in which the surface normal corresponds to the vertical axis of the former calyx. The 

“dark-lines” discernible in the image correspond to COCs; while the region in (C) is a trabecula 

composed of skeletal fibers that radiate from the COC. (D) EBSD inverse pole figure orientation 

map of a trabecula from a polished thin section of coral skeleton. 
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using polarized light microscopy (PLM) and electron backscatter diffraction (EBSD) give direct 

evidence that acicular aragonite  crystals are  oriented  outward from  the  COCs  with 

homogeneous crystallographic orientations (Figures. 5.1; C & D). The latter form densely-packed, 

ordered structures called skeletal fibers, that are the building blocks of the skeleton. These 

images suggest that the skeletal fibers arise from the organic-matter-rich environments that 

constitute the COCs, implying that SOM is critical for initiating the deposition of the mineral phase. 

5.3 Spatial distribution of the SOM and orientation of the skeletal fibers 

To confirm that biomineralization is initiated in the COCs and involves the SOM, we first 

applied confocal Raman microscopy (CRM). This technique combines imaging and spectroscopic 

capabilities, and can provide crucial information for determining the spatial distribution of the 

SOM and the orientation of the skeletal fibers116, 140-141. The orientation of the skeletal fibers was 

visualized with the help of two characteristic Raman bands of aragonite (Figures. 5.2; A1, A2 & 

B1, B2); while the spatial distribution of the SOM was mapped based on the fluorescence signal 

(Figures. 5.2; A3 & B3). These Raman maps were generated so that the brightest areas observable 

in the images coincide with the highest intensity of the considered band or signal. Two trabeculae 

are clearly observable, in which skeletal fibers radiate from relatively small areas displaying 

high fluorescence intensity that correspond to COCs. These correlative observations illustrate 

that, in this organism, the COCs have an elongated shape in the longitudinal axis and a round 

shape in the transverse axis. The concentric organic-rich layers around the COCs, which are barely 

visible in Figures. 5.2 (A3 & B3) (thickness, ≃ 1 µm), are part of the incremental growth lines of 

the mineral phase within the skeletal fibers104, 135.  
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Figure. 5 . 2 Structural and chemical characterization of the centers of calcification. (A and B) 

CRM maps obtained from two polished cross sections of coral skeleton. These images show a 

representative section in the longitudinal plane (A), and the transverse plane (B) along a skeletal 

branch (i.e. perpendicular and parallel to the vertical axes of the calices, respectively). Three 

different  Raman  maps  were  generated,  based  on  the  relative  intensity distribution  of: two 

characteristic Raman bands of aragonite, i.e. the (ν1) symmetric stretching mode of the CO3
2- at 1087 

cm-1 (1) and the translational lattice mode at 152 cm-1 (2); the background signal in the range 

2400-2700 cm-1, related to the intrinsic fluorescence caused by the presence of organic 

compounds across the skeleton (3). (C and D) 50 µm long Raman spectroscopy profiles recorded 

across the trabeculae exposed in (A) and (B), respectively (dashed black lines). These profiles 

consist of 50 single Raman spectra recorded every 1 µm. The orange curves were obtained by 

integrating the signal of the sp3 CHx stretching modes, while the blue curves were obtained by 

fitting the FWHM of the band ascribed to the (ν1) symmetric stretching mode of the CO-2  
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5.4 Chemical heterogeneity in the mineral phase 

To further elucidate the spatial distribution of the SOM and its relation with the mineral 

phase, Raman spectroscopy profiles were recorded across the two trabeculae exposed by CRM 

(Figures. 5 . 2; C & D). In contrast with the time-consuming Raman maps that are composed 

of approximately 200,000 spectra each, the Raman profiles here were recorded with a long 

integration time (i.e. 40 sec vs 0.5 sec). These two profiles were recorded twice for both detecting 

the signal from the SOM and structurally characterizing the mineral phase. The presence of organic 

material across the skeleton was unambiguously revealed; there is a characteristic signal of the 

sp3 CHx stretching modes in the region of 2850-3000 cm-1. This signal, integrated for each of the 

50 single Raman spectra (oranges curves), clearly demonstrates that the SOM is concentrated in 

the COCs. A broadening of the aragonite band at 1087 cm-1, ascribed to the (ν1) symmetric 

stretching mode of the CO3
2- units, was found in the COCs compared to in the adjacent skeletal 

fibers. This band was fitted in each of the 50 single Raman spectra to extract the full width at half 

maximum (FWHM), and that parameter was traced across the COCs (blue curves). This analysis 

clearly indicates that there is a progressive broadening from the skeletal fibers to the middle of the 

COCs in which the FWHM deviation reaches up to approximately 10 %. This broadening is 

diagnostic of chemical heterogeneity in the mineral phase, and suggests the presence of 

“immature” aragonite particles which are spatially closely related to the SOM in the COCs. 
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Figure. 5 . 3 Ultra-high-resolution three-dimensional images of organic material in a COC. (A, 

B, C, D and E) HIM micrographs obtained from the broken, but not polished, surface of a skeletal 

branch. The region in (A) is a trabecula composed of skeletal fibers that radiate (red arrows) from 

the COC. An organic fiber is observable in the COC exposed in (A). (B to E) are successive 

magnifications that progressively reveal the features of the organic fiber surface. The skeletal 

branch used here was transversely sectioned (i.e. parallel to the vertical axes of the calices), and then 

etched in a dilute aqueous solution of acetic acid upon weak agitation for 15 minutes 

 

5.5 Relation between the initial mineral deposits and the SOM in the COCs 

To further explore the role of the SOM in the COCs, we applied HIM which provides ultra-

high three-dimensional resolution (Figure. 5.3). A COC is clearly identified given the direction of 

the radiating skeletal fibers (Figure. 5.3-A). In this image, the remaining organic material is 

observable in the form of a ≃ 3 µm thick fiber that is extended perpendicular to the plane in which 

the aragonite crystals grow. Four successive magnifications micrographs clearly reveal the 

presence of nano-sized particles intercolated in the organic fiber surface (Figures. 5.3; B, C, D & 

E); while the crystals associated with the skeletal fibers observable here are micro-sized acicular 

aragonite crystals with a length that reaches up to several micrometers. These observations 

thereby suggest that the SOM concentrated in the COCs forms a solid organic substrate upon 

which the solid mineral phase is nucleated. 

 

5.6 Detection of carbonates at the mineral-organic interface 

We hypothesized that such heterogeneous nucleation event gives rise to atomic-scale 

spatial proximity between specific bio-organic molecules and the mineral phase exposed to the 

mineral- organic interface. To test this hypothesis, we applied solid-state NMR spectroscopy, 

which is one of the best suited techniques for elucidating the mineral-organic interface in hybrid 

materials142. One approach to spectroscopically examine this type of structures is based on the 
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1H 13C cross polarization (CP) experiment143-148. This experiment consists of a CP magnetization 

transfer from 1H nuclei to nearby 13C nuclei. The latter leads to the detection of carbon species 

localized in hydrogen-rich chemical environments; namely the organic matrix and the inorganic 

carbonates exposed to the mineral-organic interface (i.e. the interfacial carbonates). In parallel, 

the inorganic carbonates constituting the internal structure of the mineral particles (i.e. the bulk 

of the carbonates) can be selectively exposed using a single pulse 13C NMR experiment. The latter 

leads to the detection of all the 13C spins present in the skeleton, and thus gives rise to a 13C  

quantitative spectrum as soon as the relaxation delay (d1) used is long enough to allow the 

signals to relax fully. We applied this approach to an intact and living coral branch with its polyps 

that was totally hydrated during the analysis, as well as from a skeletal branch that was dried and 

powdered. 

The quantitative spectra of the bulk of the carbonates display a single resonance; the 

latter is symmetric and centered at δ(13C) = 171.0 ppm which is characteristic of crystalline 

aragonitic environments149. In contrast, the interfacial carbonates spectra display a much broader 

resonance which is dissymmetric, and whose maximum intensity is slightly lower (i.e. δ(13C) = 

170.7 ppm). The broadening strongly implies that the interfacial carbonates form highly 

disordered environments. They could potentially take the form of a few nanometers thick 

amorphous surface layer146, 150 that surrounds the aragonite crystals. This is the first evidence of 

the presence of such disordered environments in coral aragonite, and the extremely rigorous 

experiments conducted here on a living coral demonstrate that they do not originate from 

an artifactual precipitation caused by the drying process. 

To further understand the nature of these disordered environments, we prepared two 

different, protein-free, synthetic aragonite samples in vitro following the protocol described by 
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Wang et al.151. One was precipitated from CaCl2.2H2O + 13C -urea (called aragonite-1); while the 

second was precipitated from sea water + 13C-urea (called aragonite-2). X-ray diffraction (XRD) 

observations clearly show that aragonite is the only crystalline phase. We also applied 13C-based 

NMR experiments, and the important width of the resonances in the cross-polarized spectra 

compared to the resonances in the quantitative spectra clearly demonstrates the presence of 

analogous highly-disordered environments in these protein-free synthetic aragonites. These 

observations confirm that the disordered environments detected in coral skeleton are 

inorganic carbonates. 

 

5.7 Investigation into the mineral-organic interface 

These disordered carbonates were used as a starting point for further investigating into 

the interfacial regions to probe the presence of neighboring bio-organic molecules. To do this, 

we employed  the  two-dimensional  (2D)  1H 13C NMR  Heteronuclear  Correlation  (HetCor) 

experiment (Figure. 5.4). The latter is a 2D version of the 1H 13C CP experiment, and reveals both 

the 1H and 13C chemical environments of hydrogen-bearing species. This approach can reveal 

the spatial proximities among the various hydrogen and carbon species in the SOM and in 

the interfacial regions. These spatial proximities are detected in the form of correlation peaks in 

the 2D 1H 13C NMR HetCor spectra, in which the carbon environments (displayed along the 

horizontal dimension, F2 dimension) are correlated with their respective hydrogen environments 

(displayed along the vertical dimension, F1 dimension). Three 2D 1H 13C NMR HetCor 

experiments were recorded using three different CP times: tcp = 1, 4 and 8 ms. The normalized 

one-dimensional (1D) 1H and 13C projections of the F1 and F2 dimensions, respectively, are shown 

in Figures. 5.4 (A & B). Evidence of skeletal proteins  
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Figure 5.4 Spatial correlations between proton and carbon species in coral skeleton. (A and B) 

Normalized 1D 1H and 13C projections of the F1 and F2 dimensions, respectively, extracted from 

the 2D ??1H&&13C NMR HetCor spectra displayed in (C1, D1 and E1). The latter were recorded with 

three different CP times, tcp = 1 ms (C1), tcp = 4 ms (D1) and tcp = 8ms (E1). (C2, D2 and E2) 

Enlargements of the interfacial carbonates regions observable at 170.70 ppm in the 13C dimension 

(red dashed lines) extracted from (C1), (D1) and (E1), respectively. These solid-state NMR 

experiments were recorded from an entire skeletal branch that was powdered prior to be inserted 

into the rotor 



74 
 

 
 

and sugars is observable in the form of: (i) various 13C resonances of the proteins’ side chains in 

the aliphatic carbon region (in the range of δ(13C) = 10-65 ppm) and in the aromatic carbon region 

(δ(13C) = 130 ppm); (ii) an intense 13C resonance from amide, carbonyl and carboxylate groups 

which belong to proteins in the range of δ(13C) = 172-180 ppm (see the black asterisk); as well as 

(iii) a broad 13C resonance centered at δ(13C) = 73 ppm from sugar ring carbons. 

The method employed here is a powerful spectral editing tool for enhancing (short CP 

time, i.e. tcp  = 1 ms) or suppressing (long CP time, i.e. tcp  = 8 ms) the signal from the SOM. 

The corresponding 1D 1H projections (Figure. 5.4-B) display the signals of the hydrogen species 

whose 1H spins have transferred their magnetization to neighboring 13C spins during the CP 

magnetization transfer. These projections can thus be used to evaluate the nature of the hydrogen 

species bound to the SOM, i.e. aliphatic hydrogens and water molecules detected at δ(1H) = 1.2 

ppm and δ(1H) = 5.2 ppm, respectively (observed at tcp = 1 ms); as well as the hydrogen species 

present in the interfacial regions, i.e. water molecules and hydrogen-carbonate ions detected at 

δ(1H) = 5.2 ppm and δ(1H) = 14.2 ppm, respectively (observed at tcp  = 8 ms). These indirect 

observations were confirmed with the help of the different 2D 1H 13C NMR HetCor spectra (Figures. 

5.4; C1, D1 & E1), from which the interfacial regions have been enlarged (Figures. 5.4; C2, D2 & E2). 

As evidenced above, the hydrogen and carbon environments of the interfacial regions are 

individually exposed with a long CP time, tcp = 8 ms (Figure. 5.4-E2). The presence of two 

correlation peaks both observable at 170.70 ppm in the 13C  dimension demonstrates the 

presence of at least two different inorganic carbonate species, attributed to CO3
- ions near H2O 

(observable at δ( H) = 5.2 ppm) and HCO3 ions (observable at δ(1H) = 14.2 ppm) according to their 

chemical shifts in the 1H dimension. The 2D 1H 13C NMR HetCor experiment was also applied to 

the two protein-free synthetic aragonites. A 1H signal centered around 1.2 ppm is also detected in 

the highly-disordered environments of both aragonite-1 and aragonite-2. The latter cannot be 
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attributed here to aliphatic hydrogens given the absence of proteins, but might rather be due to 

the presence of hydroxyl ions152. Moreover, hydrogen-carbonate ions in disordered 

environments are also evidenced in the synthetic aragonite sample precipitated from sea water, 

aragonite-2. These results, respectively, confirm and suggest the presence of HCO3
- and OH- ions 

within the mineral phase associated with the interfacial regions of coral skeleton. 

These HCO-3 ions were used as a starting point for probing the presence of neighboring 

bioorganic molecules. Whereas the rare, comparable studies in the literature present only two 

extreme CP times to selectively expose the organic material or the interfacial carbonates in 

nacre143, 145, an intermediate CP time (i.e. tcp = 4 ms) is presented here. This CP time enables to 

simultaneously expose both the various 13C signals from the SOM and the 1H  signal from the HCO3
- 

ions. The F2-slice taken at the hydrogen-carbonate ions position at δ(1H) = 14.2 ppm in F1 

is sufficiently spectrally separated from the water molecules position (i.e. δ(1H) = 5.2 ppm), 

and therefore reveals the 13C chemical environments in the interfacial regions. This F2-slice 

exhibits the expected 13C resonance of the interfacial carbonates (at δ(13C) = 170.70 ppm), as 

well as the 13C resonance from the amide, carbonyl and carboxylate groups which belong to 

proteins (in the range of δ(13C) = 172-180 ppm). These results suggest a close spatial proximity 

between some proteins and the mineral phase in coral skeleton, and are consistent with the 

precipitation of aragonite by coral acid-rich proteins111. Given the nature of the interactions 

involved in the CP magnetization transfer (i.e. heteronuclear 1H - 13C dipolar couplings), these 

proteins might be strongly bound to, and/or may even be trapped within the highly-disordered 

calcium carbonate environments in the interfacial regions. These features are totally consistent 

with a heterogeneous nucleation of the solid mineral phase driven by the skeletal proteins. 
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5.8 Precipitation pathway of coral aragonite 

Given their undetermined age when observed in COCs from a broken surface, we 

explored the nature of the initial mineral deposits at the surface of the coral skeleton. In this 

direction, HIM observations were obtained from an intact corallite, on both the top of a growing 

columella and on the edge of a growing septum (Figure. 5.5). The highest magnification 

micrographs clearly demonstrate the presence of spherical nano-sized particles with a diameter 

of about 40-50 nm. Further, confocal Raman spectroscopy was applied, in which the laser was 

directed to the top of a growing columella from an intact skeletal branch. The band at 1087 cm-1, 

ascribed to the (ν1) symmetric stretching mode of the CO2
3- units, is broader and is shifted 

towards lower wavenumbers than for well crystallized aragonite (obtained from the skeletal 

fibers exposed by CRM, see the white arrow in Figure. 5.2; A1). These features are typical of the 

presence of amorphous material, and were observed for the stable biogenic amorphous calcium 

carbonate (ACC) in sternal deposits of the crustacea Porcellio scaber153. Solid-state NMR 

spectroscopy was also applied, in which the surface of a skeletal branch was first mechanically 

collected, and then this surface fraction and the underlying fraction of the skeletal branch (called 

here, the “core” fraction) were analyzed separately. Single pulse 13C NMR spectra were recorded 

under quantitative conditions (i.e. d1 = 5000 sec). The 13C resonance from the surface fraction 

(FWHM = 1.45 ppm) is wider than the 13C resonance from the core fraction (FWHM = 1.29 ppm). 
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Figure 5.5 Observations of the initial mineral deposits in coral skeleton. HIM micrographs obtained 

on the surface of an intact skeletal branch. The region in (A) is a corallite, in which a growing 

columella and six growing septa are observable. (B1 to B3) and (C1 to C3) are successive 

magnifications that progressively reveal the morphology and size of the mineral particles at the 

top of the growing columella and on the edge of one of the growing septa, respectively. 
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This increase of the 13C chemical shift distribution in the surface region is consistent with the 

presence of a small fraction of amorphous material. These interrelated investigations clearly 

demonstrate that ACC is a precursor phase for coral aragonite. Regarding the presence of 

“immature” aragonite particles in COCs revealed by Raman spectroscopy from cross-sections, it 

is now reasonable to assume that they correspond to ACC particles which are not fully converted 

into aragonite. 

 

5.9 Transformation from ACC to aragonite 

The transformation from ACC to aragonite was explored by analyzing COC regions by 

HIM (Figure 5.6). A COC and the adjoining skeletal fibers are clearly visible in Figure 5.6-A, in 

which the concentric layers (thickness, ≃ 7 µm, (Figure 5.7) correspond to the incremental 

growth lines of the mineral phase previously exposed by CRM. A higher resolution micrograph 

displays the orientations of the acicular aragonite crystals extended radially over 360° outward 

from the COC (Figure 5.5-B). In addition, very low angular distances between adjacent aragonite 

crystals, and a continuity between the successive layers (Figure 1-D), strongly suggest that the 

coral skeleton accretion operates via a spherulitic growth mechanism. Three successive images 

of increasing magnification, both in the COC (Figures 5.5; C1 to C3) and in the adjoining skeletal 

fibers (Figures 5.5; D1 to D3), make visible the chemical heterogeneity in the mineral phase 

previously highlighted by Raman spectroscopy. The COCs are filled up of randomly arranged, 

densely packed, spherical nano-sized particles with a diameter of about 40-50 nm (i.e. initially ACC 

nanoparticles); whereas the  adjoining  skeletal  fibers  are  composed  of  micro-sized  acicular  

aragonite  crystals  with homogeneous crystallographic orientations (Figures. 5.1-D &5.7). 
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Further, the highest magnification micrograph reveals that the surface of the aragonite crystals is 

not smooth and exhibits the presence of spherical nanoparticles; and the latter have similar size  

 

 

Figure 5.6 Ultra-high-resolution three-dimensional images of the trabecula units. (A, B, C1, C2, C3, 

D1, D2 and D3) HIM micrographs obtained from the broken, but not polished, surface of a skeletal 

branch. The region in (A) is a trabecula composed of skeletal fibers that radiate from the COC; 

while the region in (B) is a higher magnification of the COC observable in (A). (C1, C2 and C3) are 

successive magnifications of the mineral particles present in the COC observable in (A); while (D1, 

D2 and D3) are successive magnifications of the acicular aragonite crystals present in the skeletal 

fibers exposed in (A). These observations were made on the surface of a skeletal branch that was 

slightly etched in an aqueous solution of formic acid 1 % for 10 seconds. 



80 
 

 
 

 

with the nanoparticles observed in the COC. The edge of a COC, where the adjoining skeletal 

fibers start to form was closely examined (Figure. 5.8). This section reveals a clear spatio-temporal 

evolution of the mineral structure, showing initially deposited, ACC nanoparticles in the COC (top), 

nascent aragonite crystals in the middle, and more “mature”, acicular aragonite crystals on 

the bottom. Further, transmission electron microscopy (TEM) images confirm that the aragonite 

crystals have an irregular surface, and the selected area electron diffraction (SAED) patterns 

clearly show that they are polycrystalline (Figure 5.10). All these information indicate that ACC 

nanoparticles are initially deposited in the COCs; they further aggregate and serve as building 

blocks for constructing aragonite crystal structures. These observations provide clear evidence 

that coral aragonite crystals grow by aggregation of amorphous nanoparticles.  

 

5.10 Chemical composition of the initial mineral deposits 

Cathodoluminescence  microscopy  (CLM),  backscattered  electron  (BSE)  imaging  

and wavelength  dispersive  X-ray  spectroscopy  (WDS)  mapping  were  coupled  in  an  

electron microprobe (Figire 5.8). CLM reveals the localization of the COCs, and enables 

WDS maps to show variations in the chemical composition across the trabeculae (COC vs. 

skeletal fibers). The dashed-line rectangles illustrate the region formerly investigated by CRM in 

which an elongated COC was clearly evidenced in the upper-left side (Figure. 5.2-A). The elongated 

white regions of the CLM image thus  correspond  to  COCs  (Figure. 5.9-A);  and  the  latter  coincide  

with  magnesium-rich  regions according to the WDS map (Figure. 5 . 9 -B). Further, a HIM 

micrograph confirms the presence of spherical nanoparticles in a COC exposed both by CLM and 
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CRM (Figure. 5.9-C). These observations and measurements indicate that the initial mineral 

deposits consist of magnesium-rich ACC (Mg-ACC) nanoparticles. This confirms former 

observations in corals154-155 and supports the hypothesis that Mg stabilizes ACC156-157. 

 

 

Figure 5.7 Observation of an incremental growth line of the mineral phase. HIM micrograph of 

highly ordered, acicular aragonite crystals that form skeletal fibers. These observations were made 

on the surface of a skeletal branch that was slightly etched in an aqueous solution of formic acid 1 

% for 10 seconds. 
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Figure 5.8 Ultra-high-resolution three-dimensional images of the crystal growth process. HIM 

micrograph from a restricted area of a trabecula composed of skeletal fibers (bottom region) that 

arise from the COC (top region). These observations were obtained from the broken, but not 

polished, surface of a skeletal branch. The latter was transversely sectioned (i.e. parallel to the 

vertical axes of the calices), and then slightly etched in an aqueous solution of formic acid 1 % for 

10 seconds 
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Figure 5.9 Variations in the chemical composition across the trabeculae. (A) Microphotograph of a 

coral skeleton region under CLM (blue, wavelength = 371-445 nm). (B) BGR (Blue-Green-Red) 

composite maps obtained from the same region imaged in (A). Blue = BSE image; Green = 

Calcium Kα X-ray map; Red = Mg Kα X-ray maps. (C) HIM micrograph from a COC exposed in (A) 

and (B), see the black arrows. The dashed-line rectangles in (A) and (B) illustrate the region formerly 

investigated by CRM (see Fig. A1, A2 & A3). These observations and measurements were 

obtained from a polished cross section of coral skeleton. The latter was prepared from a 

skeletal branch that was longitudinally sectioned (i.e. perpendicular to the vertical axes of the 

calices). 

 

 

Figure 5.10 High-resolution observations of a coral aragonite crystal. Bright field TEM micrographs 

and corresponding SAED patterns of a coral aragonite crystal. 
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5.11 Conclusions 

Our results provide the basic steps in the crystallization pathway of aragonite in a stony 

coral (Figure. 5.11). The process is initiated at the centers of calcification by the secretion of an 

organic matrix by the animal, leading to the formation of magnesium-rich amorphous calcium 

carbonate (Mg-ACC) nanoparticles. Our results strongly suggest that proteins are bound to, and/or 

trapped within the highly-disordered calcium carbonate environments in the interfacial regions. 

Our solid-state nuclear magnetic resonance data further suggest that the nucleation process 

is almost certainly catalyzed by coral acid rich proteins120, which are present in the centers of 

calcification158, and can precipitate aragonite directly from sea water111. As more and more Mg-

ACC particles are formed, they migrate from the center of calcification, lose Mg, and grow to 

become acicular aragonite crystals by aggregation of amorphous nanoparticles. These acicular 

crystals are highly ordered and aligned perpendicular to the axis of the center of calcification. 

Our observations strongly suggest the presence of a solid organic substrate, in the form of 

fibers, upon which a heterogeneous nucleation of the solid mineral phase occurs. In the working 

model presented in Figure. 5.11, we therefore considered an extracellular precipitation of the 

mineral phase. We hypothesize that the other option, an intracellular precipitation of the mineral 

phase159-160, would release the mineral and its associated skeletal organic material uniformly across 

the skeleton. This scenario is inconsistent with the “two-step model”104 and the “layered 

model”136 of skeletal growth in which “the entire septal skeleton is composed of superimposed 

layers of mineral and organic-enriched phases”136. We propose that the organic-enriched 

phases, reported as “concentric organic-rich layers around the centers of calcification” in the 

present study, are traces of the organic substrate upon which the Mg-ACC particles have initially 

nucleated that are drained into the incremental growth lines within the skeletal fibers during 

skeletogenesis. 
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Figure 5.11 A working model, based on our experimental results, for biomineralization in stony 

corals. (1) Secretion of the SOM by the animal cells at the calcification site beneath the aboral 

tissue of the polyps, i.e. at the calcifying interface between the calicoblastic ectodermal cells and 

the skeleton. (2) Precipitation of Mg-ACC nanoparticles mediated by the SOM. (1) and (2) steps 

might happen simultaneously. (3) Growth of acicular aragonite crystals by aggregation of 

amorphous nanoparticles. (4) Formation of the skeletal fibers via the “layered model” (40) of 

skeletal growth. 

Finally, our results strongly suggest that the ability of corals to calcify is biologically 

controlled and relatively robust. As such, the biological reaction is far from thermodynamic 

equilibrium and the hence biomineralization in stony corals is not simply related to the equilibrium 

saturation state of carbonate ions, nor is it simply related to bulk pH of seawater161. This 

conclusion is further supported by the fossil record of scleractinian corals. These organisms 

survived the Paleocene-Eocene thermal maximum, which was associated with a very large increase 

in atmospheric CO2
162. Indeed, scleractinian corals radiated in the Eocene163. While corals 

undoubtedly will be endangered in coming decades and centuries by thermal stress and 

eutrophication161, 164, the results presented here and elsewhere111 suggest that their ability to 

form aragonite structures will largely be uncompromised.   
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