Tree codes for vortex dynamics: Application of a programming framework
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Abstract

This paper describes the implementation of a fast \(N\)-body algorithm for the study of multi-filament vortex simulations. The simulations involve distributions that are irregular and time-varying. We adapt our programming framework which was earlier used to develop high-performance implementations of the Barnes-Hut and Greengard-Rokhlin algorithms for gravitational fields. We describe how the additional subtleties involved in vortex filament simulations are accommodated efficiently within the framework.

We describe the ongoing experimental studies and report preliminary results with simulations of one million particles on the 128-node Connection Machine CM-5. The implementation sustains a rate of almost 30% of the peak machine rate. These simulations are more than an order of magnitude larger in size than previously studied using direct methods. We expect that the use of the fast algorithm will allow us to study the generation of small scales with adequate resolution, and make it possible to realistically simulate the flows around bodies of complex shapes encountered in engineering applications. The advantages of the fast particle vortex methods will be especially important in the high Reynolds number regime, which cannot be studied with the current grid based methods (finite difference, finite volume, and spectral) because of the resolution limitations imposed by current computers.

Computing the field at a point involves summing the contributions from each of the \(N - 1\) particles. The direct method evaluates all pairs of two-body interactions. While this method is conceptually simple, vectorizes well, and is the algorithm of choice for many applications, its \(O(N^2)\) arithmetic complexity rules it out for large-scale simulations involving millions of particles iterated over many time steps. For vortex simulations the largest number of particles reported is around fifty thousand [3, 21, 36].

Larger simulations require faster methods involving fewer interactions to evaluate the field at any point. In the last decade a number of approximation algorithms have emerged. These algorithms exploit the observation that the effect of a cluster of particles at a distant point can be approximated by a small number of initial terms of an appropriate power series. This leads to an obvious divide-and-conquer algorithm in which the particles are organized in a hierarchy of clusters which allows the approximation to be applied efficiently. Barnes and Hut [5] applied this idea to gravitational simulations. More sophisticated schemes were developed by Greengard and Rokhlin [15] and subsequently refined by Zhao [37], Anderson [2]. Better data structures have recently been developed by Callahan and Kosaraju [9].

Several parallel implementations of the algorithms
mentioned above have been developed. Salmon [27] implemented the Barnes-Hut algorithm on the NCUBE and Intel IPSC, Warren and Salmon [34] reported experiments on the 512-node Intel Touchstone Delta, and later developed hashed implementations of a global tree structure which they report in [35, 18]. They have used their codes for astrophysical simulations and also for vortex dynamics. This paper builds on our CM-5 implementation [25] of the Barnes-Hut algorithm for astrophysical simulations and contrasts our approach and conclusions with the aforementioned efforts.

This abstract is organized as follows. Section 2 describes the application problem in some detail, and outlines the Barnes-Hut fast summation algorithm. Section 3 describes how we use our framework for building implicit global trees in distributed memory as well as methods for accessing and modifying these structures efficiently. Section 4 describes experimental results on the Connection Machine CM-5.

2 Vortex methods in fluid dynamics

Many flows can be simulated by computing the evolution in time of vorticity using the Biot-Savart law. Biot-Savart models offer the advantage that the calculation effort concentrates in the small regions of the fluid that contain the vorticity, which are usually small compared to the domain that contains the flow [23]. This not only reduces considerably the computational expense, but allows better resolution for high Reynolds number flows. Biot-Savart models also allow us to perform effectively inviscid computations with no accumulation of numerical diffusion [3, 22, 23].

Vortex methods are also appropriate for studying the many complex flows that present coherent structures. These coherent structures frequently are closely interacting tube-like vortices. Some of the flows of practical interest that present interacting tube-like vortex structures are wing tip vortices [10, 19], a variety of 3D jet flows of different shapes [16, 17] and turbulent flows [11]. A generic type of interaction between vortex tubes is collapse and reconnection, which is the close approach of vortex tubes that results in large vorticity and strain-rate amplification [20]. Collapse and reconnection is an example of small scale formation in high Reynolds number flows. Small scale generation is very important for the energy transfer and dissipation processes in turbulent flows [26].

The study of small scales formation in high Reynolds number flows tends to require substantial amount of computational resources. In multi-filament models, the $O(N^2)$ nature of the computational expense of the Biot-Savart direct method (where $N$ is the number of grid points) severely limits the vortex collapse simulations, leaving the most interesting cases of collapse beyond the cases that have been examined to date [12, 13].

Recent multi-filament simulations have raised doubts about the convergence of the results [1, 3]. Figure 1 presents a convergence study of the velocity $U$ induced on itself by a circular vortex ring with thickness $\delta_C = 0.07595$ and radius $a = 1$. The resolution is represented (along the horizontal axis) by the nondimensional grid size $q_a = 2\delta/h_a$, where $\delta$ is the smoothing parameter in the simulation and $h_a$ is the minimum distance between grid points. Two types of discretization schemes are employed. One underpredicts and the other overpredicts the velocity $U$. We observe in Figure 1 that, in order for convergence, it is necessary to have both a sufficiently high number of grid points $N$ and a sufficiently small value of the smoothing parameter $\delta$, in agreement with the convergence theorems [6, 14]. The small values of $\delta$ necessary for convergence make it necessary to employ millions of particles for these particular values of the ratio $\delta_C/\delta$.

2.1 The Biot-Savart model

The version of the vortex method we use was developed by Knio and Ghoniem [21]. The vorticity of a vortex tube is represented by a bundle of vortex filaments $\mathbf{\chi}_i(\sigma, t^*)$, each of them with circulation $\Gamma_i$. The
$N_f$ filaments forming the bundle are advected according to the velocity field

$$ u(x) = -\sum_{i=1}^{N_f} \frac{\Gamma_i}{4\pi} \int_C \frac{(x-x_i) \times d\chi_i}{|x-x_i|^3} \cdot g(|x-x_i|), $$

where $g(\rho) = 1 - \exp(-\rho^3/\delta^3)$.

### 2.2 Discretization

Each filament of the vortex ring is discretized by $n_0$ grid points or vortex elements. Once this is done, the order of the summations in Equation (1) is unimportant, i.e. (1) is solved numerically at $N$ discrete points or vortex elements $\chi_p$ by using the approximation

$$ u(x) = -\frac{1}{4\pi} \sum_{p=1}^{N} \frac{(x-x_p) \times \Delta\chi_p \cdot \Gamma_p}{|x-x_p|^3} \cdot g(|x-x_p|), $$

where the filament ordering has to be considered in the computation of the central difference $\Delta\chi_p$

$$ \Delta\chi_p = \frac{1}{2} (\chi_{p+1} - \chi_{p-1}). $$

This is a characteristic of the filament approach in 3D vortex methods. In contrast with the “vortex arrow” approach [18, 23], updating the “strength” of the vortex elements in the filament method does not require the evaluation of the velocity gradient, which involves the computation of another integral over all of the particles. Also, filaments with form of closed curves, satisfy the divergence free condition of the vorticity field. This is not always the case at all times in the vortex arrow approach.

The velocity field in eq. (2) can be computed more efficiently by using the multipole expansion

$$ u(x) = -\sum_{m=0}^{\infty} \sum_{j+k \leq n} M(j, k, n-j-k) 
\times D(j, k, n-j-k) \nabla\psi(x-\chi_0) 
+ \nabla \times \Phi_m, $$

where

$$ M(j, k, n-j-k) = 
\sum_{p=1}^{N} \alpha_p (\chi_p - \chi_0)^{j_1} (\chi_p - \chi_0)^{j_2} (\chi_p - \chi_0)^{n-j-k}, $$

and

$$ D(j, k, n-j-k) = \frac{(-1)^n}{(n-j-k)!} j_! k! \partial_1^{j_1} \partial_2^{j_2} \partial_3^{n-j-k}. $$

The strength of the particles is $\alpha_p = \Gamma_p \Delta\chi_p$ and

$$ \psi(\rho) = \int_{0}^{\rho} g(s) \, ds/s^2 + \psi(0). $$

The term $\nabla \times \Phi_m$ is the truncation error that results from using a finite number of terms in the multipole expansion (4).

### 2.3 Initial Conditions

The multi-filament ring is constructed around the center line

$$ (\chi_1, \chi_2, \chi_3) = (a \cos \phi, b \sin \phi, c \sin 2\phi), $$

where $0 \leq \phi \leq 2\pi$. The grid points are located at equally spaced intervals $\Delta\phi$ or at variable intervals, with the smaller intervals on the collapse region. We call this geometry the “Lissajous-elliptic” ring because of its projections on two orthogonal planes (for $c > 0$).

The thickness of the multi-filament ring is $\delta_c$. The circulation distribution $\Gamma_c$, and the initial filament core radius $\delta_i$ also need to be specified. Besides the fact that its parameter space contains cases of very rapid collapse, the low number of parameters of this configuration allows a complete parameter study at less computational expense. The case $a = b = 1$, $c = 0$ corresponds to the circular ring we use for the static studies (Figure 1). Low aspect ratio elliptic rings correspond to rings with periodic behavior that can be used for dynamic and long time behavior testing of the algorithm. After thorough testing is carried out, production simulations of collapsing vortex configurations with $c > 0$ will be performed.

In order to evaluate the quality of the simulations we have also implemented different types of diagnostics. These include the motion invariants (linear and angular impulse and energy). For low aspect ratio elliptic rings we measure the period of oscillation and the deviation of the initial planar shape of the ring at each period. Other types of diagnostics have been implemented to obtain physical insight into the collapse problem. These include measurements of vorticity, strain-rate and vortex stretching. The efficient evaluation of these diagnostics requires the use of the fast summation algorithm employed in the simulation itself.

### 2.4 Fast summation method

To reduce the complexity of computing the sums in Equation 2, we use the Barnes-Hut algorithm. To organize a hierarchy of clusters, we first compute an oct-tree partition of the three-dimensional box (region of space) enclosing the set of bodies. The partition is computed recursively by dividing the original box into
eight octants of equal volume until each undivided box contains exactly one body. Alternative tree decompositions have been suggested \cite{4, 9}; the Barnes-Hut algorithm applies to these as well.

Each internal node of the oct-tree represents a cluster. Once the oct-tree has been built, the moments of the internal nodes are computed in one phase up the tree, starting at the leaves. The next step is to compute induced velocities; each particle traverses the tree in depth-first manner starting at the root. For any internal node, if the distance $D$ from the corresponding box to the particle exceeds the quantity $R/\theta$, where $R$ is the side-length of the box and $\theta$ is an accuracy parameter, then the effect of the subtree on the particle is approximated by a two-body interaction between the particle and a point vortex located at the geometric center of the tree node. The tree traversal continues, but the subtree is bypassed.

Once the induced velocities of all the bodies are known, the new positions and vortex element strengths are computed. The entire process, starting with the construction of the oct-tree, is repeated for the desired number of time steps.

For convenience we refer to the set of nodes which contribute to the acceleration on a particle as the essential nodes for the particle. Each particle has a distinct set of essential nodes which changes with time.

One remark concerning distance measurements is in order. There are several ways to measure the distance between a particle and a box. Salmon \cite{27} discusses various alternatives in some detail. For consistency, we measure distances from bodies to the perimeter of a box in the $L_{\infty}$ metric. In our experiments we vary $\theta$ to test the accuracy of the code compared to solutions computed using the direct method at specific points.

3 The framework and its application

While the physical models of $N$-body applications differ greatly, the computational structure is more-or-less application-independent. It is natural, therefore, to develop programming tools which reduce the time to develop high-performance application codes. This section describes our programming framework for hierarchical $N$-body algorithms; this framework has been used earlier for implementing the Barnes-Hut and Greengard-Rokhlin algorithms for gravitational fields. Warren and Salmon \cite{35} have developed a different framework; we contrast the two approaches in this section.

All tree codes resolve common issues of building, traversing, updating and load-balancing large trees in distributed memory. The tension between the communication overhead and computational throughput is of central concern to obtaining high performance. The challenges can be summarized as follows.

1. The oct-tree is irregularly structured and dynamic; as the tree evolves, a good mapping must change adaptively.

2. The data access patterns are irregular and dynamic; the set of essential tree nodes cannot be predicted without traversing the tree. The overhead of traversing a distributed tree to find the essential nodes can be prohibitive unless done carefully.

3. The number of floating point operations necessary to update the position can vary tremendously between bodies; the difference often ranges over an order of magnitude. Therefore, it is not sufficient to map equal numbers of bodies among processors; rather, the work must be equally distributed among processors. This is a tricky issue since mapping the nodes unevenly can create imbalances in the work required to build the oct-tree.

The techniques we use to guarantee efficiency include: (a) exploiting physical locality, (b) an implicit tree representation which requires only incremental updates when necessary, (c) sender-driven communication, (d) aggregation of computation and communication in bulk quantities, and (e) implementing the “all-to-some” communication abstraction.

3.1 Exploiting physical locality

We use orthogonal recursive bisection (ORB) to distribute bodies among processors. The space bounding all the bodies is is partitioned into as many boxes as there are processors, and all bodies within a box are assigned to one processor. At each recursive step, the separating hyperplane is oriented to lie along the smallest dimension; the intuition is that reducing the surface-to-volume ratio is likely to reduce the volume of data communicated in later stages. Each separator divides the workload within the region equally. When the number of processors is not a power of two, it is a trivial matter to adjust the division at each step accordingly.

The ORB decomposition can be represented by a binary tree, the ORB tree, a copy of which is stored in every processor. The ORB tree is used as a map which locates points in space to processors. Storing a copy at each processor is quite reasonable when the
number of processors is small relative to the number of particles.

We chose ORB decomposition for several reasons. It provides a simple way to decompose space among processors, and a way to quickly map points in space to processors. This latter property is essential for sender-directed communication of essential data, for relocating bodies which cross processor boundaries, for finding successor particles along a filament, and also for building the global BH-tree. Furthermore, ORB preserves data locality reasonably well\(^1\) and permits simple load-balancing. While it is expensive to recompute the ORB at each time step\(^2\), the cost of incremental load-balancing is negligible\(^3\).

The ORB decomposition is incrementally updated in parallel as follows. At the end of an iteration, each ORB tree node is assigned a weight equal to the total number of operations performed in updating the states of particles in each of the processors which is a descendant of the node. A node is overloaded if its weight exceeds the average weight of nodes at its level by a small, fixed percentage, say 5%. We identify nodes which are not overloaded but one of whose children is overloaded; call each such node an initiator. Only the processors within the corresponding subtree participate in balancing the load for the region of space associated with the initiator. The subtrees for different initiators are disjoint so that non-overlapping regions can be balanced in parallel. At each step of the load-balancing step it is necessary to move bodies from the overloaded child to the non-overloaded child. This involves computing a new separating hyperplane; we use a binary search combined with a tree traversal on the local BH-tree to determine the total weight within a parallelepiped.

3.2 Virtual global trees

Unlike the original implementation of Warren and Salmon\(^4\), we chose to construct a representation of a distributed global oct-tree. An important consideration for us was to investigate abstractions that allow the applications programmer to declare a global data structure, a tree for example, without having to worry about the details of distributed-memory implementation. For this reason we separated the construction of the tree from the details of later stages of the algorithm. The interested reader is referred to\(^5\) for further details concerning a library of abstractions for N-body algorithms.

\(^1\)Clustering techniques which exploit the geometrical properties of the distribution will preserve locality better, but might lose some of the other attractive properties of ORB.

\(^2\)Virtual global trees

Unlikethe original implementation of Warren and Salmon\(^4\), we chose to construct a representation of a distributed global oct-tree. An important consideration for us was to investigate abstractions that allow the applications programmer to declare a global data structure, a tree for example, without having to worry about the details of distributed-memory implementation. For this reason we separated the construction of the tree from the details of later stages of the algorithm. The interested reader is referred to\(^5\) for further details concerning a library of abstractions for N-body algorithms.

\(^3\)Virtual global trees

We assign each BH-tree node an owner as follows. Since each tree node represents a fixed region of space, the owner is chosen to be the processor whose domain contains a canonical point, say the center of the corresponding region. The data for a tree node, the multipole representation for example, is maintained by the owning processor. Since each processor contains the ORB-tree it is a simple calculation to figure out which processor owns a tree node.

The only complication is that the region corresponding to a node can be spanned by the domains of multiple processors. In this case each of the spanning processors computes its contribution to the node; the owner accepts all incoming data and combines the individual contributions. This can be done efficiently when the combination is a simple linear function, as is the case with all tree codes.

\(^4\)Virtual global trees

Construction. Each processor first builds a local oct-tree for the bodies which are within its domain. At the end of this stage, the local trees will not, in general, be structurally consistent. For example, Figure 2 shows a set of processor domains that span a node; the node contains four bodies, one per processor domain. Each local tree will contain the node as a leaf; but this is inconsistent with the global tree.

\(^5\)Virtual global trees

Figure 2: An internal node which appears as a leaf in each local tree.

The next step is to make the local trees be structurally consistent with the global oct-tree. This requires adjusting the levels of all nodes which are split by ORB lines. We omit the details of the level-adjustment procedure in this paper. A similar process was developed independently in\(^6\); an additional complication in our case is that we build the oct-tree until each leaf contains a number, \(L\), of bodies. Choosing \(L\) to be much larger than 1 reduces the size of the BH-tree, but makes level-adjustment somewhat tricky.

\(^6\)Virtual global trees

\(^7\)Virtual global trees
The level adjustment procedure also makes it easy to update the oct-tree incrementally. We can insert and delete bodies directly on the local trees because we do not explicitly maintain the global tree. After the insertion/deletion within the local trees, level adjustment restores coherence to the implicitly represented distributed tree structure.

### 3.3 Computing multipole moments

For gravitational simulations once level-adjustment is complete, each processor computes the centers-of-mass and multipole moments on its local tree. This phase requires no communication. Next, each processor sends its contribution to a node to the owner of the node. Once the transmitted data have been combined by the receiving processors, the construction of the global oct-tree is complete. This method of reducing a tree computation into one local step to compute partial values, followed by one communication step to combine partial values at shared nodes is widely useful.

For multi-filament vortex dynamics, computing the vortex element strengths requires an extra phase in the tree construction. The vortex element strength of a particle is defined as the displacement of its two neighbors along the filament (equation 3). Once the vortex element strengths are computed, we compute the multipole moments on the local trees. Finally, each processor sends its contribution to a node to the owner of the node so that individual contributions are combined into globally correct information.

Finding neighbors along a filament requires communication when the neighbors are owned by other processors. To efficiently determine which particles have missing neighbors and require communication, each processor needs to maintain a linear ordering of particles in the same filament within its domain. Once the linear ordering is computed, a processor can go through the list to compute the vortex element strength, and request information from missing neighbors.

The linear ordering must be maintained dynamically as particles move across processor boundaries, either because of their induced velocity or during workload remapping. We use a *splay search tree* [29] to store the indices of particles of the same filament. When particles enter/leave a processor domain, its filament number and index within the filament $(f, i)$ are sent to the new processor, so that $i$ can be inserted into the search tree for filament $f$ in the destination. We use a splay tree implementation because of its simplicity and self-adjusting property.

### 3.4 Sender-driven communication

Once the global oct-tree has been constructed it is possible to start calculating accelerations. For Barnes-Hut algorithm each processor can compute the acceleration for its particles by traversing the oct-tree, and requesting essential tree data from owners whenever it is not locally available.

This naive strategy of traversing the tree, and transmitting data-on-demand, has several drawbacks: (1) it involves two-way communication, (2) the messages are fine-grain so that either the communication overhead is prohibitive or the programming complexity goes up, and (3) processors can spend substantial time requesting data for tree nodes that do not exist.

It is significantly easier and faster to first construct the locally essential trees. The owner of a node computes the destination processors for which the node might be essential; this involves the intersection of the annular region of influence of the node with the ORB-map. Each processor first collects all the information deemed essential to other nodes, and then sends long messages directly to the appropriate destinations. Once all processors have received and inserted the data received into the local tree, all the locally essential trees have been built.

Sender-driven communication is used not only in transferring essential data but also in all the other communication phases. This is true for the Greengard-Rokhlin algorithm as well [8]. For example, to compute the vortex element strength for each particle in the multi-filament vortex method, its two neighboring particles in the filament must be fetched through communication if they are not in the local tree. Since the data dependency is symmetrical for the computation, the owner of a particle can easily determine if this particle should be sent out. By maintaining an upper bound on the maximum distance between two neighboring particles, it becomes possible to locate the neighbors of a particle quickly.

### 3.5 Bulk processing

We separate control into a sequence of alternating computation and communication phases. This helps maintain simple control structure; efficiency is obtained by processing data in bulk. For example, up to a certain point, it is better to combine multiple messages to the same destination and send one long message. Similarly, it is better to compute the essential data for several bodies rather than for one at a time. Another idea that proved useful is sender-directed communication, send data wherever it might
be needed rather than requesting it whenever it is needed. Indeed, without the use of the CM-5 vector units we found that these two ideas kept the overhead because of parallelism minimal.

3.6 All-to-some communication

The communication phases can all be abstracted as the “all-to-some” problem. Each processor contains a set of messages; the number of messages with the same destination can vary arbitrarily. The communication pattern is irregular and unknown in advance. For example, level adjustment is implemented as two separate all-to-some communication phases. The phase for constructing locally essential trees uses one all-to-some communication.

The first issue is detecting termination: when does a processor know that all messages have been sent and received? The naive method of acknowledging receipt of every message, and having a leader count the numbers of messages sent and received within the system, proved inefficient.

A better method is to use a series of global reductions the control network of the CM-5 to first compute the number of messages destined for each processor. After this the send/receive protocol begins; when a processor has received the promised number of messages, it is ready to synchronize for the next phase.

We noticed that the communication throughput varied with the sequence in which messages were sent and received. As an extreme example, if all messages are sent before any is received, a large machine will simply crash when the number of virtual channels has been exhausted. In the CMMD message-passing library (version 3.0) each outstanding send requires a virtual channel [32] and the number of channels is limited.

Instead, we used a protocol which alternates sends with receives. The problem is thus reduced to ordering the messages to be sent. For example, sending messages in order of increasing destination address gives low throughput since virtual channels to the same receiver are blocked. In an earlier paper [24] we developed the atomic message model to investigate this phenomenon. Consistent with the theory, we find that sending messages in random order worked best.

3.7 Application to vortex simulation

We implemented the multi-filament vortex simulation using our framework. Figure 3 gives a high-level description of the code structure. Most of the code was taken directly from our earlier gravitational simulation code. For example, the ORB decomposition, load remapping, communication protocol, and the BH tree module are exactly the same. The only modifications required for the vortex simulation are the extra phase (step 1.2) to compute the vortex element strength of each particle, and the dynamic update of filament-trees which contain indices of particles in one filament (step 5).

0. build local BH trees
   for every time step do:
   1. construct the BH-tree representation
      1.1 adjust node levels
      1.2 compute the strength of each particle
      1.3 compute partial node values on local trees
      1.4 combine partial node values at owners
      2. owners send essential data
      3. calculate induced velocity
      4. update velocities and positions of bodies
      5. update incremental data structures:
         local BH-tree and filament-trees
      6. if the workload is not balanced
         update the ORB incrementally
   enddo

Figure 3: Outline of code structure

Step 0 builds a local BH tree in each processor. After that the local BH trees are maintained incrementally and never rebuilt from scratch. Step 1 constructs an implicit representation of the global BH tree by combining information in the local trees. Step 5 updates the local trees after particles move to their new positions.

Step 2 broadcasts essential information and is the most communication intensive phase. The sender-oriented communication avoids two-way traffic in fetching remote data, and aggregates messages for higher communication throughput.

Step 3 computes the induced velocity for each vortex and is most time-consuming. We use the Knio-Ghoniem algorithm to solve the Biot-Savart equations, using monople, dipole and quadrapole terms in the multipole expansion to approximate the effect of a cluster. We use CDPEAC assembly language to implement this computation intensive routine. One significant optimization was to approximate the exponential smoothing term in equation 1. When \( \rho/\delta \) is larger than 20 we ignore the term; for smaller values we compute the first seven terms in the Taylor expansion. This guarantees accuracy to within at least five
3.8 Comparisons with previous work

We sketch the important differences between our framework and the global hashed structure of Warren and Salmon [35, 18]. Warren and Salmon [35] use a different criterion for applying approximations. They do not construct essential trees thereby saving the space overhead associated with local essential trees. Instead, they construct an explicit representation of the oct-tree. Each body is assigned a key based on its position, and bodies are distributed among processors by sorting the corresponding keys. Besides obviating the need for the ORB decomposition, this also simplifies the construction of the oct-tree.

These advantages are balanced by other factors: (1) the advantages of sender-directed communication are lost, (2) the data structures are not maintained incrementally, but rebuilt from scratch each iteration, and (3) the computation stage is slowed down by communication; the latency is largely hidden by multiple threads to pipeline tree traversals and to update accelerations, but the program control structure is complicated and less transparent. Finally, it is not clear how hashed oct-trees can be extended gracefully to multi-filament simulations where each filament must maintain a cyclic ordering. Indeed, their fluid dynamics simulation involves only “free” particles (vortex arrows).

While our vortex simulations are very different from those of [18] to make meaningful comparisons, the experiments for gravitational simulations are quite similar. Our performance figures compare favorably with those reported by Warren and Salmon [34, 35]. With 10 million particles distributed uniformly in space, the total time per iteration for our code is 27 seconds on a 256 node CM-5; less than 30% of the time is devoted to managing the Barnes-Hut tree, constructing locally essential trees, preparing essential data via caching, and balancing workload. In contrast, the time per iteration for a uniform distribution of 8.8 million particles on the 512-node Delta Touchstone reported by Warren and Salmon is 77 seconds [34] and 114 seconds [35] using the hashed data structure. In the latter implementation over 53% of the time is spent constructing and manipulating the tree structure.

4 Performance

Our platform is the Connection Machine CM-5 with SPARC vector units [30]. Each processing node has 32M bytes of memory and can perform floating point operations at peak rate of 128 Mflop/s [33]. We use the CMMD communication library [32]. The vector units are programmed in CDPEAC which provides an interface between C and the DPEAC assembly language for vector units [31]. The rest of the program is written in C.

The vortex dynamics code along with several diagnostics are operational. Starting with the gravitational code, the effort involved adding the phase to compute vortex element strength and writing the computational CDPEAC kernel. As expected, the latter part took most of the effort; the data structures were adapted and debugged in less than a week.

We are currently running extensive tests to check the accuracy of the Barnes-Hut method as a function of the approximation parameter $\theta$. Preliminary results show that with quadrupole expansions we can obtain up to five digits of accuracy when $\theta$ is about 0.25, and the time step is 0.002.

<table>
<thead>
<tr>
<th>phase</th>
<th>time (second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>adjust level</td>
<td>1.407</td>
</tr>
<tr>
<td>compute vortex strength and moments</td>
<td>1.435</td>
</tr>
<tr>
<td>construct global tree</td>
<td>0.317</td>
</tr>
<tr>
<td>collect local essential data</td>
<td>15.873</td>
</tr>
<tr>
<td>compute the new velocity</td>
<td>307.221</td>
</tr>
<tr>
<td>update particle position</td>
<td>0.144</td>
</tr>
<tr>
<td>move particles into right processors</td>
<td>1.720</td>
</tr>
<tr>
<td>remap the workload</td>
<td>0.141</td>
</tr>
<tr>
<td>total time</td>
<td>328.258</td>
</tr>
</tbody>
</table>

Figure 4: Timing breakdown for vortex simulation.

Figure 4 shows the timing breakdown for a 3D vortex simulation on a 128-node CM-5. The input configuration is a 22 layers, 1012 filament vortex ring\(^2\). Each filament has 1024 particles and the total number of particles is about one million. The radius of the cross section of the vortex ring is 0.07595 and the core radius is 0.06. We use $\theta = \frac{1}{4}$ in the opening test for multipole approximation so that the error in total induced velocity is within 0.00001. The vector units compute the induced velocity at 54 Mflop/sec, and the simulation sustains an overall rate of over 37

\(^2\)We use $a = 1$, $b = 0.6$, and $c = 0$ in Equation 7.
Mflop/sec per node (averaged over 5 time steps, not including the first).

Since the locally essential trees overlap considerably, the total size of local trees exceeds the size of the global tree. Figure 5 shows the memory overhead (ratio of total distributed memory used divided by global tree size) versus granularity (number of particles per node) on a 32-node CM-5. This ratio is less than 2.4 as the granularity exceeds 10000 particles per processors, even for very small $\theta = 0.25$.

![Figure 5: Memory overhead versus granularity for different $\theta$.](image)

As part of the initial testing, we have examined two cases. The first is a low aspect ratio elliptic ring with $a = 1, b = 0.8$ and $c = 0$ (see Eq. 7). This ring presents an oscillating behavior between the two states presented in Fig 6. The ring was discretized with $N_f = 60$ filaments with a total number of particles $N = 15360$. The final state in Fig 6 is after 1000 time steps $\Delta t = 6.28\times10^{-3}$. The second case tested corresponds to a collapsing vortex ring with $a = 1, b = 0.4$ and $c = 0.5$. The initial condition and the collapse state are shown in Fig 7. This ring has $N_f = 220$ filaments with a total number of particles $N = 112640$. The final state corresponds to 2000 time steps $\Delta t = 10^{-3}$.

![Figure 6: Low aspect ratio elliptic ring oscillates between the states shown. The ring has $N = 15360$ particles. The last time shown is after 1000 time steps $\Delta t = 6.28\times10^{-3}$.](image)

![Figure 7: Collapsing vortex ring. This ring is discretized with $N = 112640$ particles. The collapse state shown is obtained by 2000 time steps $\Delta t = 10^{-3}$.](image)
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