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Abstract

In this study we address the problem of efficient parallel triangulation methods for a finite set of points in the plane. The main goals of the research were to identify scalable algorithms which achieve a significant speedup over the sequential solutions and to implement and evaluate their performance on a parallel machine. Two approaches for parallel triangulation, one of which relies on global sorting, are fully described and implemented on a hypercube. Extensive performance evaluation in expected average and worst cases is reported for both methods.
Contents

1 Introduction .................................................. 3
   1.1 Problem Description .................................. 3
       1.1.1 Motivation and Significance .................... 3
       1.1.2 Previous Work in Parallel Triangulation .... 3
   1.2 Preliminaries .......................................... 5
       1.2.1 Geometric Definitions .......................... 5
       1.2.2 Parallel Models of Computation ................ 6
   1.3 Overview of Point Set Triangulation Algorithms .... 7
   1.4 Organization of the Essay .............................. 9

2 Triangulation Scheme for Coarse Grained Multicomputers 10
   2.1 Computing Convex Hull and Inside Triangulation .... 11
   2.2 Parallel Sorting ........................................ 12
   2.3 Computing All-Tangents ............................... 13
   2.4 Triangulating the Funnel Polygons ................... 15

3 Algorithm Implementation .................................. 16
   3.1 Sample Sort Algorithm ................................ 16
   3.2 Algorithms for Convex Hull and the Triangulation of Local Points 18
   3.3 All-Tangents Parallel Algorithm ..................... 18
   3.4 Triangulating the Funnel Polygons ................... 20
       3.4.1 Triangulation by Local Merging ................ 21
       3.4.2 Triangulation using Global Sort ................. 24
   3.5 Overall Time Complexity Analysis .................... 25

4 Experimental Results ..................................... 26
   4.1 Hypercube Basic Performance ........................ 26
   4.2 The Sequential Algorithm ............................ 27
   4.3 Speedup and Communication/Computation Ratio ....... 29
   4.4 Data Distribution Among Processors ................. 30
4.5 Work Distribution Among Phases ........................................ 30
4.6 Worst Case vs. Expected Average Case ............................... 32
4.7 Message Size .............................................................. 33
4.8 Global Sorting applied to Funnel Polygon Triangulation ........... 35

5 Conclusions ...................................................................... 37

6 Acknowledgements .......................................................... 38
1 Introduction

1.1 Problem Description

1.1.1 Motivation and Significance

The problem of triangulating a finite set of points in the plane is a fundamental problem of computational geometry. It can be formally stated as follows: Given $n$ points in the plane, join them by nonintersecting line segments such that every region interior to the convex hull is a triangle.

Planar triangulation is important because of its multitude of practical applications in surface interpolation, for calculations in numerical analysis and graphical display. Also other important computational geometry problems, like geometric searching and polyhedron intersection, use planar triangulations as a preprocessing phase.

Triangulation has been widely studied in both sequential and parallel settings. Despite the volume of the theoretical results reported in literature, few of them are efficiently applicable for implementations on large scale parallel machines, mostly because of the differences between theoretical and architectural models. The work reported here is based on a realistic parallel model, and the experimental results confirm the estimated performance of the proposed algorithms.

1.1.2 Previous Work in Parallel Triangulation

Much of the theoretical work done so far has focused on designing parallel algorithms for Parallel Random Access Machines (PRAM).

Goodrich and Atallah [20] have devised a parallel analog of the plane sweep that can triangulate a planar set of points in $O(\log n \log \log n)$ time using $O(n)$ processors and $O(n)$ space. ElGindy [21] has formulated an algorithm, which can triangulate a planar set of points in $O(\log^2 n)$ time using $O(n/\log n)$ processors, thereby achieving linear speedup.

Merks [4] proposed an algorithm which triangulates a set of $n$ points $S$ in $O(n \log n)$ time using $O(n)$ processors and $O(n)$ space. This is optimal in respect to both time and number of processors, since a triangulation algorithm can be used to sort and sorting has a parallel time lower bound of $\Omega(n \log n)$. It is based on reducing the problem of triangulating a set of points in the convex hull of $S$ to triangulating points inside triangles.

An algorithm by Wang and Tsin [3] achieves the same running time, using also a multiway divide and conquer, but with a different decomposition of the problem. They partition the set of points into subsets, triangulating them within the convex hulls and funnel polygons which are
formed.

The simple characteristics of PRAM make it a suitable model for theoretical results in evaluating the complexity of parallel algorithms, but only a small number of real architectures (some bus based multiprocessors like Encore or Sequent) can be considered conceptually similar in design with the PRAM model. As the challenge to solve large and complex problems has constantly increased, achieving high performance computation by using large scale parallel machines became imperative. They are build as distributed memory multicomputers with large number of processors each of them having its own local memory. Processors are interconnected through a high speed network supporting message-based communication (Intel Paragon, Intel iPSC/860, CM-5).

Although any real machine can be used to simulate the PRAM model, it is nevertheless true that algorithms designed for network-based models will better match such architectures.

Miller and Stout [12] have proposed parallel algorithms of cost \( O(n^{1/2}) \) for some formal geometric problems, running on a mesh computer of size \( n \). They employ different approaches to solve geometric problems than those that have been explored for these problems on serial computers, as the grouping technique (where sorting can also be included).

Their work, as well as the work done for the PRAM model focuses on the fine grained case, when the number of processors \( p \) is \( O(n) \). However, for parallel geometric algorithms to be relevant in practice, such algorithms must be scalable, that is, they must be applicable and efficient for a wide range of ratios \( n/p \). Miller and Stout [12] tried to extend the applicability of their results using a mapping method to simulate a mesh of size \( C\times n \) on a mesh of size \( n \) and argue that these will not affect the asymptotic running time of the algorithms. In practice, the local computation and the interprocessor communication have different contributions to the total running time and therefore changing the granularity of local processing may affect the ratio of the two and finally the scalability of the algorithms. Even worse, in the case of PRAM model, the fine grained assumption \( (p=O(n)) \) used in the model runs against any usefulness of the theoretical results for real bus-based architectures, since we want \( n \) to be large but \( p \) is limited by architectural constraints (bus is a bottleneck). Therefore, there is a tremendous need to develop algorithms for those theoretical models of parallel computation, which can be easily mapped on the existing large scale parallel architectures.

Some progress in this direction has been done by Dehne, Fabri and Rau-Chaplin [6] who have studied scalable parallel computational geometry algorithms for the Coarse Grained Multicomputer model (CGM). They also offered a new systematic perspective in approaching computational geometry problem parallelization, showing that many geometric problems can be solved by algo-
rithms that use a constant number of one single global routing operation: global sort. The main idea consists in dividing a constant number of partitioning schemes of the global problem into \( p \) subproblems of size \( O(n/p) \). Each processor will solve (sequentially) a constant number of such \( O(n/p) \) size subproblems, and use a constant number of global routing operations to permute the subproblems between the processors. Eventually, by combining the \( O(1) \) solutions of its \( O(n/p) \) size subproblems, each processor determines its \( O(n/p) \) size problem of the global solution.

Our research focuses on scalable parallel algorithms for the point set triangulation on the CGM model. We adapted the PRAM based algorithms to the CGM model and analyzed extensively the cost of computation and communication under more realistic assumptions, starting from their theoretical complexity and architectural model. We have also implemented the algorithms on a hypercube and made time measurements for both expected average and worst cases.

1.2 Preliminaries

1.2.1 Geometric Definitions

The elementary objects considered in computational geometry are normally a set of points in Euclidian space.

The triangulation of a set of \( n \) points in the plane consists of joining them by nonintersecting straight line segments so that every region internal to their convex hull is a triangle (see Figure 1).

![Figure 1: A valid triangulation](image)

Given a set of points in the plane \( S = p_1, p_2, \ldots, p_n \), the convex hull of \( S \), \( CH(S) \) is the boundary of the smallest convex domain in the plane containing \( S \). Usually the convex hull is specified by listing the vertices in clockwise order starting from the point with the smallest \( x \)-coordinate. The point with the smallest (largest) \( x \)-coordinate is called the leftmost (rightmost) point.

A funnel polygon is a one-sided monotone polygon that consists of a single edge followed by
a convex chain followed by a single edge or vertex followed by another convex chain.

Let $C_1$ and $C_2$ be two convex polygons such that the points of $C_1$ have smaller $x$-coordinates than those of $C_2$. Let $r_1$ be the rightmost point of $C_1$ and $l_2$ be the leftmost point in $C_2$, call the line joining $r_1$ and $l_2$ middle line. Let the upper common tangent line of the polygons touch $C_1$ in $s_1$ and $C_2$ in $s_2$. The segment of $C_1$ from $s_1$ to $r_1$ is called leftsegment and the segment of $C_2$ from $s_2$ to $l_2$ is called rightsegment. The polygon formed by the line segment $s_1s_2$, the middle line, the leftsegment, and the rightsegment form an upper funnel polygon (see Figure 2). Analogously, the lower funnel polygon can be defined.

Two points of a funnel polygon are mutually visible, if the segment connecting them does not intersect the boundary of the polygon.

1.2.2 Parallel Models of Computation

Parallel algorithm analysis always refers to parallel models of computation which are abstractions of parallel machines, such as the shared-memory PRAM or the network based models. Usually an algorithm is designed for a particular model, in respect to which its complexity is analyzed. A parallel solution is considered optimal, if $T_{\text{parallel}} = O(T_{\text{sequential}}/p)$, where $T_{\text{sequential}}$ is the sequential time complexity of the problem and $p$ the number of processors.

The Parallel Random Access Machine (PRAM) which is an idealized parallel model of computation, consisting of identical processors and a global memory, where all processors have unit time access to any memory location and a unit time communication diameter.

The common PRAM submodel, for which parallel solutions for computational geometry problems have been proposed is CREW PRAM (Concurrent Read Exclusive Write PRAM), in which concurrent reads to a memory location are permitted, but simultaneous writes to a memory location are disallowed.
In the network models, processors are loosely interconnected, which means that they have their own local memory and communicate through message exchanges. No shared memory is available. A network can be viewed as a graph \( G = (N,E) \), where each node \( i \in N \) represents a processor, and each edge \((i,j) \in E\) represents a two-way communication link between processor \( i \) and \( j \). The network topology (mesh, hypercube, etc) defines the submodel within the basic network model.

The mesh has processors arranged in a square lattice, each of them being connected to its four neighbors, if they exist.

A \( d \)-dimensional hypercube is obtained from \( n=2^d \) processors, by connecting any 2 processors whose indexes differ in exactly one bit (assuming the processors are indexed from 0 to \( n-1 \)). The hypercube is a preferred network model, because of its regularity, small diameter and interesting graph-theoretic properties.

In evaluating the performance of an algorithm on a parallel model of computation, two parameters: the size of the problem \( n \) and the number of processors \( p \) are essential. Based on the ratio of these parameters \( (n/p) \), we can distinguish fine grained and coarse grained models. The ratio \( n/p=O(1) \) defines the fine grained case, while \( n/p \geq p \) defines the coarse grained case. The latter is closer in modeling current multicomputer architectures, where the size of the local memory attached to processors is considerably larger than \( O(1) \).

The Coarse Grained Multicomputer model (CGM) consists of a set of \( p \) processors, with size \( n \) memory evenly distributed among them, satisfying the coarse grained condition. The processors are connected through some arbitrary interconnection network, the common case being a hypercube of size \( n \).

1.3 Overview of Point Set Triangulation Algorithms

Many criteria of what constitutes a good triangulation have been proposed, some requiring maximizing the smallest angle and some minimizing the total edge length. The Delaunay triangulation, which can be defined as the unique triangulation such that the circumsphere of each triangle does not contain any other point in its interior, can be constructed as a byproduct of the Voronoi diagrams or by a direct method that runs in optimal \( O(n \log n) \) time. The Delaunay triangulation guarantees that the minimum angle of its triangles is maximum over all triangulations, which is a very useful property.

In what follows we will focus only on methods that produce a triangulation rather than a “good” one.
Merks's Algorithm [1]: In the first step, the convex hull of a set of \( n \) points \( S \) is computed in \( O(\log n) \) time using \( O(n) \) processors using an algorithm from [17]. After the rightmost lowest point \( O \) is found and the rest of the points \( p_i \) are sorted by angle \( \theta \) that \( p_i \) makes with \( O \) in the positive x-direction. This sorted sequence is split by lines through the extreme points of \( S \) and \( O \). This gives a partitioning of the convex polygon into triangles. Consider a subsequence of points \( p_i, p_{i+1}, \ldots, p_{i-1}, p_{i+1}, \ldots, p_r \) in one of these partitions, where \( p_i \) and \( p_r \) are the left and right extremes, respectively, given in clockwise order around \( \text{CH}(S) \). The height \( h_i \) from the line through \( O \) parallel to the line through \( (p_i, p_r) \) is calculated for each point \( p_i \in [p_i, p_r] \). An algorithm called simple triangulation, which takes a subsequence such as the one defined above and triangulates it, runs in \( O(\log k) \) time using \( O(k) \) processors, where \( k \) is the number of points in the subsequence. Since a point can be in at most two subsequences, the processors can be divided among the subsequences so that \( O(k) \) processors are used for each subsequence. The simple triangulation algorithm splits a subsequence of size \( k \) into \( k^{1/2} \) subsequences of size \( k^{1/2} \) and recursively triangulates each in a multiway divide-and-conquer process. The \( h_i \)'s are used to connect points to their left higher and right higher neighbors in the subsequence and down to the point \( O \). Merging the triangulated subsequences in \( O(\log n) \) time with \( O(n) \) processors is accomplished using a data structure similar to a segment tree. The entire algorithm takes \( O(\log n) \) time with \( O(n) \) processors on a CREW PRAM.

Wang and Tsin's Algorithm [1]: In this case, the set of \( n \) points is partitioned into \( n^{1/2} \) subsets of size \( n^{1/2} \) each. The problem is solved recursively on each subset and during the algorithm, the convex hull of each of the subsets is created. The upper hulls of the \( n^{1/2} \) convex hulls, \( n^{1/2} - 1 \) of their pairwise common upper supporting lines, and \( n^{1/2} - 1 \) middle lines connecting every two adjacent sets of points, form \( n^{1/2} - 1 \) funnel polygons.

An algorithm is presented that triangulates funnel polygons in \( O(\log m) \) time using \( O(m) \) processors, where \( m \) is the number of vertices in the funnel polygon. A supporting line \( l_{ij} \) is chosen for a pair of convex hulls \( CH_i \) and \( CH_j \) \((CH_j \text{ on the left of } CH_i)\) where the slope of \( l_{ij} \) is smaller than the slope of all supporting lines between \( CH_i \) and hulls to the left of \( CH_i \). The supporting lines can be found in \( O(\log n) \) time with one processor and since there are at most \( n \) supporting lines, in at most \( O(\log n) \) time using \( O(n) \) processors. The algorithm to triangulate each funnel polygon is called and the entire process is repeated for the lower hulls. It is shown that allocating \( O(n) \) processors to \( n^{1/2} - 1 \) funnel polygons so that each funnel polygon \( P \) of size \( m \) is allocated \( m-2 \) processors can be done in \( O(\log n) \) time using \( O(n) \) processors on the CREW PRAM.

This algorithm was adapted to run on an \( O(n) \)-processor hypercube by MacKenzie and Stout [5] by dividing the set of points in \( n^{1/4} \) subsets of size \( n^{3/4} \) each. At each stage of the recursion
\(O(Sort(n,n))\) time is used, where \(Sort(n,n)\) is the time needed to sort \(n\) numbers on an \(O(n)\)-processor hypercube. Using the fastest sorting known algorithm on a hypercube of size \(n\) that runs in \(O(\log n)\) time this triangulation algorithm runs in \(O(\log^{\alpha} n)\) time.

### 1.4 Organization of the Essay

In this section we began by introducing some preliminaries. Basic geometric definitions used in algorithm description and parallel models of computation were presented. Prior related work was also discussed here.

We also reviewed proposed parallel algorithms for triangulation of a set of points.

Section 2 describes the triangulation scheme we proposed for the coarse-grained multicomputer model. Several subtasks are identified and analyzed.

Section 3 discusses various issues of the implementation we have done for the hypercube. We analyze the cost of computation and communication for all the steps involved in the sample sorting we implemented. We also analyze a distributed all-tangent computation which we implemented in \(O(\log(n/p))\). For the funnel polygon triangulation we proposed both a suboptimal straightforward solution and an optimal one based on global sorting suggested in the model proposed by Dehne, Fabri and Rau-Chaplin [6].

In Section 4 we make further considerations related to the performance analysis of the implementation we made. Data sets for both expected average and worst case are provided and timed. We also discuss the effects of several parameters which affect the computation/communication ratio and thus contribute to optimally tuning the overall performance of the implementation. Load distribution is also measured, since several steps of the implementation (as the sample sorting, but not only) may impact on the balance of data and/or computation among the processors.

In Section 5 we draw the conclusions, emphasizing the strengths of this research.
2 Triangulation Scheme for Coarse Grained Multicomputers

The main purpose of this research was to design and implement an efficient parallel algorithm for triangulating a set of $n$ points using $p$ processors, where $n \gg p$. The model of parallel computers that will be used is the CGM, which consists of a set of processors, each containing a local memory and that communicate with one another through messages using a fixed interconnection network. Most of the algorithms described in Section 1 have focused on PRAM model running on machines with $O(n)$ processors, also referred as fine grained case. Although their results are also valuable for coarse grained architectures, since $O(n)$ processors can be simulated using $p$ processors, it is nevertheless true that a scalable solution relevant for practical implementations must have a distinct design, based on the characteristics of the target architecture.

In what follows, we present a step by step description of the parallel triangulation scheme, based on the approach outlined by Wang and Tsin [3].

The triangulation of a set of $n$ points $S$ is accomplished by performing three basic tasks which are distributed among the $p$ processors:

- Computation of the **basic convex hull** at each processor, corresponding to the local subset of points (of size $n/p$).
- Triangulation of the interior of the basic convex hulls.
- Triangulation of the funnel polygons.

The three tasks are accomplished as follows:

1. The set of points $S$ is globally sorted after $x$-coordinate, then split into $p$ sequences $S_1, \ldots, S_p$, each of size $n/p$. Subset $S_k$ will reside at processor $k$.

2. A basic convex hull, $CH_k$ is computed locally at processor $k$ and its interior points are triangulated.

3. The common tangent lines between all pairs of upper and lower hulls are computed. From those tangents, a subset of $2^*(p-1)$ significant tangents are selected. The **significant tangents** are those, which along with the middle lines and edges of basic convex hulls determine the $2^*(p-1)$ funnel polygons. As a byproduct of this phase, the convex hull of the set of $n$ points is also obtained.

4. The $2^*(p-1)$ funnel polygons are triangulated
These phases involve both sequential and parallel work.

The **sequential work** consists of:

- computing the convex hull of the local set of points.
- triangulating the set of points inside the basic convex hull.

These sequential tasks are performed independently at each site without involving any cooperation among processors.

The **parallel work** consists of:

- parallel sorting of the set $S$ of $n$ points.
- computing all pairs of tangents between convex hulls.
- triangulating the funnel polygons.

These tasks are performed by parallel algorithms, involving intense inter-processor communication.

### 2.1 Computing Convex Hull and Inside Triangulation

Since the problem of sorting is linear-time reducible to the Convex Hull problem, finding the ordered convex hull of $n$ points in the plane requires $\Omega(n \log n)$ time [22].

Many algorithms for computing the Convex Hull of $n$ points in the plane have been designed, to mention some of them [2]: Jarvis’s march running in $O(nh)$ where $h$ is number of hull edges, thus having a worst case complexity of $O(n^2)$; the Incremental algorithm based on a presorting of the points by x-coordinate followed by a processing scan, thus running in $O(Sort(n)) + O(n) = O(n \log n)$ time; the QuickHull algorithm, based on the same idea as Quicksort, thus suffering from a worst case complexity of $O(n^2)$, but in case of a reasonable distribution of points, it can achieve an $O(n)$ time; Graham’s Scan that relies on an angular presorting of the points in counterclockwise about an interior point, followed by a processing scanning, thus having an $O(n \log n)$ time complexity; finally, Kirkpatrick and Seidel designed an $O(n \log h)$ algorithm (where $h$ is the number of points on the convex hull) using a divide-and-conquer method.

Since the implementation uses Graham’s Scan method, we will briefly describe the algorithm.

**Graham’s Scan Algorithm:**

1. Choose an internal point $O$ (to the convex hull of the $n$ points).
2. Using O as the origin of coordinates, sort the n given points by polar angle and distance to
O forming a list $p_1, p_2, ..., p_n$ of points.

3. Process the n points, keeping at each step $i$ a list $l_1, l_2, ... l_j$ from which those points $l_j$ are
eliminated, if the angle $l_j-1l_jp_i$ is reflex. During this scan, the triangulation of the points
inside the convex hull is also achieved.

At the completion of the algorithm the list contains the hull vertices in counterclockwise order.
Graham’s Scan algorithm is optimal in the worst case ($O(n \log n)$).

2.2 Parallel Sorting

There are many parallel sorting algorithms described in literature for both PRAM and hypercube
models. Blelloch et al.[8] have made a useful comparison of several parallel algorithms. For this
purpose they implemented and evaluated several algorithms on CM-2. Since their analysis on CM-2
is based on a CGM-like view of the machine, we rely on their results, claiming that they also apply
for the CGM model. They show that the sample sorting algorithm which is a theoretical efficient
randomized algorithm is the fastest of the tested algorithms when the computation is performed
on large data sets (the number of keys $n \gg$ the number of processors $p$). Although deterministic
sorting algorithms like bitonic or parallel radix sort are more robust and simpler to code, they tend
to be slower on large data sets. For instance, the sample sort beats radix sort by more than a factor
of two for large data sets. Also, the bitonic sort which is known to be the most efficient one for
small data sets is at the same time the least efficient algorithm when tested on large data sets (4
times slower than the sample sort).

Since the sorting we implemented for the first phase was the sample sort, we are going to
describe it in more detail.

Sample Sort is a randomized sorting algorithm, whose running time does not depend on the
distribution of input keys, but on the outputs of a random number generator.

Assuming $n$ input keys are to be sorted on a machine with $p$ processors, the algorithm proceeds
in three steps.

Sample Sort Algorithm:

Step 1 : A sets of $p-1$ splitter keys are picked, that partition the linear order of key values into $p$
buckets.

Step 2 : Based on their values, the keys are sent to the appropriate bucket, where the i-th bucket
is stored at the i-th processor.
**Step 3**: The keys are sorted in each bucket sequentially.

The name “sample sort” comes from the way the p-1 splitters are selected during the first phase. From the n input keys, a sample of $p^s << n$ keys are chosen randomly, where $s$ is a parameter called the **oversampling ratio**. This sample is sorted and the p-1 splitters are selected by including those keys in the sample that have ranks $s$, $2s$, $3s$... $(p-1)s$. Some sample sort algorithms reported in literature [8] choose an oversampling ratio of $s=1$, which results in a relatively large deviation of the bucket sizes. If $s>1$ is chosen as suggested [8], it is guaranteed with high probability that no bucket contains many more keys than the average. The time for the third phase of the algorithms depends highly on the maximum numbers (L) of keys in a single bucket. Since the average bucket size is $n/p$, the efficiency by which a given oversampling ratio $s$ maintains small bucket sizes can be measured as the ratio $L/(n/p)$ which is called **bucket expansion**. The expected value of the bucket expansion depends on the oversampling ratio $s$ and on the total number of processors $p$.

It is extremely unlikely that the bucket expansion will be significantly worse than expected. In [8] it is showed that the probability that the bucket expansion is greater than some factor $\alpha > 1$ is $Pr[L > \alpha(n/p)] \leq n + e^{-1(1-1/\alpha)^2\alpha n/2}$.

The running time of the sample sort depends linearly on both the oversampling ratio and the bucket expansion. In practice, oversampling ratios of $s=32$ or $s=64$ yield bucket expansion of less than 2 [8].

### 2.3 Computing All-Tangents

The input of this phase consists of a collection of convex polygons, $CH_i$, each of them residing at a different processor, where $CH_i$ is to the left of $CH_j$, if $i<j$. The main idea is to initiate a distributed computation for each tangent between any pair of processors for both upper and lower tangents. The core algorithm is an adaptation of the solution described by Mehlhorn [9].

Figure 3 illustrates the computation of the common upper tangent between the convex hull
A and B. To identify the upper tangent \( r_q \), the points \( r \in \text{Upper}(A) \) and \( q \in \text{Upper}(B) \) must be computed (\( r \) has to be on the upper chain of \( A \), between the leftmost and the rightmost points of \( A \)). They are computed using a binary search method to halve the search range on at least one side at each iteration. Therefore \( O(\log n) \) iterations are necessary, where \( n \) is the initial search size.

The following algorithm computes the common upper tangent of 2 convex hulls A and B (A on the left of B), by iterative binary searches on the two upper chains \( \text{Upper}(A) = r_1, r_2, \ldots, r_m \) and \( \text{Upper}(B) = q_1, q_2, \ldots, q_p \), thus ensuring an \( O(\log n) \) with \( n=m+p \). The algorithm finds the ranks \( h \in (1, m) \) (in \( \text{Upper}(A) \)) and \( k \in (1, p) \) (in \( \text{Upper}(B) \)) such that line \( r_hq_k \) does not intersect either A or B. Starting with \( (r_i = r_1, r_h = r_m) \) and \( (q_i = q_1, q_k = q_p) \) as the initial search ranges, at each step \( i = (r_i + r_h)/2 \) and \( j = (q_i + q_k)/2 \) are computed. The oriented line \( r_iq_j \) can either touch, enter or leave A and B. According to its relative position, we can distinguish 9 cases.

**All-Tangents Algorithm [9]:**

**Case 1:** \( r_iq_j \) touches in \( r_i \) and \( q_j \). The line is tangent to A and B and the algorithm completes with \( h=i \) and \( k=j \).

**Case 2:** \( r_iq_j \) touches in \( r_i \) and enters in \( q_j \). Then \( r_h \) certainly does not follow \( r_i \) (\( h \leq i \)) and \( q_k \) does not precede \( q_j \). Hence \( r_i = j \) and \( q_k = j \) halves the search ranges on both polygonal chains.

**Case 3:** \( r_iq_j \) touches in \( r_i \) and leaves in \( q_j \). Then \( r_h \) does not follow \( r_i \) and \( q_k \) does not follow \( q_j \). Hence \( q_k = j \) and \( r_h = i \) reduces the size of the problem.

**Case 4:** \( r_iq_j \) leaves in \( r_i \) and touches in \( q_j \). This case is symmetric to case 2.

**Case 5:** \( r_iq_j \) enters in \( r_i \) and touches in \( q_j \). This case is symmetric to case 3.

**Case 6:** \( r_iq_j \) leaves in \( r_i \) and enters in \( q_j \). Then \( r_h \) does not follow \( r_i \) and \( q_k \) does not precede \( q_j \). Hence \( r_h = i \) and \( q_k = j \) reduces the size of the problem.

**Case 7:** \( r_iq_j \) leaves in \( r_i \) and leaves in \( q_j \). Thus \( r_h \) does not follow \( r_i \) and \( r_h = i \) reduces the problem size.

**Case 8:** \( r_iq_j \) enters in \( r_i \) and enters in \( q_j \). This case is symmetric to case 7.

**Case 9:** \( r_iq_j \) enters in \( r_i \) and leaves in \( q_j \). Let \( d \) be a vertical line such that no point of A (B) is to the right (left) of \( d \), and let \( t_A \) \( (t_B) \) be a tangent to A (B) in point \( r_i \) \( (q_j) \). Let \( s \) be the intersection of \( t_A \) and \( t_B \). Assume that \( s \) is to the left or on \( d \), the other case being
symmetric. Since all of \( B \) is to the right or on \( d \) and below or on \( t_B \) and hence below \( t_A \) we conclude that \( r_h \) cannot precede \( r_i \). Hence \( r_i = i \) reduces the size of the problem.

Thus, at each step at least one of the ranges is halved in \( O(1) \) time, yielding an \( O(\log n) \) time complexity.

### 2.4 Triangulating the Funnel Polygons

The final phase of our algorithm is to triangulate the \( 2^p(p-1) \) funnel polygons which are determined by the \( p \) basic convex hulls, along with the significant tangents and the middle lines. This step is a consequence of splitting the triangulation task among processors.

The triangulation of funnel polygons can be reduced to visibility testing, which induces an ordering relation among the points.

Let \( a_1, a_2, \ldots, a_n \) be the points on the leftsegment and \( b_1, b_2, \ldots, b_m \) be the points on the rightsegment. The ordering is defined by: \( a_1 < a_2 < \ldots < a_n \), \( b_1 < b_2 < \ldots < b_m \) and \( a_i < b_j \) if the angle \( a_{i-1}a_ib_j \leq 180^\circ \). This relation is used to triangulate the funnel polygon by connecting each point of the leftsegment (rightsegment) with its predecessor on the rightsegment (leftsegment). Therefore each point on the leftsegment is connected with:

- each visible point on the rightsegment if the latter wasn’t visible from the previous point on the leftsegment (possibly none).

- the last point on the rightsegment that was visible from the previous point on the leftsegment.
3 Algorithm Implementation

We have implemented the above outlined triangulation scheme on a hypercube, which is essentially a distributed memory parallel machine with p processors, with large local memory and an interconnection network of diameter log p. To distinguish between computation and communication time, we consider $R(k)$ the cost of sending a message with k points and $C(k)$ the cost of a generic operation over k points. We also introduce $\text{Sort}(n,p)$ as the cost of a generic global sort of n points on p processors. We ignore the additional cost of message routing, considering the same cost for communication between any two processors. This is a reasonable assumption, since in the current multicomputers (Intel Paragon, Intel iPSC/860) direct connection modules do the routing without interrupting the processor, and thus making the routing time negligible.

In this section we will detail the sequential and parallel algorithms we have implemented on a hypercube and make realistic complexity estimates based on this model’s assumptions.

3.1 Sample Sort Algorithm

We perform a sample sorting using as keys the x-coordinates of the set of points.

Phase 1: Selecting the splitters

Step 1.1

Each processor selects a set of s keys (s being the oversampling ratio) from among those stored locally in its memory. This can be done randomly, but in our implementation one every $(n/p)/s$ key is selected. Blelloch et al. [8] propose as typical values for $s$ 32 or 64 for data sizes of order $10^6$, but it must be tuned depending on the number of keys per processor $(n/p)$. We evaluated the bucket expansion as a function of oversampling ratio for different numbers of keys. As the oversampling ratio increases, the bucket expansion decreases, but at the same time it increases the additional cost of sorting the splitters.

Step 1.2

Once the samples are chosen, they are sorted across the machine using a parallel merge-sort. Since the sample contains much fewer keys than the input, apparently this step runs significantly faster than sorting all the keys using the same algorithm.

The relative contribution of the cost of sorting the samples to the total cost of sample sort decreases as the number of keys increases. For 16K points sorted on 8 processors, an oversampling ratio of 32 adds less than 5% to the total cost of sorting.
Step 1.3

The splitters are now chosen as the keys having ranks $s$, $2^s$, $3^s$, ..., $(p-1)^s$. They are broadcasted by processor 0 (the one where the mergesort of the samples ends).

The dominant time required in phase 1 is the time to sort the samples, plus the cost of broadcasting (step 1.3), yielding:

$$T_1 = \text{Sort}(p^s, p) + (p-1)^s R(p-1)$$

Notice that the time for phase 1 is independent of the total number of keys $n$, since the selection of the set of $s$ samples is done without looking at all $n/p$ keys.

Phase 2: Distributing the keys to buckets. The $p$-1 splitters define $p$ intervals for the keys. Each interval is assigned to a processor. Then each processor determines for each of its keys the bucket to which it belongs by binary searching the range of splitters. If it turns out that the key belongs to the local processor, then it is saved in its local buffer, otherwise it must be sent to the appropriate destination. This can be done for each key, but we choose to group them in local buffers, one for each processor that will be sent out when they become full and at the end of the distribution phase. In this manner we can amortize the cost of sending a message over a number of keys equal to the size of the buffer. Therefore the size of the buffer $(k)$ becomes a parameter, which can be tuned in order to get a minimum cost.

The time required by phase 2 consists of the time for binary search and the time for sending the buckets to the corresponding nodes.

$$T_2 = \frac{n}{p} C \log p + \left( \frac{n}{p} / k \right)^s R(k)$$

Phase 3: Sorting the keys within each processor. After all the keys have been distributed, each processor has to sort the keys which belong to its interval, using a quicksort routine provided by the C-library. The time taken by this phase is the time for the processor with the most keys in its bucket to sort. If the expected bucket expansion is $\beta(s, n)$, the largest bucket size will have the expected size $(n/p) \beta(s, n)$. The time is

$$T_3 = \text{Sort}((n/p) \beta(s, n), 1)$$

As implemented, the sample sorting is suitable only when the number of keys per processor $(n/p)$ is large. When the algorithm has completed, not all the processors have the same number of keys. Because the sorting is used to distribute the computation of the basic convex hulls among processors, the fact that the processor load is not completely balanced is not important.
With an additional cost, a load balancing can be performed but, for reasonable bucket expansion ($\leq 2$), it is not needed.

Thus:

$$T_{Sort} = \text{Sort}(p^s, p) + (p-1)^4R(p-1) + (n/p)^4C(\log p) + ((n/p)/k)^4R(k) + \text{Sort}(n/p)\beta(s, n, 1)$$

### 3.2 Algorithms for Convex Hull and the Triangulation of Local Points

At each processor, the computation of the Convex Hull of its $n/p$ local points is performed sequentially using Graham’s Scan Algorithm [10]:

**Step 1.** The rightmost lowest point $P_0$ is found in $C(n/p)$ time and considered as origin.

**Step 2.** It then sorts the remaining $n/p-1$ points angularly about $P_0$ breaking ties in favor of the one closest to this origin. No angles are computed, because testing for right turns (reflex angles) is enough to determine whether the point will be part of the convex hull or not. The list $P_0, P_1, ..., P_{n/p}$ of angularly sorted points is formed. This step takes $\text{Sort}(n/p, 1)$ time using an implementation of quicksort provided by the C-library.

**Step 3.** The sorted list of points is then scanned and at each step a candidate list for the convex hull chain $l_0, l_1, ..., l_j$ is kept in a stack. While $l_{j-1}l_jP_i$ is a reflex angle, the point $l_j$ is popped out of the stack. Finally $P_i$ is pushed onto the stack for the next step.

At only the cost of a constant amount of work, during this scan, the triangulation of the points inside the convex hull is performed: If $l_{j-1}l_jP_i$ is not a reflex angle, the triangle $P_0l_jP_i$ is added to the triangulation, otherwise two triangles $P_0l_jP_i$ and $P_iP_{j-1}$ are added when the first element is popped out of the stack, and only triangle $P_iP_{j-1}$ while further popping is performed. Thus, this step takes time:

$$T = C(n/p),$$

$$T_{CH} = 2^*C(n/p) + \text{Sort}(n/p, 1).$$

### 3.3 All-Tangents Parallel Algorithm

The All-Tangents parallel algorithm was implemented by parallelizing the sequential algorithm of Mehlhorn [9] using the scheme suggested by Dehne et al. [6]. Each upper (lower) tangent $u_{ij}$ ($l_{ij}$) is computed in at most $2^*\log (n/p)$ steps using binary search on the ranges determined by the leftmost and rightmost points of the basic convex hulls.
Figure 4: Example of distribution of the all-tangents computation tasks

Let $U_{ij}$ be the computation task for tangent $u_{ij}$. The $O(\log (n/p))$ steps of $U_{ij}$ which might be necessary to compute $u_{ij}$ will be alternatively executed by processors $i$ and $j$. Let $U^k_{ij}$ be the step $k$ of the computation. Then, if steps $U^0_{ij}, U^2_{ij} ...$ are executed on processor $i$, then $U^1_{ij}, U^3_{ij} ...$ are executed on processor $j$. Figure 3.3 shows the distribution of the task for the first two steps on a 4 processor hypercube.

Since $p$ basic convex hulls are computed, there will be $p^*(p-1)/2$ upper tangents and the same number of lower tangents, for a total of $p^*(p-1)$ tangents. They define $p^*(p-1)$ computation tasks, which, being a multiple of $p$, can be evenly initiated by the $p$ processors, in order to avoid congestion. Each processor executes at each step a computation task and sends his result to the partner with whom he has to exchange the computation of their common tangent.

Here is the algorithm:

**Preprocessing step:** In the beginning each processor broadcasts its leftmost and rightmost point to all other processors (necessary for case 9 in Mehlhorn’s algorithm). Then the processor initializes 2 tables (one for the upper tangent and one for the lower one) with one entry for each of the $p-1$ other convex hulls it is computing the tangent lines with. An entry in this table consists of 2 range values, for both left $(r_0, r_k)$ and right $(q_0, q_k)$ endpoints of the
tangents, a tentative value for the tangency point (the midpoint of the range) at the remote
hull (q), along with its predecessor \( q^- \) and successor \( q^+ \) points on the remote hull (see Figure
3). This step takes:

\[
T = 2^t C(p-1) + (p-1)^t R(2)
\]

Starting step: Each processor initiates remotely the computation of \( p-1 \) tangents, by sending
\([p-1]/2\] messages for upper tangents to the right and \([p-1]/2\] to the left. Each message
contains the information from the entry in its local table corresponding to the destination of
the message. The range is initially set between the leftmost and rightmost extreme points of
the hull. This step takes:

\[
T = (p-1)^t R(3)
\]

Iteration step: At each step, each processor receives at most \( p-1 \) messages for outstanding tangent
computations, on which it has to progress and to send back the results for the next step.

Based on the provided information in the received message, each processors evaluates the
condition of Mehlhorn’s algorithm and decides upon updates in the corresponding range
values for the tangent endpoints on both his and the remote hulls. It also detects when the
tangent is computed, in which case that task is terminated. Therefore, all the tangent lines
between the \( p \) convex hulls stored on \( p \) processors can be computed in:

\[
T = \log(n/p)^t(C(1) + (p-1)^t R(3))
\]

Postprocessing step: At this step, \( 2^t(p-1) \) significant tangents are identified. Having computed
all its tangent lines, each processor can now compute the uppermost (lowermost) tangent to
its left in \( C(p) \) time and broadcast it to every other processor in \( R(1) \) time. Thus:

\[
T = C(p-1) + (p-1)^t R(1),
\]

\[
T_{All-Tangents} = 2^t C(p-1) + (p-1)^t R(2) + (p-1)^t R(3) + \log(n/p)^t(C(1) + (p-1)^t R(3)) + C(p-1) + (p-1)^t R(1).
\]

3.4 Triangulating the Funnel Polygons

We will describe 2 different approaches for the triangulation of the funnel polygons. To make things
clearer, we will use the triangulation of the upper funnel polygons in Figure 5 as an example.

The first one is a straight application of a multiway divide and conquer paradigm. It applies the
visibility ordering criteria for local merging of the points of the left- and rightsegment of a funnel
polygon. Since it needs \( O(n) \) time in the worst case, it is an example when trying to parallelize
sequential algorithms using this paradigm yields suboptimal solutions. The second approach is based on a global sort and has an Sort(n,p) time complexity.

3.4.1 Triangulation by Local Merging

This method is implemented as \(2^k(p-1)\) distributed tasks, which are performed in parallel using the same idea as for computing all tangents in parallel. Each task, \(T_i\), corresponds to a funnel polygon and is performed distributively by all the processors whose hulls contribute points to that funnel polygon (for instance the funnel polygon \(P_2\) will be triangulated by the task \(T_2\) which will be distributed among processors \(C_0\), \(C_1\) and \(C_2\). Therefore, each processor might be simultaneously involved in several tasks, as many as the number of funnel polygons to which its points are members of (for instance processor \(C_0\) will be simultaneously involved in the triangulation of funnel polygons \(P_1\) and \(P_2\)). After a processor has completed a step of a particular task, it stops and saves the complete state of the execution in a message, which is then sent to the appropriate partner. In receiving the next message the processor will resume the execution of another task for which he got that message. This activity is driven through messages of different types (T-POINTS, T-MORE, T-TERMINATED), allowing a processor to save and resume the execution of different tasks in which it participates. Each processor, except \(C_0\), is responsible for serving two funnel polygon triangulations (upper and lower - those for which his convex hull determined the rightsegement). In our example processor \(C_i\) will be responsible for the upper polygon \(i\). For these funnel polygons, the processor is responsible to provide rightsegement points to the left partner, which tests for visibility and performs the triangulation. It can send one point at a time, but we chose to send them in buckets since we can then tune the size of the bucket for optimal balance between communication and computation at this phase.

1. Preprocessing step: At this step, each processor sorts the significant tangents for which he contributes with the left endpoint by y-coordinate and angle. This work is useful to determine
the next convex hull participating in the triangulation of the current funnel polygons. It takes:

\[ T = \text{Sort}(p, 1) \]

2. **Initiation step:** Each processor \( i \) initiates the triangulation tasks \( T^U_i \) and \( T^L_i \) for the two funnel polygons it is responsible for by sending the first bucket (of size \( k \)) with his points (belonging to the right segment) to the first left partner, with whom it shares the significant tangent. In our case, for instance, processor \( C_2 \) will initiate the task \( T_2 \) for the triangulation of \( P_2 \), by sending the first bucket of points to \( C_0 \) (its first left partner). This takes:

\[ T = 2^R(k) \]

3. **Iteration step:** In receiving a message, a processor resumes the execution of the triangulation task, who's state was saved in that message. The service it performs depends on the type of the message it receives. For each triangulation task, a processor may perform one of the following actions, depending on the type of message it receives:

- **T-POINTS**

  This is a message received by a left partner from the right partner or, as a result of a forwarding, from the former left partner. A processor receives such kind of messages, as long as it is the current left partner in the triangulation of that funnel polygon. The message contains a bucket of points from the right segment, from which it tries to consume (by triangulating) as many as possible, using the visibility order and its points as left segment points. In our case, \( C_0 \) will triangulate his points with the points he received from \( C_2 \), performing the task \( T_2 \). This step terminates when:

  1. the bucket of points is emptied, in which case the processor stops the current task, sends a T-MORE message to the right partner asking for the next bucket of right segment points. This triangulation task will be resumed when a new bucket of points will arrive. In our example \( C_0 \) may ask for more points from \( C_2 \) if he has finished triangulating those sent in the previous message.

  2. the next point from the right segment is not visible any more from the left partner points. In this case, the processor triangulates its remaining points with the last visible right point from the right segment and forwards the remaining points in the buckets by sending a message to the next processor (determined by using the sorted list of significant tangents) participating in the current funnel polygon. This processor will become the current left partner. In this case the processor, now being the former left partner, finishes its contribution to that triangulation task. In our
example, at some point, $C_0$ will forward the remaining points in the bucket to $C_1$ which will become the next left partner of $C_2$ in the task $T_2$.

3. the processor learns that the last bucket of points has been sent from the right partner and that he is the last left partner in the funnel polygon. In this case it sends a T-TERMINATE message to the right partner containing its last leftpoint (rightmost point of the left partner). This will be the case with $C_1$ which is the last left partner of $C_2$ in the triangulation of $P_2$.

- **T-MORE**
  This message is received by the right partner in the funnel polygon. By receiving this message, the processor learns about its current left partner, which might have been changed as a result of forwarding, to which it has to send the next bucket of points (marking it if it is the last one). In our case, $C_2$ may receive such messages from $C_0$ and, after $C_0$ has triangulated all its points, from $C_1$. When $C_2$ will receive the first message of type T-MORE from $C_1$, it will know that its left partner was changed (from $C_0$ to $C_1$) and thus the triangulation of $P_2$ will be continued with $C_1$.

- **T-TERMINATE**
  In this case, the processor is also the right partner in the polygon. By receiving this message, the processor learns that all the points on the leftsegment have been triangulated and it only has to triangulate using the last leftpoint its remaining right points (if any) and then terminate that triangulation task. When $C_2$ will receive a T-TERMINATE message from $C_1$, it will triangulate its remaining points with the rightmost point of $C_1$ which he sent in the message (instead of sending them to $C_1$ for the same thing).

This step of the algorithm has a worst case complexity of:

$$T = (k^* (n/p)+p-2)^* R(k) + (p-1)^* C(n/p) = O(n)$$

where $k$ is the bucket size.

There is also a load distribution problem here, since some processors might be overloaded if they participate in many funnel polygons.

Thus:

$$T_{\text{FunnelPolygons}} = \text{Sort}(p,1)+2^* R(k)+(k^* (n/p)+p-2)^* R(k) + (p-1)^* C(n/p).$$
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3.4.2 Triangulation using Global Sort

Preprocessing step: At this step, the points belonging to the funnel polygons are labeled. Each processor initiates the labeling of the upper and lower funnel polygon for which he determined the tangent. Then, based on the information about the other significant tangents, it identifies the boundaries of the hulls that are part of his funnel polygon’s left segment and computes the rank range for each of them. This information, along with the funnel polygon identifier is sent to all left partners for both its upper and lower polygons. In our example, $C_2$ may send this information to both $C_0$ and $C_1$. Each processor, after receiving the labeling messages, uses them to label all its n/p points attaching them the following information:

- funnel polygon number
- rank in the funnel polygon
- predecessor point
- left/right segment membership flag

If a point belongs to several funnel polygons, a copy of it is created for each additional funnel polygon (they correspond to the endpoints of the significant tangents which are $O(p)$ and thus cannot increase the space requirements by more than a constant amount).

This step runs in $\text{Sort}(p,1)+C(n/p)$ time.

Global sorting step: A global sorting is performed by considering successively the following criteria:

- funnel polygon number
- between same-sided points, the rank in the funnel polygon
- between opposite-sided points, the ordering relation based on visibility

This takes $T=\text{Sort}(n,p)$ time.

Triangulation step: Finally, each processor has to compute its last left and right segment point he has in its local ordered sequence of points in $C(n/p)$ time and broadcast them to its right processors in $R(2)$ time. This will allow each processor to choose the highest left and right point from the nearest left processor and start the triangulation of its ordered sequence without waiting for the termination of the ones to his left in $C(n/p+p)$. Thus, this step takes time:

$$T = C(n/p +p) +C(n/p) +R(2)$$
$$T_{\text{FunnelPolygons}}(\text{GS}) = \text{Sort}(p.1) + \text{Sort}(n,p) + C(n/p + p) + 2C(n/p) + R(2)$$

3.5 Overall Time Complexity Analysis

Based on the previous analysis, the overall time complexity of the algorithm can be estimated as follows:

$$T_{\text{TOTAL}} = T_{\text{Sort}} + T_{\text{CH}} + T_{\text{All-Tangents}} + T_{\text{FunnelPolygons}}$$

$$T_{\text{TOTAL}} = \text{Sort}(n,p) + \text{Sort}(n/p,1) + pR(k_0) + p\log(n/p) + \text{Sort}(n,p)$$

If we approximate

$$\text{Sort}(n,p) = (n/(p^k))^*R(k) + \text{Sort}(n/p,1)$$

$$T_{\text{TOTAL}} = (n/p)^*(R(k_1)/k_1 + R(k_2)/k_2) + 3\text{Sort}(n/p,1)$$

which can be viewed as

$$T_{\text{TOTAL}} = T_{\text{communication}} + T_{\text{computation}}$$

The contribution of communication decreases as $n/p$ increases (by increasing $n$) since $\text{Sort}(n,1)$ is $\Omega(n \log n)$ while the cost of communication is linear. Therefore, the overall complexity of the algorithm gets asymptotically close to the complexity of sorting. The communication term can be made less significant even sooner, by reducing the constant factor. This is a minimization problem and clearly, as $k$ (the size of the message) increases, there is a point where the communication cost is minimum.

On the other hand, when $n/p$ decreases (by increasing $p$), the contribution of computation reduces, making the communication cost dominant.
4 Experimental Results

A full implementation of the described algorithms was written in C-code (approximately 2200 lines) for a hypercube multicomputer. Extensive tests have been conducted on sets of points of sizes \( n \in [1000,250000] \) points. The number of processors \( p \) varied between 1 and 16. Clearly, for sizes greater than 4096 points we were set in a CGM model, since \( n/p \) was bigger than \( p \) with more than an order of magnitude (for any \( p \) in the considered range).

The goal of these experiments was to evaluate the performance of the algorithms described in Section 3. To cover the expected average case analysis we have tested the algorithms on pseudo-random generated points in a square. We have also produced special sets of points (uniformly generated on a circle) to test the worst case behavior of the algorithm.

In this section we will focus on the speedup analysis of the parallel implementation and various alternatives to improve the performance of the algorithms for the chosen architecture. The impact of the computation/communication ratio as well as of the message size on the total execution time is also examined.

Detailed analysis will be made for each of the four phases of the algorithm:

**Phase 1:** Global sorting of points after \( x \)-coordinate.

**Phase 2:** Basic convex hull computation and inside triangulation.

**Phase 3:** All-tangent computation.

**Phase 4:** Funnel polygon triangulation.

We will start this section with performance evaluation of basic operations on the machine on which we conducted the tests.

4.1 Hypercube Basic Performance

We ran several simple tests on the target machine in order to evaluate its performance characteristics. Our machine was an Intel iPSC/860 with 16 processors, running at 40MHz. We measured the cost of the basic arithmetic operations (Figure 6) by running a test program on an i860 node. All operations were done on double precision floating point numbers. Since the division is the only operation on floating point numbers which is emulated in software, its cost is two orders of magnitude higher than the cost of an addition or multiplication operation. Therefore, we tried to avoid as much as possible divisions inside the basic loops, in order to optimize the performance.
Memory access cost is an important issue when a theoretical algorithm is evaluated on a real machine, even though in the theoretical analysis any load/store is considered of unit cost. In reality, the cost of a memory access may differ within an order of magnitude; if the word is missing from the cache its access costs about 15 cycles instead of only one. We identified the effect of the cache by running a test program with increasing data size (Figure 7). The discontinuity in its timing (at 16KB) confirms the existence of an internal data cache of 8K. Blocking is the main solution used to improve the locality of the algorithms. In our implementation we used the qsort routine provided by the C-library for which we cannot control the blocking. Therefore, for input sizes greater than 8KB, the execution time may be affected also by the location of the data in memory.

The main characteristic of the machine which significantly affects any performance evaluation is the cost of communication. The iPSC/860 is an architecture with a hypercube network which provides fast connection between any two nodes. We measured the cost of messages on iPSC/860 (Figure 8). We computed a message latency of 250µs and a transfer rate of approximately 2.2MB/sec for message sizes greater than 100 bytes. We have also found insignificant differences for the case when messages have to go through a number of hops (less than 15µs per hop).

4.2 The Sequential Algorithm

We examined the behavior of the sequential algorithm for triangulation. In Figure 9 we plot the total execution time along with the time of its two main phases: sorting and convex hull triangulation. The dependence is linear for triangulation and almost linear in the size of the
Figure 7: Memory Access Cost for Hypercube

input for sorting and total execution time, results which corresponds to the theoretical complexity evaluation. In our C implementation of the triangulation algorithm, an execution on 64K points with double precision floating point representation of their coordinates, takes approximately 10 sec. About one third (3.2 sec) is the cost of sorting and two thirds (7.2 sec) the cost of the convex hull computing and inside triangulation. In order to ensure a fair evaluation of the speedup, the sequential implementation used the same basic algorithms as the parallel one.

Figure 8: Communication Cost for Hypercube
Figure 9: Execution Time for the Sequential Triangulation

4.3 Speedup and Communication/Computation Ratio

The speedup is the gain in execution time of the parallel implementation over the sequential one and is defined as the ratio of the two:

\[ \text{Speedup} = \frac{T_{\text{sequential}}}{T_{\text{parallel}}} \]

The ideal speedup is equal to \( p \), the number of processors, but this can never be achieved, since no problem is totally parallelizable.

In Figure 10, we show the speedup for the total execution time, as well as for its main component, sorting. The test was performed on pseudo-random generated input data of size 64K. The set size was limited by the amount of physical memory available on each processor. The experimental results strongly confirmed the theoretically estimated complexities from Section 3.5. For a small number of processors (\( n/p \) large), the speedup is very close to the ideal case, but starts degrading as the number of processors increases. This degradation would have started for larger numbers of processors, had we been able to run our test with larger sets of points. This happens because a given size of point set offers a limited potential of speedup through parallelization. As the number of processors increases (\( n/p \) small), the number of points per processor decreases below the threshold where the communication cost is justifiable by the local computation cost. Figure 11 illustrates this motivation showing the ratio of computation (expressed as the number of local points) over communication (expressed as the number of message exchanges) for the sample sort. For \( p=2 \), about 105 points are processed between any 2 consecutive message exchanges, while as \( p \) increases, this ratio falls to less than 50, making the parallelization less profitable.
4.4 Data Distribution Among Processors

In the beginning, input data are equally distributed among processors. Since a global sample sort is used in phases 1 and 4, the quality of sorting expressed by the bucket expansion (defined in Section 2.2) determines the data distribution. In turn, data distribution is an essential parameter in the distribution of computation among processors. We measured the bucket expansion at the end of sorting in phases 1 and 4 for an oversampling ratio 32 points (Figure 12). We found that sample sorting behaves very well, since for the input data sets we used, we always got a bucket expansion less than 1.5.

4.5 Work Distribution Among Phases

We analyzed the dependence of the distribution of execution times among the four phases on the number of processors (Figure 13). In the expected average case (considered as the case when the input points have pseudo-random generated x and y coordinates), as a result of the first two phases, most of the points fall within one of the basic convex hulls and therefore are triangulated locally. Thus, the remaining points which have to be triangulated within the funnel polygons in phase 4, represent only a small fraction of the initial input set. Therefore, phases 3 and 4 don’t count too much in the total execution time (less than 0.05% for phase 4). In these cases, most of the work is split between the first two phases. For small p, basic convex hull computation and local triangulation dominates. This phase is mainly sequential work on a set of n/p points executed at

![Figure 10: Speedup for expected average case](image-url)
Figure 11: Number of points per message for sample sort in the expected average case

As the number of processors increases, the triangulation becomes dominated by the sorting phase which will further determine the overall performance behavior.

Figure 12: Bucket Expansion for Sample Sorting
4.6 Worst Case vs. Expected Average Case

The dependence of the execution time on the input size for the expected average case for 8 processors, is given in Figure 14. As $n$ increases ($n/p$ large) the speedup closely follows an $n \log n$ dependence, proving a dominant sorting behavior, as estimated in Section 3.5. The 64K points are triangulated on 8 processors in about 1.7 sec while for 256k, 7.9 sec are needed. The distribution of the execution time among phases as a function of the input size is given in Figure 15. For the expected average case, the contribution of phase 2 increases and becomes dominant as the input size increases. This means that, as $n/p$ increases and most of the points fall inside the basic convex hulls, the algorithm becomes mainly a sorting followed by a local triangulation inside those convex hulls.

The worst case running time of the algorithm corresponds to the case when most of the points are triangulated at phase 4. In order to observe the behavior of the algorithm in phases 3 and 4 for this case, we had to generate special input data sets: Points were generated uniformly on a number of circles corresponding to the number of processors $p$. For such distributions of the input data, all the points will lie on the basic convex hulls after phase 2. As a result, the all-tangent phase (phase 3) will have to work on almost the entire set of points. Thus, all the points will be triangulated in phase 4 instead of phase 2, since most of them are distributed in the funnel polygons. Nevertheless, this is not quite the worst case for phase 4 (a worst case would correspond to a single funnel polygon containing almost all the points).
As we can observe in Figure 18, about half of the execution time might be spent in phase 4. This is why it is very important for the overall performance of the algorithm to speed up the triangulation of the funnel polygons.

4.7 Message Size

The theoretical analysis of parallel algorithms considers messages as having unit cost. Therefore, the cost of communication becomes linear in the number of messages. As we have seen (Figure 8), real computers exhibit a different situation. Messages have a latency cost and a transmission cost and since the latency cost is significant, it pays to transfer, when possible, large sets of data instead of small ones, thus reducing the total number of messages.

We tested this hypothesis on the funnel polygon triangulation using the merging algorithm described in Section 3. We executed the algorithm with different message sizes (Figure 16). The performance significantly improves (by a factor of 3) when the message size increases from 3 to 50 points per bucket. As a consequence the contribution of phase 4 to the total execution time also decreases (to about 21%) and therefore the overall execution time reduces.

The same results apply for the size of the message used in sample sorting. An optimal size corresponds to a perfect balance between communication and computation.

Figure 17 gives a complete picture of the execution time as a function of a “worst case” input size for all four phases and total execution time on 4 processors using a message size of 50 points.
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Figure 14: Execution time - expected average case
Figure 15: Distribution (II) of execution time among phases in the expected average case

The dependence is almost linear as the input size increases. The speedup is between linear and nlogn as n increases. The main contribution as the input size increases is given by the first two phases which is similar to the result we got for expected average case input. The only difference is an increased contribution of the funnel polygon triangulation, from insignificant in the expected average case (less than 0.05%) to approximately 21% in the worst case considered.

Figure 16: Cost of Funnel Polygon Triangulation for different message sizes
4.8 Global Sorting applied to Funnel Polygon Triangulation

As we have mentioned before, the funnel polygon triangulation using the merging algorithm, may degenerate in an $O(n)$ running time for a very “unlucky” distribution of points. A safe solution corresponds to a global sort as we described in Section 3.4.2.

We have also implemented the global sorting based algorithm for funnel polygon triangulation
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Figure 17: Execution time - worst case

![Bar chart](image)

Figure 18: Distribution of execution time among phases in the worst case
to compare it with the first one (which uses the merging technique). We used the same distribution of points on circles, but this doesn’t generate a worst case for this phase. In Figure 19 we show the execution time for the funnel polygon triangulation and the total execution time using the two methods. The global sorting method (II) has also an almost linear speedup but with larger constant factors than the merging method (I) with 50 points/message. Therefore, the contribution of phase 4 is less significant in the total execution time when using method I than when using method II. This happens because, when points are reasonably well distributed among funnel polygons, assigning one polygon to each processor leads to less communication compared with the one required for completely redistributing the points using the global sort. An analogy with the quicksort algorithm performance vs. heapsort performance can easily be made: a safe implementation for the funnel polygon triangulation, which must have a guaranteed performance for all input data must definitely use the global sorting algorithm; nevertheless, as long as the “pathological” cases (all points belonging to the same funnel polygon) are not expected or very rare, using the merging method for funnel polygon triangulation leads to the best algorithm for triangulation of a set of points.

We also noticed that global sorting used in phase 4 takes about 3 times more than the same method applied in phase 1. This is explained by the larger communication time required at phase 4, when a point carries about 3 times more information than the same point in phase 1.
5 Conclusions

In this study, we address the performance issues of triangulating a finite set of points in the plane, demonstrating the practical relevance of the CGM model for real implementations of parallel algorithms on multicomputers. A fully implementable algorithm for parallel triangulation is described in detail and the corresponding implementation on an iPSC/860 Hypercube was extensively tested under both expected average and worst case input data distributions.

To our knowledge, this is one of the few studies covering the gap between the design of parallel algorithms for solving a computational geometry problem, and their theoretical complexity analysis, and a real implementation and its performance evaluation on a parallel machine.

Our tests confirmed the conclusions of the theoretical analysis; for small \( n/p \) ratios, the communication cost dominates, reducing the speedup as \( p \) increases; for large \( n/p \) ratios, the total execution time is dominated by the computation cost, which mainly consists of a number of sorting-based phases. Therefore, for large \( n \), the total execution time has an \( n \log n \) sorting-like asymptotic behavior.

Our reported measurements covered relatively small data sets, in the absence of virtual memory support, which anyway would have perturbed the timings significantly. It is obvious that for larger data sets we would have achieved better speedup.

The message size is a crucial implementation parameter, which can be tuned to reduce the impact of communication and thus improve the performance. We proved both theoretically and experimentally the positive effects of reasonably large messages over small ones.

We have also drawn experimental conclusions for two different methods of funnel polygon triangulation showing a less costly solution for expected average cases and a more expensive solution with guaranteed asymptotic performance in all cases.
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