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ABSTRACT
Precision and scalability are two desirable, yet often conflicting, features of data-flow analyses. This paper reports on a case study of the modification-side-effects problem for C in the presence of pointers from the perspective of contrasting the flow and context sensitivity of the solution procedure with respect to precision and scalability. The results show that the cost of precision of flow- and context-sensitive analysis is not always prohibitive, and that the precision of flow- and context-insensitive analysis is substantially better than worst-case estimates and can be sufficient for certain applications. Program characteristics that affect the performance of data-flow analysis are identified.
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INTRODUCTION
Accurate compile-time calculation of possible interprocedural side effects is crucial for aggressive compiler optimization, practical dependence analysis in programs with procedure calls, data-flow testing, incremental semantic change analysis of software, program understanding tools, and effective static interprocedural program slicing. Many of these key applications in parallel and sequential programming environments need interprocedural def-use information which can be approximated using side-effect information. The utility of tools to solve these problems is directly dependent on the accuracy of the data-flow information available to them. These applications need an efficient method to report program-point-specific possible modification side effects; the results are more precise than information derivable using the same alias summary for all statements of a procedure. MODC(FS Alias) reports program-point-specific possible modification side effects; the results are more precise than information derivable using the same alias summary for all statements of a procedure. MODC(FIAlias) reports program-point-specific possible modification side effects; the results are more precise than information derivable using the same alias summary for all statements of a procedure. MODC(FIAlias) also reports program-point-specific possible modification side effects, but it uses alias information that is assumed to be valid globally throughout the program; thus, more spurious side effects may be reported.

These are the first MODC algorithms with extensive implementation results reported. Surprisingly, these show that the precision of flow- and context-sensitive analysis is obtainable practically and that the lower precision of flow- and context-insensitive analysis is sufficient for some applications. It is important that the effectiveness of the analysis was profiled with respect to a specific application, namely, program understanding, in which a user is interested in indirect side effects through a dereferenced pointer. Measurement for a specific application more accurately depicts the utility of the data-flow solution obtained than any metrics on the data-flow solution alone.

The empirical tests of these algorithms used 45 C programs, most of which are publicly available. Measurements of average number of side effects found per assignment through

1The implemented algorithm handles unions and casting in C programs which the published version of the algorithm does not.
dereference (i.e., a through-dereference assignment statement such as \(*p = *q*\)) and per call site have been recorded for both algorithms. Significantly better precision is obtained by MOD\(_C\)(FSAlias) at greater time cost than MOD\(_C\)(FIAlias). This precision is necessary for some compiler transformations, where MOD\(_C\) information is used to approximate def-use associations. MOD\(_C\)(FSAlias) shows surprising scalability on programs up to 10,000 lines of code at similar to compile-time cost in the prototype; larger programs which use a specific programming style (i.e., little use of recursive structures) also can be handled. Unexpectedly, MOD\(_C\)(FIAlias) is much more accurate than a coarse worst-case estimate and usually costs an order of magnitude less\(^2\) than MOD\(_C\)(FSAlias), so it may be sufficient and practical for program understanding applications on large codes. A crude measure of the accuracy of MOD\(_C\)(FIAlias) versus MOD\(_C\)(FSAlias) can be obtained by examination of the difference in their solutions on the data admitting both kinds of analysis, since both are safe estimates of side effects that can occur. Normalized differences at through-dereference statements and calls are presented in the empirical section.

In summary, the empirical results show the utility of both analyses for specific applications and demonstrate the precision gains from sensitivity in the aliases and in the side-effect information obtained. Recent work in partitioning programs for analyses [21, 17] yields hope that analyses of varying cost and precision can be applied to different parts of a program to obtain desired data-flow information at practical cost.

**BASIC CONCEPTS**

Iterative data-flow analysis is a fixed-point calculation for recursive equations defined on a graph representing a program that safely approximates the meet over all paths solution of a data-flow problem [13]. For interprocedural data-flow analysis, not all paths in the usual graph representation correspond to real program executions. A realizalbe path is a path on which every procedure returns to the call site which invoked it [7, 9, 15, 20]. Paths on which a procedure does not return to the call site which invoked it are unrealizable and can never happen in an actual execution.\(^3\)

Data-flow algorithms which obtain differentiated program-point-specific information are typically flow-sensitive; that is, they propagate information across calls, along paths in the called procedure and then back again into the calling procedure. In contrast, an algorithm is flow-insensitive if it propagates information solely on call multigraphs, using summary information for each procedure which can be gathered without exploring paths in that procedure [14]. In order to restrict propagation of data-flow information to realizable paths, an algorithm needs to “match up” calls with corresponding returns when passing information from a called routine back to its caller. If data-flow information is kept separate by calling context, so that potentially different information is returned to different call sites, the algorithm is termed context-sensitive; otherwise, the same information is returned to all calling contexts and the algorithm is termed context-insensitive.

The calling context approximation used in the MOD\(_C\) schema is the same as that of the FSAlias algorithm in [8, 9]. The data-flow fact that \(x\) and \(y\) are aliased at program point \(n\) is represented by an unordered pair \((x, y)\) at \(n\). The encoding of calling context is the set of reaching aliases (RAs)\(^4\) that exists at entry of procedure \(p\) containing \(n\) when \(p\) is invoked from a particular call site. The RA set is used to determine to which call sites aliases at the exit of a called procedure should be propagated, namely only to those call sites that induce that RA set at procedure entry. Using each single alias pair from the RA set one at a time yields a safe approximate solution for multiple levels of dereferencing; this is the approximation used for calling context in MOD\(_C\)(FSAlias).\(^5\) The empirical results show it is a good approximation in practice.

A program is represented by a common directed graph structure, an ICFG or interprocedural control-flow graph. This is no more than the control-flow graphs of each procedure connected together at call sites, each of which has been split into a call and return node. Each procedure is presumed to have a single entry and single exit node, which is easy to ensure by insertion of extra nodes/edges. Each call node is connected to the called procedure’s entry node; each return node is connected to the called procedure’s exit node.

Modification side effects are reported for fixed locations at program points. Fixed locations are either user-defined variables or heap storage creation site names/field accesses. For example in C, \(x\) and \(x.\_f\) are fixed locations whereas \(*p\) and \(p->f\) are not. Each dynamically allocated fixed location is identified by the program point that created it, a common approach. Therefore, while two fixed locations created at the same allocation site are not distinguishable, those created at different sites are distinguishable.

All data-flow algorithms must deal with the a priori unbounded nature of recursive data structures. The FSAlias algorithm uses Jones and Muchnick’s k-limiting definition for recursive data structures, which truncates names to at most \(k\) distinct field references [6]. The FIAlias algorithm only computes aliases for names appearing in the program context and thus, has no need for \(k\)-limiting.

Aggregate data structures are handled specially. Arrays are treated as a single variable with the assumption that pointer arithmetic stays within array bounds. Side effects to the independent fields of a structure are distinguished.

---

\(^2\) The decreased cost is primarily due to the cost of the FIAlias phase relative to FSAlias.

\(^3\) We do not allow setjump or longjump in C programs analyzed.

\(^4\) Reaching aliases were referred to by the term assumed aliases in [9].

\(^5\) For aliasing in programs restricted to one level of dereferencing, the RA sets are of cardinality one and can be used to obtain a precise solution [8].
MOD_C SCHEMA

The MOD_C schema defines a family of algorithms which solve for modification side effects to fixed locations at program points. Side effects reported are differentiated by fixed-location type: global, local, dynamically-created, and non-visible. In solving for modification side effects, the MOD_C problem is decomposed into subproblems that are individually easier to solve than the monolithic problem. The problem decomposition assumes that context-sensitive alias information is available; it preserves calling context with the side-effect information for as long as possible in the solution process. If the pointer alias algorithm used is context-insensitive, then conceptually all calling contexts are mapped to one context; that is, there is no differentiation in side effects returned from a procedure to any individual call site. The MOD_C schema is described for the context-sensitive case; for a context-insensitive algorithm, each of the multiple subproblems distinguished by calling context becomes a single subproblem.

The first pass of the algorithm solves for pointer aliasing information, ALIAS(n, RA). The subsequent analysis steps comprise the second pass. Given the results of this analysis, two related problems are calculated (i.) PMOD, a procedure-level summary of context-sensitive modification side-effects which can occur, and (ii.) CMOD, a set of modified fixed locations at each program point corresponding to a specific context. CMOD solutions can then be used to derive side-effect information for program points (MOD(n)), while PMOD solutions can be used to derive a procedure-level summary of modification side effects (MOD(P)).

The decomposition of the MOD_C problem is pictured in Figure 1, where P is a procedure, RA is a calling context (i.e., for MOD_C(FSAlias), RA is a reaching alias) and n is a program point. A full description of each subproblem and its corresponding data-flow equations is available in [11, 10]. ALIAS(n, RA) is the pointer alias solution. DIRMOD(n) captures all variable expressions which occur on the left hand side of the assignment at program point n (e.g., *p = v). At an assignment n, CondLMOD widens DIRMOD(n) to include the effects of aliasing. CondIMOD(P, RA) summarizes CondLMOD information for each calling context RA over all assignment statements in procedure P. PMOD for P is formed from local CondIMOD information and PMOD information propagated from procedures called by P, thus calculating both direct and indirect side effects of P. CMOD at a call site is constructed from PMOD of the called procedure, and at an assignment, from CondLMOD of that statement. Finally, MOD at a statement is constructed from CMOD by summarizing over all contexts.

Non-visibles in procedure p are locations which map to no identifier in the scope of p; for example, a non-visible may be a local variable of the calling procedure which is accessible in the called procedure through an alias [9, 10].

EMPIRICAL RESULTS

This section describes and discusses execution results of the MOD_C analyses. The MOD_C, FSAlias, and FIAlias analysis code is implemented in C and analyzes a reduced version of C that excludes pointers to functions, exception handling, setjump and longjump. The results were gathered on a Sun Sparcstation 20 with 348 Mb of RAM.

Table 1 shows information about the 45 C programs that were analyzed. The programs are ordered by the number of ICFG nodes; this order is maintained in subsequent figures. The numbers of procedure calls, call statements, and assignment statements in each data program are shown. For MOD(n), the relevant statements in a program are assignments and procedure calls. Assignments through a pointer dereference are distinguished because these assignments have non-trivial solutions, whereas other assignments (e.g., i = 0;) have trivial solutions.

The last column of Table 1 indicates whether or not the FSAlias succeeds in calculating an alias solution for the program. FSAlias is unable to calculate a solution for 8 of the programs, because it runs out of space; FIAlias can calculate a solution for all the programs.

Table 1 raises the question of what characteristics of a program affect the availability of a flow- and context-sensitive alias solution. Certainly program size is a factor because of the relationship between size of solution and size of program, but it can’t be the only factor as the contrasting results for moria and zip show. Moria is a “large” program with a FSAlias solution. Nor do the size differences between zip and flex seem vast enough to indicate a threshold on the power of FSAlias.

The root of the problem is caused by recursive data structures. The FSAlias algorithm uses the somewhat naive k-limiting approximation to handle recursive data structures. However, in the cases of these larger programs that make excessive use of recursive data structures, the analysis gets bogged down in the generation and propagation of k-limited aliases. Mo-
ria has no recursive data structures. Zip uses recursive data structures much more heavily than flex.

MODC precision is reported in terms of the average number of fixed locations reported modified per kind of statement. Structure assignments raise the issue of how to count modifications to structure fields. The MODC analysis counts an assignment to a structure, say with three fields, as one fixed-location modification, and not as three. Counting is more complex when considering the total locations modified by a procedure; details can be found in [10], but are not required for the data presented here.

### Precision at Through-dereference Statements

Figures 2(a) and 2(b) report the average numbers of fixed locations modified per assignment through a pointer dereference for both MODC(FSAlias) and MODC(FIAlias). The MODC(FIAlias) result for moria is elided because it skews the figure; the raw numbers are presented instead. The bars for each program are divided into the kind of location being modified. Each segment of the average bar is the average over the numbers in Figure 2 for that kind of location being modified. Notice that the average number of fixed locations modified is not closely correlated to program size.

How precise are these results? Any executable assignment in a normally terminating program will modify at least one fixed location. Thus, 1 is a lower bound of total fixed locations modified per assignment statement (the dotted lines in Figures 2(a) and 2(b) show the line $x = 1$). The precision of these results for MODC(FSAlias) is very encouraging, and highlights the precision of the flow- and context-sensitive aliasing. The totals are all close to 1 with a maximum value of 2 and an average of 1.3. In contrast, MODC(FIAlias) is more imprecise, averaging 5.1, and sometimes being wildly inaccurate as in such cases as moria. Moria is a large program with very many large (though non-recursive) data structures with several aliases. Perhaps the inability of the MODC(FIAlias) algorithm to distinguish calling context and its inability to kill aliases explains the massive distortion between the MODC(FSAlias) and MODC(FIAlias) solutions for moria.

Figure 2(c) compares the average totals from Figures 2(a) and 2(b) in a more visually apparent manner. Again, moria is excluded from this comparison since it skews the figure. Finally, Figure 2(d) addresses the comparative difference between the MODC(FSAlias) and MODC(FIAlias) solutions. If sens is the number of fixed locations reported modified at some point by MODC(FSAlias), and in sens is the number reported by MODC(FIAlias) at that point, then Figure 2(d) shows the average of the calculation $|\text{insens} - \text{sens}|/\text{sens}$ over each through-dereference assignment in the program. This measurement indicates the proportion of the MODC(FIAlias) solution that must be in error. Low numbers here mean that the MODC(FIAlias) solution is nearly as precise as the MODC(FSAlias) solution. Zero means that the solutions are the same.

Despite these results, the precision of the MODC(FIAlias) analysis is not to be understated. Figure 3 shows the average proportion of reported fixed locations modified at through-dereference assignments to the number of fixed locations potentially modified. The number of fixed locations potentially modified by an assignment is the sum of the number of globals in the program, the number of dynamic allocation sites in the program, the number of locals in the enclosing procedure, and the number of accessible non-locals. Figure 3 shows what percentage the average totals reported by MODC(FIAlias) are of this worst-case. In parentheses after each bar is the average total number of fixed locations reported modified. Very low percentages indicate that the worst-case MODC solution is very much larger than what can be calculated using even flow- and context-insensitive data flow.

Tables 2 and 3 present another view comparing MODC(FSAlias) and MODC(FIAlias) that show histograms of the numbers of statements that modify a certain number of fixed locations. All the through-dereference assignments in all the programs are considered together when constructing these histograms. The histograms are...
Figure 2: Fixed locations modified by through-dereference assignments
For completeness, Figure 4 shows the results of MODC(FIAlias) on the programs for which MODC(FSAlias) does not generate a solution. Though in some cases these averages are high, they still represent vast improvement over the worst case, as shown by Figure 3.

For brevity, only assignments through a pointer dereference are broken down by fixed-location kind. For example, Table 2 says that 1803 of the through-dereference assignments modify 0 globals. The percent below column shows what percentage of the through-dereference assignments have that many total side effects or more. Gaps in the sequence indicate that there are no statements with that many side effects.

Again, the fact that 96% of the assignments report modifications to only 1 location in the MODC(FIAlias) analysis is indication of its precision. Contrast that to the MODC(FIAlias) histogram where 50% of the assignments are reported as modifying 3 or more fixed locations.

To see the flow- and context-insensitive histogram, the report of some assignments modifying 0 total locations arises because the front-end analysis does not correctly recognize the dynamic allocation in a declaration of a pointer with an initializer. For example, given

```c
char *a="moose";
```

the front-end does not recognize a[1] as a fixed location. Fortunately, this kind of declaration doesn’t occur very often. The front-end does correctly recognize declarations of arrays with initializers.
are reported. Direct assignments do not challenge the data-flow analysis, and the greater proportion of direct assignments to indirect assignments tends to hide the interesting results. The average number over all assignment statements of fixed locations reported modified by MODc(FIAlias) is 1.05. The average for MODc(FSAlias) is 1.9.10

**Precision at Call Statements**

Figures 5, 6 and 7 present the same information as Figures 2, 3 and 4, respectively, for locations modified by call statements. The conclusions to be drawn are similar. It is not surprising for a call statement to modify several variables. Thus, the notion of modifying close to one location as an indication of precision does not apply to call statement side effects. Nevertheless, as Figure 5(d) shows, the relative gain in precision from flow and context sensitivity is substantial.

**Timing Results**

Table 4 shows the analysis times for the MODc calculations broken into its two passes, and for a simple compilation using Gnu’s gcc compiler version 2.7.2 with no optimizations enabled. These numbers are as reported by the UNIX time utility, averaged over 5 executions. The notation MODc(FS) refers to the phase of the MODc(FSAlias) algorithm after the alias solution has been computed; similarly for MODc(FI).

Thus, these times in Table 4 do not include the alias analysis times, but are simply the time taken to calculate the MODc solution given the alias solution. The total analysis time is the sum of the two columns (columns 4 and 6 for MODc(FSAlias) and columns 5 and 7 for MODc(FIAlias)). The first thing to notice about the data in Table 4 is the dramatic difference between FSAlias and FIAlias analysis times. Figure 8 plots the two alias analysis times for the programs with a logarithmic scale on the time axis, and demonstrates at least an order of magnitude difference between the costs of the analyses. The MODc(FS) and MODc(FI) are both very fast, and are comparably fast, except in the case of moria. Figure 9 shows the MODc(FS) and MODc(FI) times with their averages. Notice that seem-

<table>
<thead>
<tr>
<th>Program</th>
<th>BAC</th>
<th>Compile time (s)</th>
<th>FSAlias time (s)</th>
<th>FIAlias time (s)</th>
<th>MODc(FS) time (s)</th>
<th>MODc(FI) time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>allroads</td>
<td>818</td>
<td>0.28</td>
<td>0.34</td>
<td>0.34</td>
<td>0.28</td>
<td>0.34</td>
</tr>
<tr>
<td>foldout</td>
<td>51</td>
<td>0.17</td>
<td>0.22</td>
<td>0.22</td>
<td>0.17</td>
<td>0.22</td>
</tr>
<tr>
<td>dfth</td>
<td>59</td>
<td>0.06</td>
<td>0.08</td>
<td>0.08</td>
<td>0.06</td>
<td>0.08</td>
</tr>
<tr>
<td>travel</td>
<td>698</td>
<td>1.36</td>
<td>1.36</td>
<td>1.36</td>
<td>1.36</td>
<td>1.36</td>
</tr>
<tr>
<td>golf</td>
<td>1002</td>
<td>1.06</td>
<td>1.06</td>
<td>1.06</td>
<td>1.06</td>
<td>1.06</td>
</tr>
<tr>
<td>fishing</td>
<td>1077</td>
<td>1.60</td>
<td>1.60</td>
<td>1.60</td>
<td>1.60</td>
<td>1.60</td>
</tr>
<tr>
<td>LASS</td>
<td>1292</td>
<td>2.19</td>
<td>2.19</td>
<td>2.19</td>
<td>2.19</td>
<td>2.19</td>
</tr>
<tr>
<td>anaplop</td>
<td>1319</td>
<td>2.34</td>
<td>2.34</td>
<td>2.34</td>
<td>2.34</td>
<td>2.34</td>
</tr>
<tr>
<td>congres</td>
<td>1459</td>
<td>2.76</td>
<td>2.76</td>
<td>2.76</td>
<td>2.76</td>
<td>2.76</td>
</tr>
<tr>
<td>zipnotes</td>
<td>1507</td>
<td>4.48</td>
<td>4.48</td>
<td>4.48</td>
<td>4.48</td>
<td>4.48</td>
</tr>
<tr>
<td>ana</td>
<td>1742</td>
<td>2.22</td>
<td>2.22</td>
<td>2.22</td>
<td>2.22</td>
<td>2.22</td>
</tr>
<tr>
<td>anaall</td>
<td>1719</td>
<td>2.23</td>
<td>2.23</td>
<td>2.23</td>
<td>2.23</td>
<td>2.23</td>
</tr>
<tr>
<td>congres</td>
<td>1805</td>
<td>4.50</td>
<td>4.50</td>
<td>4.50</td>
<td>4.50</td>
<td>4.50</td>
</tr>
<tr>
<td>anaempir</td>
<td>1792</td>
<td>2.49</td>
<td>2.49</td>
<td>2.49</td>
<td>2.49</td>
<td>2.49</td>
</tr>
<tr>
<td>ana</td>
<td>2374</td>
<td>5.40</td>
<td>5.40</td>
<td>5.40</td>
<td>5.40</td>
<td>5.40</td>
</tr>
<tr>
<td>anaplop</td>
<td>2407</td>
<td>6.90</td>
<td>6.90</td>
<td>6.90</td>
<td>6.90</td>
<td>6.90</td>
</tr>
<tr>
<td>ana</td>
<td>2525</td>
<td>6.82</td>
<td>6.82</td>
<td>6.82</td>
<td>6.82</td>
<td>6.82</td>
</tr>
<tr>
<td>ana</td>
<td>2544</td>
<td>6.80</td>
<td>6.80</td>
<td>6.80</td>
<td>6.80</td>
<td>6.80</td>
</tr>
<tr>
<td>ana</td>
<td>2879</td>
<td>7.60</td>
<td>7.60</td>
<td>7.60</td>
<td>7.60</td>
<td>7.60</td>
</tr>
<tr>
<td>ana</td>
<td>3050</td>
<td>7.80</td>
<td>7.80</td>
<td>7.80</td>
<td>7.80</td>
<td>7.80</td>
</tr>
<tr>
<td>ana</td>
<td>3731</td>
<td>8.90</td>
<td>8.90</td>
<td>8.90</td>
<td>8.90</td>
<td>8.90</td>
</tr>
<tr>
<td>ana</td>
<td>4300</td>
<td>10.78</td>
<td>10.78</td>
<td>10.78</td>
<td>10.78</td>
<td>10.78</td>
</tr>
<tr>
<td>ana</td>
<td>4629</td>
<td>12.07</td>
<td>12.07</td>
<td>12.07</td>
<td>12.07</td>
<td>12.07</td>
</tr>
<tr>
<td>ana</td>
<td>4846</td>
<td>14.31</td>
<td>14.31</td>
<td>14.31</td>
<td>14.31</td>
<td>14.31</td>
</tr>
<tr>
<td>ana</td>
<td>5604</td>
<td>16.32</td>
<td>16.32</td>
<td>16.32</td>
<td>16.32</td>
<td>16.32</td>
</tr>
<tr>
<td>ana</td>
<td>5943</td>
<td>18.81</td>
<td>18.81</td>
<td>18.81</td>
<td>18.81</td>
<td>18.81</td>
</tr>
<tr>
<td>ana</td>
<td>6242</td>
<td>20.40</td>
<td>20.40</td>
<td>20.40</td>
<td>20.40</td>
<td>20.40</td>
</tr>
<tr>
<td>ana</td>
<td>6540</td>
<td>22.01</td>
<td>22.01</td>
<td>22.01</td>
<td>22.01</td>
<td>22.01</td>
</tr>
<tr>
<td>ana</td>
<td>6832</td>
<td>23.63</td>
<td>23.63</td>
<td>23.63</td>
<td>23.63</td>
<td>23.63</td>
</tr>
<tr>
<td>ana</td>
<td>7118</td>
<td>25.20</td>
<td>25.20</td>
<td>25.20</td>
<td>25.20</td>
<td>25.20</td>
</tr>
<tr>
<td>ana</td>
<td>7390</td>
<td>26.91</td>
<td>26.91</td>
<td>26.91</td>
<td>26.91</td>
<td>26.91</td>
</tr>
<tr>
<td>ana</td>
<td>7648</td>
<td>28.70</td>
<td>28.70</td>
<td>28.70</td>
<td>28.70</td>
<td>28.70</td>
</tr>
<tr>
<td>ana</td>
<td>7854</td>
<td>30.50</td>
<td>30.50</td>
<td>30.50</td>
<td>30.50</td>
<td>30.50</td>
</tr>
<tr>
<td>ana</td>
<td>8033</td>
<td>32.30</td>
<td>32.30</td>
<td>32.30</td>
<td>32.30</td>
<td>32.30</td>
</tr>
</tbody>
</table>

Table 4: Comparative Analysis and Compile Times

10Without moria the average is 1.3.
Figure 5: Fixed locations modified at call statements
ingly large differences are not large because the scale of the time axis is so small. The only explanation so far for moria is that the FIAlias solution is sufficiently imprecise to cause the second pass of the MOD algorithm to do significantly more work. Finally, the good news is that in most cases, the MODC(FSAlias) analysis time is comparable to the compile time. This is an important feature for any analysis destined for compiler optimization. Figure 10 plots the total analysis times for MODC(FSAlias) (FSAlias + MODC(FS)) and MODC(FIAlias) (FIAlias + MODC(FI)) against the compile times for the data programs. Frequently, the MODC(FSAlias) analysis is within the same order of magnitude as the compile time, though, of course, there are dramatic exceptions such as flex and nethack.

RELATED WORK
Banning [1] first accomplished the decomposition of the MOD problem for FORTRAN (and other languages where aliasing is imposed only by call-by-reference parameter passing); he separated out two flow-insensitive calculations on the call multigraph: one for side effects and a separate one for aliases. Cooper and Kennedy [4, 5] further decomposed the problem into side effects on global variables and side effects accomplished through parameter passing. Burke showed that these two subproblems on globals and formals can be solved by a similar problem decomposition [2]. All of this work targeted the programming model of Fortran and related languages with no pointer usage.

Choi, Burke, and Carini mention an interprocedural modification-side-effects algorithm for languages with pointers based on their flow-sensitive pointer aliasing technique [3, 12]; it is difficult to compare this work to theirs, because they gave no description of their algorithm and offered no implementation results.
Another approach to side-effect analysis is to perform an interprocedural pointer aliasing algorithm and then identify all variables experiencing side effects at indirect stores through a pointer (i.e., at through-dereference statements) using the aliases found [16, 21]. This is often used as an empirical test of the precision of the alias solution obtained.

Ruf [16] compared the effect of context-sensitivity (or its lack) on a flow-sensitive points-to algorithm. Most of his reported data is with respect to the difference in precision of the points-to solution, with and without context information. This study is difficult to compare with the results presented here because of the use of a lower-level program representation (i.e., VDG vs. ICFG) and differences in the counting of side effects to individual structure fields.

Interprocedural distributive finite subset problems can be solved using a graph reachability technique on an "exploded" call graph of the program [15]. Capture of calling context is not an issue here since the problems being solved are of a form such that reachability in each procedure can be analyzed once for each parameter, regardless of calling context. Several flow- and context-insensitive algorithms for $\text{MOD}(P)$, differing by the points-to analysis used, have been profiled in [18]. This study shares the philosophy of the empirical results presented here, in that the effects of pointer aliasing on applications are reported. However, there are no flow- and/or context-sensitive analyses performed and direct comparison with $\text{MOD}_C(\text{FIAlias})$ is difficult, since only a flow- and context-insensitive $\text{MOD}(P)$ is defined with no per statement side effects, and side effects to structure fields and union members are not distinguished.

**OBSERVATIONS and CONCLUSIONS**

This is the first empirical comparative study of the effects of both flow and context sensitivity on an important data-flow problem. The obvious conclusion is that flow-/context-sensitive analysis yields significantly more precise solutions at far greater computation cost. Nevertheless, this is a complex and interesting trade-off.

**Flow- and context-sensitive analysis**

Flow- and context-sensitive data-flow analysis is capable of providing very accurate results for programs of substantial size. As expensive as it is, the cost of sensitive analysis is still not prohibitive for a large subset of the data programs, being on the order of the time to compile the program. Thus, the $\text{MOD}_C(\text{FIAlias})$ algorithm achieves scalability up to a certain point.\(^\text{11}\) In particular, substantially larger programs that don't use certain program constructs or patterns heavily can be analyzed. The contrast between moria and zip vividly shows the effects on alias analysis of heavy use of (large) recursive data structures. This level of scalability is rather surprising for a program-point-specific analysis. Further, note that users of software-engineering tools such as data-flow testers or off-line program understanding databases which gather def-use information about a large program in order to query it later, may be willing to accept analysis costs of several times that of the compilation time. Nevertheless, it seems apparent that flow- and context-sensitive analysis is not going to scale to the next order of magnitude without a major innovation. This means that whole-program sensitive analysis of large systems seems unattainable.

**Flow- and context-insensitive analysis**

Flow- and context-insensitive analysis is a very fast and scalable analysis. Whole program analysis of very large software, such as today's commercial applications, seems feasible. The loss of precision is a strong concern, however. Most applications of the modification-side-effects solution need quite precise results. Nevertheless, it is interesting that the flow- and context-insensitive solutions are very much more precise than the worst-case estimate, meaning that there is still significant gain to be had from using this inexpensive analysis. Software-engineering tools such as smart semantic browsers which trace approximate def-use information or debuggers which use run-time traces augmented by compile-time knowledge are possible consumers of insensitive side-effect information. So, flow-/context-insensitive analysis can be very effective for certain applications, being both accurate and inexpensive.

**Comparison of sensitivity**

One claim being disputed in the analysis community is that flow- and context-sensitive analysis will obtain much better precision than flow- and context-insensitive analysis on important programs, such as modification side effects.

The empirical results on through-dereference assignments and calls confirm the belief that analysis solution procedure sensitivity provides discernibly increased precision in the solution obtained; for program transformation or testing and validation applications, this accuracy may be required.

**Where to now?**

This study raises three topics for further exploration. The first is how to incorporate flow and context sensitivity into analysis of very large programs. Zhang et al. [21] report on a program decomposition strategy, where the alias relation induces a partitioning of the assignment statements involving pointer variables. This in turn can be used to decompose the program into sections for which analyses of differing precision and cost can be applied; this is especially effective if an expensive analysis can be avoided where much greater accuracy will not be achieved. Initial experiments targeted recursive data structures as subjects for a flow- and context-insensitive alias analysis with appealing results. More experimentation is needed to comprehend the possibilities in this approach, both in terms of choice of analyses to apply to which program sections and also in terms of varying the program decomposition.

The second topic is how to make flow- and context-insensitive analysis more effective without increasing the

11 Previously published results are only up to 4700 lines of code.
cost. An interesting idea stems from the observation that safe analyses produce supersets of the real solution. The intersection of the solutions generated by different, safe analyses for the same problem must also be safe, and may be closer to the real solution. Recently, Shapiro and Horwitz used this idea with several flow- and context-insensitive points-to analysis algorithms [19]. This approach needs more exploratory experimentation.

The final topic is to explore more fully the kind of program construct and programming style that foils data-flow analysis. Perhaps the availability of precise, flow- and context-sensitive data-flow analysis would be sufficient motivation to change programming practice, language design and programmers’ habits.
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