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Two names are aliased if they refer to the same location at a program point during execution. Pointer aliasing analysis for C programs is essential for compile-time analyses and optimizations. Many techniques have been proposed in the literature. Some are fast, but not so precise; some are quite precise, but not fast in some cases.

We have developed a technique which decomposes program statements into independent sets in terms of their effects on pointer aliasing. Each set implies a program segment which includes the statements in the set and some control statements. Each segment can be analyzed for pointer aliasing independently. Therefore the program decomposition allows the use of more than one analysis algorithm on a same program and the use of appropriate aliasing analyses based on characteristics of pointers being analyzed. We handle features in C such as function pointers, indirect calls through functions pointers, unions, and type casting with some restrictions.

We have also developed a points-to analysis algorithm and an aliasing analysis algorithm. Both are flow-insensitive and context-insensitive; thus they are efficient and can be used on large programs. For each assignment $lhs=rhs$ in a program, the aliasing analysis effectively assumes there is also an assignment $rhs=lhs$ while the points-to analysis does not make such assumptions. Therefore the points-to analysis is more precise than the aliasing analysis.
We have implemented prototypes of the program decomposition, the points-to and the aliasing analysis algorithms; empirical results on a set of C programs are given. We have also experimented with combining two or more aliasing/points-to analyses for a same program by using the program decomposition; we present empirical results of our preliminary experiment.
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Chapter 1

Introduction

When two names refer to the same location, we say they are *aliased* and the two names constitute an *alias*. In languages such as FORTRAN, aliases can be created by call-by-reference parameter passing at procedure calls. For example, with the call `proc(a)` for procedure `proc(f)`, where `a` is the actual parameter and `f` is the formal parameter, `f` and `a` refer to the same location during the call. In languages with general-purpose pointers, such as C, aliases can be created by assignments to pointers. For example, with the assignment `p = &a`, where `p` and `a` are variables, `p` points to `a` afterwards, in other words, `*p` and `a` refer to the same location and `(*p, a)` is an alias. In languages such as C++, aliases can be created by both call-by-reference and pointers. An alias is a *may* alias if it may hold at a program point along some execution path; an alias is a *must* alias if it holds at a program point along all execution paths to the point.

Compile-time alias information is crucial to other compile-time analyses (such as modification side effect analysis, semantic change analysis), compile-time optimizations (such as code motion, register allocation), and software tools for testing, debugging, program integration. Without the alias information, conservative assumptions have to be made in these analyses, optimizations and tools.

The call-by-reference may alias problem has been well studied [Ban78, Coo85]. There has been much research on the pointer may alias problem as well [Wei80, CR82, Cou86, LH88, Coo89, LR92, CBC93, AL94b, Den94a, AL95, NPD87, SFRW90, EGH94, And94, BCCH95, Ruf95, WL95, Ste95, Ste96a, Ste96b, SH97b]; some of the work calculate points-to information, from which may aliases can be derived. In this thesis, we will be focusing on the may alias problem for pointers in C-like languages.

The work in this thesis addresses several unsolved research problems. The first
problem is the conflict between precision and scalability. Some analyses are fast and can handle programs of large size, but are quite approximate sometimes; others are quite precise, but are too costly for large programs in terms of space or time. The second problem is that most of the extant analyses do not handle features such as unions and type casting. This may affect scalability as large programs tend to use unions or type casting. The third problem is that most of the extant analyses treat different kinds of pointers (function pointers, finite-level pointers, pointers for dynamically allocated data structures, etc.) in exactly the same way. This may not be such a good idea because no single approach may be effective for different kinds of pointers in terms of cost and precision. The exceptions are the work on shape analysis [JM81, JM82, HN89, CWZ90, HN90, Ghi95, GH96, SRW96], where they only focus on pointers to dynamic data structures, and the work done at McGill University [EGH94, Ghi95, GH96], where they first proposed different analyses for pointers to the stack, pointers to the heap and pointers to dynamically allocated arrays. In this thesis, we provide some solutions to the aforementioned problems.

A Points-to Analysis Algorithm Inspired by Andersen's work [And94], we developed a points-to analysis algorithm that handles unions and type casting. Instead of using constraints and constraint solving techniques, as Andersen did, we formulate the analysis as a data flow analysis. In the analysis, assignments are treated asymmetrically, that is, given an assignment \( lhs = rhs \), \( lhs \) points to whatever \( rhs \) points to, but not vice versa. Declared unions are considered by calculating their common initial sequences [KR88] and treating names in the common initial sequences as aliases. Type casting is treated as a way of creating unions at run-time, that is, by casting, a location can be accessed as a type different from its declared type and thus is effectively a union; they are handled similarly as the declared unions. In Chapter 4, we present the points-to analysis algorithm and compare it empirically with the Landi/Ryder aliasing algorithm [LR92]. Our empirical results show the points-to analysis is fast and almost as precise as the Landi/Ryder algorithm for some test programs.

Program decomposition We developed an algorithm that calculates an equivalence relation on the names in a program. Each equivalence class of the relation has
a set of assignments associated with it, which use names in the class. The equivalence relation can be depicted as a graph, where nodes represent equivalence classes and directed edges represent a relation between names in these classes; for example, there is an edge from the class for the name \( p \) to the class for the name \(*p\). The graph can be decomposed into weakly connected components. Using the weakly connected components, the equivalence relation partitions the assignments in the program into independent sets with respect to their aliasing effects; each set of assignments induces a program segment including the assignments and other control statements, which can be analyzed for pointer aliasing separately. Within a weakly connected component, the equivalence relation makes explicit the dependences among sets of assignments for aliasing analysis; this information is important, for instance, for finding aliases for function pointers and constructing call graphs without analyzing the whole program.

This idea of program decomposition was motivated by the work by Altucher and Landi at Siemens Corporate Research that separates the analysis of function pointers from other pointers for call graph construction [AL94a]. In Chapter 5, we present the program decomposition algorithm for programs without indirect calls, unions or casting; in Chapter 6, we extend it to handle programs with indirect calls, unions and casting by using the points-to analysis on selected parts of programs to resolve indirect calls and type casting.

An Aliasing Analysis Algorithm From the equivalence relation calculated for program decomposition, aliasing information can be derived. This analysis treats assignments symmetrically, that is, if there is an assignment \( lhs = rhs \) in a program, the analysis will make \(*lhs\) aliased to whatever \(*rhs\) is aliased to and vice versa, thus effectively assume there is also an assignment \( rhs = lhs \). Because of this, the analysis may be approximate sometimes. We have empirical results that show this analysis is more approximate than the points-to analysis algorithm, but it may be good enough for some applications.

Combined Analysis Experiment Using results of the program decomposition, we apply two aliasing analyses to different program segments to explore the tradeoff of precision and efficiency. In Chapter 7, we explain the experiments conducted and show
the empirical results.

The rest of the thesis is organized as follows. Chapter 2 explains some of the terminology used throughout this thesis. Chapter 3 is an overview of the research work related to this thesis. Chapter 4 through Chapter 7 present the work explained above. Chapter 8 gives conclusions and future work. The two appendices provide proofs for the aliasing analysis algorithm in Chapter 5: Appendix A proves that a graph representation captures the alias relation defined. Appendix B proves the alias relation is a safe estimate of the run-time alias information.

The main contributions of this thesis are as follows:

- a program decomposition technique. We first propose the idea of program decomposition for pointer aliasing analysis. There are many potential applications for the decomposition; we have explored some of them in this thesis, such as partial aliasing analysis for function pointers and combined analysis.

- a uniform way of handling union and casting in aliasing analysis. Our approach is consistent with the C standard about unions. We are the first to consider type casting as a way of creating run-time unions.

- a points-to analysis algorithm that explicitly handles unions and type casting.

- an aliasing analysis algorithm. The version of the algorithm for programs without indirect calls, unions, or type casting is similar to Steensgaard’s work [Ste95, Ste96b], but was discovered independently. The version for programs with indirect calls, unions, and type castings is different from Steensgaard’s algorithms in the way that unions and casting are handled.

- empirical results for the above algorithms. We have implemented the above algorithms and studied them empirically on a set of 21 real C programs. These programs contain unions and type casting; some of them are of considerable size (>10,000 lines of code).
Chapter 2

Terminology

2.1 Object Names

For analysis purposes, programs are represented in an intermediate form. In the intermediate representation, we refer to memory locations and addresses of these locations through what we call object names. An object name for a memory location starts with either a variable name or a heap name, followed by a sequence of applications of structure/union member accesses (.member), array reference ([]), or pointer dereferences (*). Variable names are declared in the source program. Heap names are created explicitly for locations dynamically allocated in the program and they are of the form heap.id, where id is the statement ID of the corresponding heap allocated. Statically, some object names always refer to the same memory locations (e.g., p, x.g); we call them location names. Others can refer to different memory locations (e.g., *p, p→g) depending on what locations pointers point to during program execution\(^1\); we call them dereferenced names. The address operator (&) can be applied to object names to get addresses of memory locations. Object names without & can be used as either l-values or r-values in a program, but object names with & can only be used as r-values. The syntax of object names and location names is given in Figure 2.1. Note that p→f is same as (*p).f in C.

Each object name has its declared type associated with it implicitly so that we can talk about object names of pointer type or structure type. Only well-typed object names will be considered, that is, a member access can only be applied to a name of structure type with that member name and * can only be applied to a name of pointer

\(^1\)One of the purposes of pointer aliasing analysis is to determine the locations to which these names may refer.
ObjAux ::= VarName (variable name)  
| HeapName (heap name)  
| ObjAux-member (structure or union member)  
| *ObjAux (pointer dereference)  
| ObjAux[ ] (array element)

ObjName ::= ObjAux  
| &ObjAux (address operator)

LocName ::= VarName | HeapName | LocName-member | LocName[ ]

precedence:  * > [ ] > .member > & 

associativity:  *  right-associative  (i.e., **p = *(p) )  
[ ] , .member  left-associative  (i.e., s.f1.f2 = (s.f1).f2)

Figure 2.1: Object Names and Location Names

type. The address operator can be applied to any name.

We assume each structure or union member in a program has a unique name. We call structure/union member accesses (.member), array reference ([ ]), and pointer dereference ( * ) accessors. We define three useful functions in Figure 2.2. Given an object name and an accessor, apply returns the object name obtained after application of the accessor; apply* applies a sequence of accessors to an object name and returns the resulting name. The function NumOfDerefs(a1a2...an) is defined to be the number of pointer dereferences ( * ) in the sequence of accessors a1a2...an. For example, we have:

\[
apply(& (p \rightarrow f) , * ) = p \rightarrow f \\
apply(*p , f) = (**p) . f \\
apply^* (p , * . f) = (**p) . f \\
\]

NumOfDerefs( * . f ) = 1
\[ \text{apply}(o,*) = *o \]
\[ \text{apply}(o,[]) = o[ ] \]
\[ \text{apply}(&o,*) = o \]
\[ \text{apply}(o,\text{member}) = o.\text{member} \]

\[ \text{apply}^\ast(o,e) = o \]
\[ \text{apply}^\ast(o,a_1a_2\ldots a_n) = \text{apply}^\ast(\text{apply}(o,a_1),a_2\ldots a_n) \]

\[ \text{NumOfDerefs}(a_1a_2\ldots a_n) = \text{the number of } * \text{ in the sequence of accessors, } a_1a_2\ldots a_n. \]

Figure 2.2: Definition of \textit{apply}, \textit{apply}^\ast and NumOfDerefs

### 2.2 Types

We will use the declared types in source programs in our analyses. The following are the possible types:

- **void type**

  This type represents an empty set of values. It is usually used as the return type of functions. The type \textit{void} * can be used for generic pointers.

- **primitive types**

  These types are \textit{char}, \textit{short int}, \textit{long int}, \textit{int}, \textit{float}, \textit{double} and \textit{long double}. Specifiers \textit{sign} and \textit{unsigned} can be applied to \textit{char} and \textit{int}.

- **pointer types**

  These types include pointers to any type.

- **array types**

  One-dimension and multiple-dimension arrays of any type are allowed.

- **structure types**

  A structure consists of an ordered sequence of named members of various types.

- **union types**

  A union type defines several named members of various types; a location of the union type may contain any one of the members.
Types like `int`, `float`, and `struct foo` are called simple types. More complicated types are represented by a simple type and a sequence of modifiers such as `[]` (array), `*` (pointer), and `()` (function). Note that array size information is not important in type representation\(^2\). For example, `int *[]` represents the type of arrays of pointers to integer. Some examples are given in Figure 2.3.

Type specifiers in C such as auto, register, static, signed, unsigned, const, or volatile, will be ignored when we consider whether or not two types are the same. We say two types are the same if they are name equivalent without any type specifiers. Because array sizes are not taken into consideration here, two array types of different sizes are considered same. Thus our notion of same types is different from the conventional one.

Now we define two functions to obtain types of union members, structure members or array elements. Given a union or structure type `t` and a union or structure member `m`, function `member-type(t, m)` returns the type of the union or structure member. For example,

\[
\text{member-type( struct foo \{ int a; float b; char c; \} , b) = float}
\]

To obtain types of array elements, we define the function `elem-type`. Given an array type `t`, function `elem-type(t)` returns the type of array elements. For example,

\[
\text{elem-type(int [ ])} = \text{int}
\]

\(^2\)For access patterns (Chapter 4), we need to know array sizes.
2.3 Typed Object Names

We may associate type information with object names explicitly; we call them typed object names. Some examples are:

\(<u, int>, <y, float>, \text{and } <s, struct foo>\)

We have three accessors: \(m\) for members of structures or unions, \([\ ]\) for array references, and \(\ast\) for pointer dereferences. We explicitly associate types with accessors. Thus we have three kinds of typed accessors:

- \(<m, t>\), where \(t\) is a structure or union type and \(m\) is a member of the type
- \(<[\ ], t [\ ]>\)
- \(<\ast, t \ast>\)

In Figure 2.4, we give the definitions of three functions: \(\text{apply}_T\), \(\text{apply}^\ast_T\), and \(\text{NumOfTypedDerefs}\). Given a typed object name and a typed accessor, \(\text{apply}_T\) derives a new name. Note that the types of the typed object name and the typed accessor have to be compatible with each other; otherwise the function will return \(\text{error}\). An array name of type \(t [\ ]\) can be converted into a pointer name of type \(t \ast\). Thus we can apply both \(<[\ ], t [\ ]>\) and \(<\ast, t \ast>\) to a name \(<o, t [\ ]>\) as illustrated in Figure 2.4. \(\text{apply}^\ast_T\) applies a sequence of typed accessors to a typed object names and returns either the derived name or \(\text{error}\). Finally the function \(\text{NumOfTypedDerefs}\) returns the number of pointer dereferences (\(\ast\)) in a sequence of typed accessors. In Figure 2.5, we show some examples of these functions.

2.4 Thru-deref MOD/REF Problems

We will use the aliasing solution of an analysis to determine the locations modified or referenced through each name containing pointer dereferences (e.g., \(\ast p, p \rightarrow f\)). Specifically, the two problems are:
\[ apply_T\left(<s, \text{struct foo} \ast \rangle, <\ast, \text{struct foo} \ast \rangle\right) = <s, \text{struct foo}> \]
\[ apply_T\left(<\ast f, \text{float} \ast \rangle, <\ast, \text{float} \ast \rangle\right) = <\ast f, \text{float}> \]
\[ apply_T\left(<\ast p, \text{struct foo} \rangle, <c, \text{struct foo}>\right) = <p\rightarrow c, \text{float} > \]
\[ apply_T\left(<a, \text{int} [ ] \rangle, <[ ], \text{int} [ ]\rangle\right) = <a[ ], \text{int}> \]
\[ apply_T\left(<\& y, \text{float} \ast \rangle, <\ast, \text{int} \ast \rangle\right) = \text{error} \]
\[ apply_T\left(<p, \text{struct foo} \ast \rangle, <\ast, \text{struct foo} \rangle <c, \text{struct foo}>\right) = <p\rightarrow c, \text{float} > \]
\[ \text{NumOfTypedDerefs}(<\ast, \text{struct foo} \rangle <c, \text{struct foo}>) = 1 \]

Figure 2.4: Definition of \( apply_T \), \( \bar{apply}_T \) and \( \text{NumOfTypedDerefs} \)

\[ apply_T\left(<\& s, \text{struct foo} \ast \rangle, <\ast, \text{struct foo} \ast \rangle\right) = <s, \text{struct foo}> \]
\[ apply_T\left(<\ast f, \text{float} \ast \rangle, <\ast, \text{float} \ast \rangle\right) = <\ast f, \text{float}> \]
\[ apply_T\left(<\ast p, \text{struct foo} \rangle, <c, \text{struct foo}>\right) = <p\rightarrow c, \text{float} > \]
\[ apply_T\left(<a, \text{int} [ ] \rangle, <[ ], \text{int} [ ]\rangle\right) = <a[ ], \text{int}> \]
\[ apply_T\left(<a, \text{int} [ ] \rangle, <\ast, \text{int} \ast \rangle\right) = <a[ ], \text{int}> \]
\[ apply_T\left(<\& y, \text{float} \ast \rangle, <\ast, \text{int} \ast \rangle\right) = \text{error} \]
\[ apply_T\left(<p, \text{struct foo} \ast \rangle, <\ast, \text{struct foo} \rangle <c, \text{struct foo}>\right) = <p\rightarrow c, \text{float} > \]
\[ \text{NumOfTypedDerefs}(<\ast, \text{struct foo} \rangle <c, \text{struct foo}>) = 1 \]

Figure 2.5: Examples of \( apply_T \) and \( \bar{apply}_T \)
• Thru-deref MOD problem: for each dereferenced name appearing as the left hand side of an assignment (e.g., $*p=\ldots$, $**p=\ldots$), the locations whose values may be modified by this assignment due to aliasing is determined.

• Thru-deref REF problem: for each dereferenced name used in a non-lhs context in the program (e.g., $\ldots=**p^3$, $func(\ldots,*p,\ldots)$), the locations whose values may be referenced due to aliasing is determined.

We calculate the average number of locations modified or referenced indirectly through dereferenced names for each program as a measurement of the precision of the aliasing solution obtained by the various analyses.

$^{3}**p$ is counted as one reference rather than two references (one for $*p$ and one for $**p$).
Chapter 3
Related Work

Many areas of research are related to the work in this thesis. In this section, we summarize them in seven sections. Section 3.1 is concerned with program decomposition techniques for data flow analyses. Section 3.2 is about the complexity results of aliasing-related data flow problems. Both Section 3.3 and Section 3.4 talk about pointer analysis algorithms; the difference is the representation: alias relation or points-to relation. Section 3.5 emphasizes work on analyzing shapes or lifetime of data structures and Section 3.6 focuses on work on call graph construction. Finally, in Section 3.7, some analyses or optimizations that use aliasing or points-to results are briefly mentioned.

3.1 Program Decomposition for Data Flow Analyses

Any of the traditional data flow problems such as reaching definitions and live variables problems [Hec77], when solved for a program without any aliasing, can be thought of as a set of subproblems, one for each variable in the program. Each subproblem can be solved independent of others. The program can be easily decomposed for these subproblems.

Zhang, Ryder and Landi [ZRL96] presented a program decomposition technique, which partitions the assignments in a program with respect to their aliasing effects. The program decomposition allows different aliasing analyses to be applied to independent parts of the program. The idea of the technique is presented in Chapter 5 of this thesis.

Ruf [Ruf97] talked about the idea of program decomposition for data flow analyses. To obtain a decomposition, he suggested using either declared types in programs or using type inference techniques such as [Ste96a, Ste96b]. One of his target problems was points-to analysis.
3.2 Theoretic Classification of Aliasing-related Problems

Weihl [Wei80] proved that the problem of determining possible values for procedure variables (i.e., single-level function pointers in C) for programs without any other aliasing is P-space hard.

Myers [Mye81] used the NP-complete 3-satisfiability problem [Coo71] to prove that the interprocedural live variable problem is NP-complete, the interprocedural available expression problem and must-summary problem are co-NP-complete in the presence of call-by-reference aliases. These problems are intractable because there may be an exponential number of alias sets.

Using a variation of the proof by Myers, Larus [Lar91] proved that the intraprocedural aliasing problem in the presence of dynamic data structures is NP-complete.

Landi and Ryder [LR91] proved that both the may aliasing problem and the must aliasing problem (intraprocedural or interprocedural) are polynomial for single-level pointers (i.e., only one pointer dereference is allowed); they also showed the intraprocedural may aliasing problem is NP-hard and the intraprocedural must aliasing problem is co-NP-hard for for multiple-level pointers (i.e., more than one pointer dereferences are allowed) and recursive data structures. Their proofs of NP-hardness are also variations of Myers's.

Landi [Lan92] showed that the may aliasing problem is P-space hard for any finite number (≥ 2) of pointer dereferences and is undecidable for recursive data structures, where the number of dereferences is not known at compile time. Ramalingam [Ram94] provided a simpler proof of the same results by reducing the Post Correspondence Problem to the may aliasing problem.

3.3 Aliasing Analysis

Aliasing analysis represents aliases by pairs of names, for example, (*p,*q) means the two names, *p and *q, refer to the same location. Most aliasing analyses determine may information, that is, the two names may be aliased along some execution path. There are few analyses which calculate must information, that is, the two names must be
aliased along *all* execution paths. Unless noted, all aliases mentioned in this section are may aliases. Few aliasing analyses handle languages features such as type casting and unions in C. In the following discussion, unless mentioned specifically for an analysis, it is assumed that it does not consider these features.

Weihl [Wei80] probably developed the first algorithm for finding pointer aliases. His algorithm calculated aliases due to both pointers and call-by-reference. He did not take control flow information into account and considered all pointers as if they were single-level; the name *p represents any location accessible through the variable p. The main idea is to calculate an *asymmetrical relation AFFECT*; *(X,Y)* in AFFECT means that *X* is aliased to *Y* and to any name that is aliased to *Y*, but there may be some names that are aliased to *X* but not to *Y*. This models exactly the call-by-reference aliasing; if *F* is a formal parameter of a procedure and *A* is the corresponding actual parameter at a call, then *(F,A)* is in the AFFECT relation. For a pointer assignment *p = q*, *(p,p,q)* is in AFFECT; but this is not enough with pointer assignments because there may be names that are aliased to p. So an iterative algorithm is used to calculate the AFFECT relation by considering all pointer assignments and aliases for their left hand sides. The alias solution is AFFECT* o (AFFECT*)T*.

Chow and Rudmik [CR82] presented an algorithm for finding aliases at program points. Similar to Weihl’s work, they handled aliases caused by both pointers and call-by-references, and used the name *p to represent any location accessible through the variable p. Their approach differed from Weihl’s in that intraprocedural control flow information was taken into account. They defined equations relating the alias solution after the execution of a node to the solution before the node. Interprocedural propagation of aliases in their algorithm is imprecise as aliases at the exit of a procedure are propagated to all calls of the procedure and thus all calling contexts are merged together.

Coutant [Cou86] gave a staged analysis for finding program aliases. In the first stage, a set of language-specific alias rules are applied and a set of equations are set up. In the second stage, a transitive closure is performed on the equations and alias solutions are transformed into a form suitable for a global optimizer. By changing the
alias rules, the algorithm can be easily adapted for different languages. The analysis handles multiple-level pointers and pointers in aggregates such as arrays and structures, but it is very conservative about aliasing effects of procedure calls; for instance, pointers returned by calls are assumed to point to any global or local whose address is taken, and thus it is really an intraprocedural analysis. To remedy this, she allowed user-provided specifications of effects of procedures. The alias rules such as the assignment rule and the delayed-action rule for \( * \), are very similar to our constraints or data flow equations for points-to analysis in Chapter 4.

Larus and Hilfinger [LH88] calculated alias graphs at program points. Nodes in alias graphs represent variables or structure locations and edges represent pointers. Edges are labeled with structure member names and nodes are labeled with paths in alias graphs. Intuitively, alias graphs describe relations between variables, structures, and pointers. The labels in alias graphs are very important because they allow accesses at different statements to be compared and conflicts to be detected. Their analysis is mainly about how to maintain these labels and is quite complicated. They used the k-limiting technique [JM81] and summary nodes to deal with unboundedness of alias graphs. The interprocedural version of the analysis propagates along unrealizable paths.

Cooper [Coo89] developed an aliasing algorithm that used the last call site and a set of aliases at procedure entries to ensure that aliases are propagated interprocedurally along realizable paths. This approach may not be practical because of the potentially exponential cost in time and space.

Landi and Ryder [LR92] gave a flow-sensitive and context-sensitive algorithm for pointer aliasing analysis. The algorithm calculates program-point-specific may aliases. Interprocedurally, it uses assumed aliases for calling contexts. This is good enough for single-level pointers as the algorithm is proved precise for programs with single-level pointers, but is approximate with aliases involving multi-level pointers because aliases from different calls may be combined for safety. They presented empirical results of the analysis on a set of test programs and discussed various cases in which approximation must be made for the safety of the analysis. The analysis explicitly represents all
possible aliases using the k-limiting scheme [JM81], which may not be efficient with programs using recursive data structures.

Choi, Burke, and Carini [CBC93] had a pointer aliasing algorithm similar to Landi and Ryder’s [LR92]. There are two main differences. First, they used a compact representation of aliases, that is, aliases that can be derived from others are not explicitly represented. This may improve analysis precision in some cases and may deteriorate precision in others [EGH94]. Second, they used an alias set and a call site to represent a call context; by doing this, they were able to differentiate calling contexts better than Landi and Ryder [LR92]. However, even with this representation, a mix of aliases from different calls may still happen as the call sites in their representation are just simple call chains of length 1. Furthermore, the effect of this context representation in practice is not clear as they did not provide any empirical results of their analysis. Marlowe, etc. [MLR+93] gave a good comparison of this algorithm and Landi and Ryder’s [LR92].

Altucher and Landi [AL94b] implemented an algorithm for finding program aliases. Given a program, a set of names is derived first and initially each name is in an equivalence class by itself. For each pointer assignment \( p = q \), the equivalence classes for \( *p \) and \( *q \) are unioned; furthermore, if the names, \( **p \) and \( **q \), exist, their equivalence classes are unioned; or if the names, \( p \rightarrow f \) and \( q \rightarrow f \), exist, their equivalence classes are unioned. Thus the algorithm calculates a reflexive, symmetrical, transitive and right-regular relation; any two names in an equivalence class are considered aliased. The algorithm uses the lower-level offset-size representation for names to handle features such as unions and type casting. If two names may be overlapped, they are considered aliased. They also handle function pointers and indirect calls.

Deutsch [Deu94] presented an aliasing analysis for recursive pointer data structures. He used regular expressions with integer variables to represent names (e.g., \( x \rightarrow (tl \rightarrow j^i hd, \text{ where } i \text{ is } 0, 1, \ldots) \). An alias consisted of two names and a constraint on the integer variables in the two names (e.g., \( x \rightarrow (tl \rightarrow j^i hd, y \rightarrow (tl \rightarrow j^j hd), j = i + 1 \)); this representation is very powerful; for instance, the above alias indicates \( i^{th} \) element of list \( x \) is aliased to the \( j^{th} \) element of list \( y \). The constraints on integer variables can be expressed in a numerical lattice, which is a parameter of the analysis. The algorithm
is flow-sensitive, context-sensitive, and is based on the idea of abstract interpretation; it can be potentially expensive. He did not have any empirical results to show the precision and cost of the analysis.

Altucher and Landi [AL95] presented an algorithm for calculating local must alias information for dynamically allocated locations. They named dynamic locations either by allocation sites in the case of calls to library allocation routines or by return nodes in the case of calls to user-defined allocation routines. Since each dynamic location name may represent more than one memory location, for example, when the allocation routine invoked is in a loop, they emphasized the last location created by an allocation routine and represented by a dynamic location name. The control flow graphs are broken down into segments so that it makes sense to talk about these last dynamic locations in each segment. An inexpensive and non-iterative analysis is applied to each segment to calculate the must aliases for dynamic location names. They empirically showed that these must aliases can be used to kill reaching definitions of dynamic locations and thus improve the quality of def-use information.

Neiryck, Panangaden, and Demers [NPD87] presented an algorithm for finding aliases in a higher order functional language with a few imperative constructs. They introduced the concept of variables which denote locations; two variables may refer the same location and thus are aliased through assignments or parameter passing. These variables are similar to single-level pointers. For each expression in a program, their algorithm finds a set of variables, each of which may be aliases to some variable in the expression; this set is called the alias set of the expression. The alias sets are then used in calculating the set of variables involved in evaluating each expression, which is called the support set of the expression. The support sets are used to determine if two expressions can be evaluated independently (i.e., it is used for dependence analysis). They used the approach of abstract interpretation [CC77].
3.4 Points-to Analysis

Points-to analysis uses the points-to representation, for example, \((p, a)\) means variable \(p\) points to the location \(a\). This is a partial representation of alias information as complete alias information needs to be derived from points-to pairs using transitive closure, with potential loss of precision [EGH94]. For example, if we have the points-to pairs, \((p, a)\) and \((q, a)\), we can say \((p, q)\) is an alias, but only when the two points-to pairs hold along same execution paths. On the other hand, the points-to representation is more compact than the alias representation; in some cases, it can prevent extraneous aliases [EGH94].

Most points-to analyses determines may information, that is, a pointer may point to a location along some execution paths. There are few analyses that compute definite information, that is, a pointer must point to a location if it points to anything along all execution paths. Few points-to analyses handle language features such as type casting and unions in C. Unless mentioned specifically for an analysis, it is assumed that it does not consider these features.

Sagiv, Francez, Rodeh, and Wilhelm [SFRW90] presented an approach to calculating statically simple assertions that may or must hold at program points during execution. As examples, they applied the approach to three variants of the pointer equality problem in PASCAL-like languages, which is to determine if two pointers may or must point to the same location at a program point. Their analyses can handle simple boolean conditions involving pointers such as \(p_1 = p_2\) or \(p_1 \neq p_2\); they can also calculate may and must information simultaneously. But the analyses are intraprocedural only and they only allow pointers to simple types (i.e., single-level pointers only, no arrays, no records as in PASCAL).

Emami, Ghiya, and Hendren [EGH94] presented a flow-sensitive, context-sensitive algorithm for points-to analysis. The algorithm is mainly for points-to relations between stack locations as there is only one abstract location for all heap locations, to which all heap-directed pointers may point. For more calling context information, they use the invocation graph, which is the result of unfolding the call graph. In their analysis;
this unfolding is theoretically exponential in cost, but seems to be feasible in practice.
The analysis computes both possible (i.e., may) and definite (i.e., must) points-to pairs, where the definite information can be used to improve the kill effect of statements. They handle function pointers naturally in the points-to analysis and construct the invocation graph incrementally.

Andersen [And94] developed a flow-insensitive and context-sensitive points-to analysis algorithm, which seems to be the only one of its kind. He first provided a specification of the points-to analysis as a non-standard type inference system, where, given a points-to solution, each expression is associated with a set of abstract locations it may denote. He then formulated the specification as a constraint system, in which each abstract location is assigned a type variable and constraints on these type variables are derived from the program. Finally, he solved the constraint system and instantiated the type variable for a location with a set of abstract locations, to which the location points.

To identifying different contexts for procedures, he unfolded call graphs to get static call graphs, which is similar to the invocation graphs [EGH94]. If a procedure has $n$ call contexts based on static call graphs, each of its formal parameters, location variables, allocation sites, etc., has $n$ variants, one for each call context; each constraint derived from programs is over vectors of variants. His analysis considered the direct effects of type casting, but not the indirect ones such as locations being accessed inconsistently. No empirical results of the analysis were given.

Burke, Carini, Choi, and Hind [BCCH95] gave a flow-insensitive, context-insensitive algorithm for finding points-to information. One difference between this algorithm and others is that they employed two kinds of precomputed kill information to improve the precision of the flow-insensitive analysis. One kind summarizes aliases that will killed along all paths from the entry of a procedure to a call site, which may reduce number of aliases propagated to the procedure being called. Another kind summarizes aliases that will be killed along all paths from a call site to the exit of a procedure, which may reduce number of aliases true at the exit of the procedure. Nevertheless, the effectiveness of the kill information in practice is unknown as no empirical results were given. Their algorithm also does incremental analysis for function pointers and
constructs call graphs incrementally.

Ruf [Ruf95] presented an empirical comparison of one context-sensitive and one context-insensitive points-to analyses. Both analyses are flow-sensitive, but one propagates along realizable paths only, and another propagates along all paths in a supergraph consisting of the control flow graphs of all procedures. For a set of test programs, he found the context-sensitive algorithm yields fewer points-to pairs than the context-insensitive one. For the Thru-deref MOD/REF analyses using the points-to results, the two analyses generate same precision, that is, the extra points-to pairs created by the context-insensitive analysis do not affect the Thru-deref MOD/REF analyses. Ruf offered some explanations in the paper such as the characteristics of the test programs, the simplicity of the Thru-deref MOD/REF problems, etc. It is not clear if this result about context-sensitivity holds in general.

Wilson and Lam [WL95] presented a flow-sensitive, context-sensitive algorithm for points-to analysis of C programs. Their idea is to use partial transfer functions (PTFs) to summarize the points-to effects of procedures and use them for context-sensitive analysis. They abstracted globals, heap names, locals of other procedures as extended parameters of a procedure, and used these in PTFs so that the number of PTFs can be reduced and chances for PTFs reuse can be increased. They represented locations by offsets and sizes; the analysis is conservative, for instance, any memory location can hold a pointer. Since explicit offsets and sizes are used, they can handle features such as type casting and unions. The analysis is exponential in the worst case where an exponential number of PTFs is required.

Steensgaard [Ste95, Ste96a, Ste96b] applied type inference techniques to points-to analysis of C programs. The idea is to associate with each variable a non-standard type, which describes the location and the possible run-time contents of the location if it is a pointer (only pointer values are of interest as contents of locations). The typing rules specify when two variables should have the same type (equality) or when one should have a more general type than another (inequality). If two variables have the same type, then the contents of their locations will have the same type, that is, they will point to the same set of locations if they are pointers. Initially, each variable in a program is
assigned a type variable; a type inference algorithm will enforce the constraints derived from the program on these types and obtain the types for all variables. His type inference algorithm is monomorphic, that is, function calls are considered in context-insensitive manner. The result is a mapping from variables to the non-standard types, which describe the points-to relationship.

Steengaard's first algorithm [Ste95] treats each assignment in a program as symmetric and only uses type equality constraints. The next algorithm [Ste96b] treats an assignment as asymmetric when the right hand side of the assignment is not of pointer types and thus uses both equality and inequality constraints. Neither algorithm handles structures or unions. In his latest extension to deal with structures and unions [Ste96a], locations are described by the following types:

- **blank** for all initial locations
- **simple** for locations accessed as one unit
- **struct** for locations accessed as structures
- **object** for locations accessed as unions

These types form a simple lattice with the following partial ordering: \( \text{blank} \sqsubseteq \text{simple} \sqsubseteq \text{object}, \text{blank} \sqsubseteq \text{struct} \sqsubseteq \text{object} \). Initially, each location has type \( \text{blank} \). When the type inference algorithm forces one location of type \( t_1 \) and another location of type \( t_2 \) to have the same type, the type above \( t_1 \) and \( t_2 \) in the lattice is the common type. For example, a **simple** and a **struct** become a **object**; two different **struct** become a **object**. Because pointer assignments are treated symmetrically, with type casting, it is possible to have many inconsistent uses of locations and thus to have many **objects**.

Tonella, Antoniol, Fiutem, and Merlo [TAFM97] extended Steensgaard's approach to deal with features of C++ language such as classes, polymorphism and virtual functions. It seems that they do not handle unions and type casting. They use the points-to results to slice C++ programs in a program understanding environment.

Shapiro and Horwitz [SH97b] presented two flow-insensitive, context-insensitive algorithms for points-to analysis. The first one is similar to Steensgaard's [Ste96b]. The
difference is that variables in a program are partitioned into categories and nodes for two variables are unioned if they are in the same category. It is not known how to partition variables or how many categories are appropriate. The second one uses the first one for multiple runs with multiple categories; the points-to results of the multiple runs are then intersected to get a more precise points-to result. Neither algorithm distinguishes members of structures or unions; an assignment to any member is treated as an assignment to the structure or union.

3.5 Shape Analysis and Lifetime Analysis

Both shape analysis and lifetime analysis are concerned about dynamically allocated locations in heaps. The former seeks to find the shapes of dynamic data structures in programs; this information is useful for applications such as dependence analysis and parallelization. The latter tries to determine the lifetime of dynamic data structures; this information is useful for heap optimizations such as compile-time garbage collection, stack allocations instead of heap allocations. Usually, neither analysis considers aliasing among stack locations.

Jones and Muchnick [JM81] first worked on the shape analysis problem for first order LISP-like languages. Their analysis, which is intraprocedural only, calculates for each program point a set of graphs representing stores on one or more execution paths up to the program point. Nodes in the graphs represent dynamic locations; directed edges in the graphs represent pointers and are labeled with structure member names. A technique called $k$-limiting is used to make both the graphs and the number of them finite. Nodes beyond labeled paths of length $k$ are partitioned into undirected connected components and all nodes in each component are collapsed into a unknown node. Unknown nodes may have outgoing edges and these edges are not labeled. The $k$-limiting notion is also used by other researchers [LR92, LH88]. Later, Jones and Muchnick [JM82] extended this work to interprocedural analysis and used the formal approach of abstract interpretation.

Deutsch [Deu90] gave an analysis that determine if a location can be accessed at a
program point for higher order functional languages. Although the accessibility information can be used to derive other useful information such as liveness or isolation of data structures, it is really coarse-grain for other applications. He allowed closures and continuations, and used a very formal approach of abstract interpretation, but did not allow assignments (side effect) in the languages.

Ruggieri and Murtagh [RM88] had an algorithm that collected, at compile time, lifetime information of dynamic locations. They do not distinguish different locations allocated by the same statement and assume they will have the same lifetime. The algorithm has two passes, one for intraprocedural and another for interprocedural analysis. During the intraprocedural pass, formal parameters and returned values of procedures are place-holders, but very conservative alias assumptions are made about formal parameters and their subcomponents if they are of structure types; if two names have the same declared types, they are assumed to be aliased. During the interprocedural pass, summary information about actual parameters at calls and returned values of procedures collected after the intraprocedural pass is used to replace those place-holders. The interprocedural pass tracks the propagation of dynamic locations through procedures on call graphs. The compile-time lifetime information can be used for heap allocation optimization, for example, each allocation site can associated with a procedure such that all locations allocated at the site can be safely associated with an activation record of the procedure.

Chase, Wegman and Zadeck [CWZ90] associated one storage shape graph with each program point in their shape analysis. Their approach is different from Jones and Muchnick's [JM81, JM82] in that the k-limiting technique is not used. Nodes in storage shape graphs are merged only if they are allocated by the same statement and if other conditions are true, for example, they are not pointed to by a variable. Strong updates are used to improve analysis precision in certain circumstances. For implementation, they employ an efficient data structures for storage shape graphs.

Hendren [HN89, HN90] gave an analysis that focused on relationships among pointers. Specifically, she tried to answer questions such as whether or not there is a path from a node pointed by one pointer to a node pointed by another pointer, and if there
is such a path, how to describe the path. She used path matrices to represent these relationships; each entry of a path matrix describes a relationship between two pointers. One path matrix is associated with each program point. The analysis is flow-sensitive and is able to detect list or tree structures, but gives up on cyclic data structures. A unique feature of the analysis is that may and must information is maintained simultaneously in path matrices.

Ghiya [Ghi95] proposed three analyses that focused on heap-directed pointers. Three kinds of matrices are calculated by the analyses, one by each analysis. All matrices are variations of path matrices [HN89, HN90], but only contain boolean values; they are designed to collect coarse path information efficiently. These matrices are:

- connection matrix
  This matrix provides information on whether or not two pointers point to the same data structure.

- direction matrix
  This matrix provides information on whether or not there is a path from a node pointed by one pointer to a node pointed by another pointer; this is mainly used for finding list or tree data structures.

- interference matrix
  This matrix provides information on whether or not two pointers can access the same location; this is mainly used for finding dag-like data structures.

All analyses are flow-sensitive and context-sensitive, similar to [EGH94].

Ghiya and Hendren [GH96] presented a flow-sensitive, context-sensitive algorithm of shape analysis for C programs. The analysis is performed after a points-to analysis [EGH94] and focuses on pointers found to point to heap by the points-to analysis. They use storeless abstractions (i.e., relationships between names) such as direction matrix and interface matrix, which are similar to path matrix [HN89, HN90]. These are very simple yet practical abstractions, but may not be powerful enough for programs with many structure changes. The invocation graph [EGH94] is used to make the analysis
context-sensitive, but also makes the analysis costly that it may not scale to large programs.

Sagiv, Reps and Wilhelm [SRW96] presented an intraprocedural, flow-sensitive algorithm of shape analysis for LISP-like languages. They used the shape graphs to represent possible shapes at program points (i.e., store-based abstraction). Each node in a shape graph is named by the set of variables that must all point to the run-time location represented by the node along some execution paths. This naming scheme allows strong updates in their analysis; it also means some kinds of definite information is been calculated and thus may make the analysis costly. Each node also has information of whether it is the target of more than one pointer; this information makes it possible to unsummarize summary nodes in some cases. Their analysis gains better precision with the naming scheme and the sharing information, but it may be expensive as the number of nodes in a shape graph could be exponential in the number of variables in a program. The analysis is mainly intraprocedural; its cost may be a problem when extending to interprocedural analysis.

Region Inference [AFL95, BTV96, TT94] statically determines the lifetime of all run-time values including basic values, records, and function closures. Values of similar lifetime are grouped together to form a region, which are allocated and deallocated in a stack-like fashion. As the result of region inference, a source program can be translated into a target program with region annotations, which indicate the stack-like manner of allocations and deallocations of regions. The technique is aiming at achieving efficient use of memory resources and avoiding garbage collection conventionally used in implementations of applicative languages. The first region inference algorithm was given by Tofte and Taplin[TT94], which was later improved by Aiken, etc. [AFL95] and Birkedal, etc. [BTV96].

3.6 Call Graph Construction

Depending on the programming languages being considered, work in this research area can be classified into four groups. The first concerns call graph construction in the
presence of procedure parameters as in FORTRAN77. The second considers function
pointers and calls through them as in C. The other two deal with dynamically bound
invocations as in object-oriented and first-class functions as in higher-order functional
languages.

Call Graph Construction for FORTRAN Procedure parameters in FORTRAN
are like single-level function pointers in C. Assignments for procedure parameters are
not allowed; only a procedure name or another procedure parameter can be used as
an actual argument for a procedure parameter. A procedure call through a procedure
parameter may invoke any of procedures passed to that parameter.

Ryder [Ryd79] presented the first algorithm for call graph construction for FOR-
TRAN programs with calls through procedure parameters. She used procedure vectors
to represent possible values that procedure parameters of a procedure can take along
an execution path; a procedure vector for a procedure consists of one procedure name
for each procedure parameter of the procedure. The algorithm propagates procedure
vectors on an incomplete call graph and extends the call graph, when calls through pro-
cedure parameters are resolved. Her algorithm is precise. Callahan, Carle, Hall, and
Kennedy [CCHK90] extended Ryder’s algorithm to handle recursion. Hall and Kennedy
[HK93] simplified Ryder’s algorithm by propagating single pairs, each made of a pro-
cedure parameter and a procedure name, rather than procedure vectors, on incomplete
call graphs. Their algorithm is more efficient, but is not as precise. Lakhotia [Lak93]
gave a more general algorithm which allows assignments for what he called procedure
variables. The algorithm propagates single pairs on program dependence graphs. His
algorithm treats procedure calls through these variables as arbitrary branches and thus
is approximate.

Aliasing Analysis for Call Graph Construction Function pointers as in C can only
point to functions or procedures. Like any other pointers, they can be in aggregates
such as arrays and structures, can be in assignments, can be passed as arguments to
or returned as values by procedures; that is, they are just a special kind of pointers.
Therefore, most aliasing or points-to analysis algorithms can be adapted for function
pointers to construct call graphs incrementally.
Weihl's aliasing algorithm [Wei80] can handle procedure variables and build call graphs incrementally as values for procedure variables are determined. Ghiya [Ghi92] extended Hendren's algorithm [HN89, HN90] to deal with function pointers. Emami, Ghiya, and Hendren [EGH94] handled function pointers in their points-to analysis. Altucher and Landi [AL94a] had an algorithm for constructing call graphs for programs with indirect calls through function pointers. The difference between their work and others is that they safely identified pointers related to function pointers and applied Landi and Ryder aliasing analysis [LR92] to those pointers only; others simply applied analyses to all pointers. The other analysis algorithms [BCCH95, Ste95, WL95] also handle function pointers and calls through them as a part of the analyses.

The idea of program decomposition for pointer aliasing analysis in this thesis was motivated by Altucher and Landi's work [AL94a].

**Resolving Dynamically Bound Invocations** Object-oriented languages provide the feature of dynamic bindings of method invocations at run time. In a statically typed language (e.g., C++), it is accomplished by the use of virtual methods. When a virtual method is invoked on an object, the actual method called is determined from the type of the object at run-time. In a dynamically typed language (e.g., SELF), all method invocations are dispatched at run time according to the types of receiving objects. To reduce the overhead associated with dynamic dispatches of method invocations, static analysis has been used to resolve method invocations at compile time. This problem is tantamount to type determination for objects in programs.

Chambers and Ungar [CU90] proposed an iterative type analysis for SELF. Pande and Ryder [PR94] developed a static type determination algorithm for C++ in the presence of pointers. Other analyses have also been given in the literature [APS93, BS96, DGC98, GDDC97, PC94]

**First-class Functions in Higher-order Functional Languages** In functional languages such as Scheme, functions are first class citizens. They are just data that can be created at run-time, stored into aggregates, passed as arguments to procedures, or returned as values from functions, etc.

Shiver [Shi88] proposed the first algorithm for resolving function invocations through
variables in Scheme; he called the problem control flow analysis. He considered the problem as determining possible values for variables. At a program point, a set of lambda expressions (i.e., procedures) is associated with each interesting variable (i.e., a function pointer), which can take any of these lambda expressions as its value; these sets are propagated on an incomplete control flow graph until a fixed point is reached. Since functions can be created at run time in Scheme, the algorithm collapses all functions created at a program point to one static function. In essence, the algorithm is similar to those of Hall and Kennedy [HK93] and Lakhotia [Lak93]. It is not precise and may be very approximate because of the ubiquitous uses of first class functions in Scheme.

Other works in this area include [Ash96, Ash97, HM97, JW95, NN97, SZ94].

3.7 Applications Using Aliasing or Points-to Information

There are many analyses or optimizations using results of aliasing or points-to analyses. In this section, we briefly mention some of these works.

Chow and Rudmik [CR82] used the results of their aliasing analysis to compute direct MOD/REF information for statements, summary MOD/REF information for procedures, and interprocedural MOD information for call sites and procedures. In their calculation, the MOD information at one call site may include side effects caused by aliases introduced by other calls.

Landi, Ryder and Zhang [LRZ93] developed an algorithm for the modification side effect analysis for C using Landi and Ryder’s aliasing algorithm [LR92]. The algorithm can also be used with other aliasing analyses [SRLZ98]. Empirical results of modification or references through pointer indirections were also reported in [EGH94, ZRL96].

Shapiro and Horwitz [SH97a] presented some empirical results of GMOD analysis, live variable analysis, and program slicing for C programs.

Pande, Ryder, and Landi [PRL91] worked on reaching definition and Def-Use problems for C. Altucher and Landi [AL95] improved the analyses using localized must-alias information.

Ghiya and Hendren [GH98] used points-to and heap analyses for optimizations such
as loop-invariant removal, location-invariant removal, global common subexpression elimination, program understanding and debugging.

Debray, Muth, and Weippert [DMW98] presented a dependence analysis for low level representation of memory and used it in moving loop-invariant load operations out of loops.

Hendren and Nicolau [HN89, HN90] used a simple shape analysis for parallelizing programs with recursive data structures. There have been a lot of works in heap analysis for conflict analysis, dependence test, and parallelization [Gua88, Har89, HHN92a, HPR89, HHN92b, LH88, RRH92].

Other applications of aliasing or points-to information include register promotion [CL97] and data prefetching [LM96].
Chapter 4

Flow-insensitive Points-to Analysis with Unions and Type Casting

In this chapter, we present a flow-insensitive points-to analysis algorithm, which we also call the *PT analysis*. This analysis will be used by the program decomposition algorithm to resolve indirect calls through function pointers and to deal with type casting. In Section 4.1, we describe the inputs for the analysis. For Section 4.2 and 4.3, we assume we are dealing with programs without union types and type casting except for calls to dynamic allocation routines such as `malloc()`. In Section 4.2, we present the points-to analysis as a constraint-solving technique; in Section 4.3, we present it as a data flow analysis technique. We will discuss our approach to dealing with unions and type casting in the points-to analysis in Section 4.4. In Section 4.5, we present the points-to analysis in the presence of unions and type casting. Finally, we show empirical results of the points-to analysis in Section 4.6. In this chapter, we will refer to the *flow-insensitive* points-to analysis simply as the points-to analysis.

### 4.1 Inputs for Points-to Analysis

Given a program, the two input sets to the points-to analysis are:

- **O**: a set of object names

  These object names come from declarations and statements in the program. A subset of these names is a set of location names, which are object names representing locations (e.g., `i`, `s.f`, `a[]`). We assume O includes all location names declared in the program and all object names syntactically appearing in the program and their prefixes.
The following are four kinds of object names in $O$, where $loc$ is a location name and $deref$ is an object name containing at least one dereference operator ($*$) (e.g., $*p$, $p\rightarrow f$).

- $\&loc$ (e.g., $\&p$)
- $\&(deref)$ (e.g., $&(p\rightarrow f)$)
- $loc$ (e.g., $p$)
- $deref$ (e.g., $*p$)

- $A$: a set of pointer assignments

These assignments are for object names of pointer types. They come from assignments in the program; formal-actual bindings in C can be considered as assignments. We assume assignments for structures or unions have been turned into assignments for structure or union members. For pointer aliasing analysis purposes, the program can be considered to consist of a sequence of assignments for names of pointer types.

Each pointer assignment is of the form $lhs = rhs$, where $lhs$ is an object name of the form $loc$ or $deref$, $rhs$ is any object name, and both are of pointer types. Two or more instances of an assignment with same $lhs$ and $rhs$ in the program will be represented by just one instance in $A$. We assume that the object names used as left and right hand sides of pointer assignments are in $O$.

For each location name $loc$ of pointer types in $O$, the points-to analysis calculates a set of locations ($pts(loc)$) that may be pointed to by $loc$. For each dereferenced name $o$ in $O$ of pointer type (e.g., $*p$), the points-to analysis calculates a set of locations ($pts(o)$) that may be pointed to by any location aliased to $o$. For example, if a variable $i$ is aliased to $*p$, then $pts(*p)$ will contain the locations that $i$ points to.

There are two reasons for keeping points-to sets for names like $*p$. The first reason is the convenience of the points-to analysis. For example, for an assignment $q = *p$, we can simply say $pts(q)$ should contain $pts(*p)$. If not available right away, $pts(*p)$ can be derived from the set $pts(p)$ and the points-to sets of the location names in $pts(p)$. The
second reason is the necessity for deriving aliasing information for object names with more than one dereference. For instance, we might need alias information for names like **p; with the set pts(*p), we can say **p is aliased to i if i is in pts(*p). In summary, keeping pts(*p) is a trade-off of space for efficiency.

An important idea of our points-to analysis is that aliasing information between location names (e.g., i) and dereferenced names (e.g., *p) is derived from the points-to sets during the analysis and is used in the analysis to derive more points-to information. For example, if p is known to point to i by the analysis (i.e., i ∈ pts(p)), then <*p, i> is an alias, which can then be used in the analysis at an assignment for *p, for instance, *p = &j, to derive that i points to j (i.e., j ∈ pts(i)). In the points-to analysis, we are not interested in aliases such as <*l, *m>.

The rules for deriving alias information from points-to information are as follows.

- If l₁ ∈ pts(o), let o₁ be apply(o, *) and <o₁, l₁> is an alias found by the points-to analysis.

- Let <o₁, l₁> be an alias found by the points-to analysis. If o₁ and l₁ are of a union type, for each union member m of the structure type, <apply(o₁,m), apply(l₁,m)> is an alias found by the points-to analysis.

- Let <o₁, l₁> be an alias found by the points-to analysis. If o₁ and l₁ are of a structure type, for each member f of the structure type, <apply(o₁,f), apply(l₁,f)> is an alias found by the points-to analysis.

- Let <o₁, l₁> be an alias found by the points-to analysis. If o₁ and l₁ are of an array type, <apply(o₁, [])>, apply(l₁, [])> is an alias found by the points-to analysis.

We will use an example in describing the points-to analysis in the next two sections; the declaration for variables, the set O and the set A are shown in Figure 4.1.

---

1If all object names in a program are normalized to have at most one dereference, then there is no need to keeping points-to sets for names like *p. Currently we allow names with more than one dereference.
\begin{verbatim}
int **p, **q, *a, *b, *d, *r, c, x, y;
O = \{ p, *p, q, *q, &a, *a, &b, *b, &d, d, r, *r, &c, c, &x, x, &y, y \}
A = \{ p = \&a, p = \&b, *p = \&c, q = \&d, *q = \*p, a = \&x, b = \&y, r = \*q \}
\end{verbatim}

Figure 4.1: An Example

4.2 Points-to Analysis as Constraint-solving

In this section, we present the points-to analysis as solving a system of constraints on the points-to sets associated with object names. The constraints are derived from the pointer assignments in $A$ and the aliasing information found during the points-to analysis. The constraints are dynamically changing as more aliasing information is found; in other words, the constraints are not fixed and more constraints may be added during the analysis. The result of the analysis is a minimal solution\footnote{By minimal, we mean the set sizes of points-to sets are the smallest.} for final system of constraints. The constraints for points-to analysis are as follows.

- If $\&l \in O$, where $l$ is a location name, $pts(\&l) = \{ l \}$.

- Let $o$ be a dereferenced name in $O$. If $<o, l>$ is an alias found by the points-to analysis, where $l$ is a location name, $pts(o) \supseteq pts(l)$; furthermore, if $\&o \in O$, $pts(\&o) \supseteq \{ l \}$.

- If $lhs = rhs$ is a pointer assignment in $A$ and $<lhs, l>$ is either a trivial alias\footnote{That is, $lhs$ is a location name and is aliased to itself.} or an alias found by the points-to analysis, $pts(l) \supseteq pts(rhs)$.

We can also combine the constraints and formulate the system of constraints as follows.

- If $\&l \in O$, where $l$ is a location name, $pts(\&l) = \{ l \}$. 
Let $o$ be a dereferenced name in $O$. Assuming $o$ is found by the points-to analysis to be aliased to any of the location names $\{ l_1, ..., l_k \}$, the constraint is:

$$\text{pts}(o) \supseteq \bigcup_{1 \leq j \leq k} \text{pts}(l_j)$$

$$\text{pts}(\& o) \supseteq \{ l_1, ..., l_k \}, \quad \text{if } \& o \in O$$

Let $lhs = rhs$ be a pointer assignment in $A$. Assuming $lhs$ is either trivially aliased to or found by the points-to analysis to be aliased to any of the locations in $\{ l_1, ..., l_n \}$, the constraints are:

$$\text{pts}(l_i) \supseteq \text{pts}(rhs), \text{ where } 1 \leq i \leq n$$

The system of constraints derived from a program can be solved by a constraint-solving algorithm that dynamically adds constraints to a given system. The constraint system can also be used in checking if a points-to solution is safe. Specifically, given a points-to solution, if all constraints are satisfied, then the points-to solution is safe; otherwise it is not safe.

For the example program, the system of constraints is given in Figure 4.2 and the solutions to the constraints, i.e., the final points-to sets associated with location names, are shown in Figure 4.3.

### 4.3 Points-to Analysis as Data Flow Analysis

In this section, we present the points-to analysis as solving a set of data flow equations on a graph called the pointer value flow graph. The graph is constructed from the set of object names $O$ and the set of pointer assignments $A$. The pseudo code for the construction of the initial pointer value flow graph is given in Figure 4.4. For each object name in $O$, there is a node in the graph; for each pointer assignment $lhs = rhs$ in $A$, there is a $\longrightarrow$ edge from the node for $rhs$ to the node for $lhs$; for each alias $<o, l>$ found during the points-to analysis, where $o$ is a dereferenced name in $O$...
\[\begin{align*}
pts(&a) &= \{ a \} \\
pts(&b) &= \{ b \} \\
pts(&c) &= \{ c \} \\
pts(&d) &= \{ d \} \\
pts(&x) &= \{ x \} \\
pts(&y) &= \{ y \}
\end{align*}\]

for any \( l \in pts(p) \), \( pts(*p) \supseteq pts(l) \)

for any \( l \in pts(q) \), \( pts(*q) \supseteq pts(l) \)

\[\begin{align*}
pts(p) \supseteq pts(&a) & \quad \text{ (\{ p = &a \} \subseteq A)} \\
pts(p) \supseteq pts(&b) & \quad \text{ (\{ p = &b \} \subseteq A)} \\
for any l \in pts(p) , pts(l) \supseteq pts(&c) & \quad \text{ (\{ *p = &c \} \subseteq A)} \\
pts(q) \supseteq pts(&d) & \quad \text{ (\{ q = &d \} \subseteq A)} \\
for any l \in pts(q) , pts(l) \supseteq pts(*p) & \quad \text{ (\{ *q = *p \} \subseteq A)} \\
pts(a) \supseteq pts(&x) & \quad \text{ (\{ a = &x \} \subseteq A)} \\
pts(b) \supseteq pts(&y) & \quad \text{ (\{ b = &y \} \subseteq A)} \\
pts(r) \supseteq pts(*q) & \quad \text{ (\{ r = *q \} \subseteq A)}
\end{align*}\]

Figure 4.2: The System of Constraints for the Example Program
\[
\begin{align*}
pts(&a) &= \{ a \} & pts(p) &= \{ a, b \} \\
pts(&b) &= \{ b \} & pts(q) &= \{ d \} \\
pts(&c) &= \{ c \} & pts(a) &= \{ x, c \} \\
pts(&d) &= \{ d \} & pts(b) &= \{ y, c \} \\
pts(&x) &= \{ x \} & pts(d) &= \{ x, y, c \} \\
pts(&y) &= \{ y \} & pts(r) &= \{ x, y, c \} \\
pts(\&p) &= \{ x, y, c \} & pts(c) &= pts(x) = pts(y) = \{ \} \\
pts(\&q) &= \{ x, y, c \} & pts(*a) &= pts(*b) = pts(*r) = \{ \}
\end{align*}
\]

Figure 4.3: Solutions of the Constraints for the Example Program

---

graph-construction-wo-union-wo-casting() 
{
    for each object name \( o \) in \( O \)
        create a node for \( o \)

    for each pointer assignment \( lhs = rhs \) in \( A \)
        if (there is no edge from the node for \( rhs \) to the node for \( lhs \))
            create a \( \rightarrow \) edge from the node for \( rhs \) to the node for \( lhs \)
}

Figure 4.4: graph-construction-wo-union-wo-casting()
and $l$ is a location name in $O$, there is a $\rightarrow$ edge from the node for $o$ to the node for $l$. The initial pointer value flow graph does not have the $\rightarrow$ edges, which are added during the points-to analysis. For the example program, the initial pointer value graph is shown in Figure 4.5.

We calculate a set of location names for each node (i.e., for each object name in $O$) in the pointer value flow graph. Since each node in the graph is for one object name, we will use the notation $pts(o)$ for the set associated with the node for the object name $o$ in $O$. The data flow equations defined on the pointer value flow graph, are shown in Figure 4.6, where $loc$ is a location name, $deref$ is a dereferenced name, $obj_1$ and $obj_2$ are any object names. The equations depend on the $\rightarrow$ edges added during the analysis. The function $\rho$ in the equations derives alias information from points-to pairs and adds $\rightarrow$ edges to the graph if necessary; given a points-to set, the function will simply return the set after considering each points-to pair in the set. Intuitively,
Equation (1) says $\&loc$ is a pointer that points to one location $loc$ and Equation (2) dictates $\&deref$ represents a pointer that points to any location that is aliased to $deref$. The equation for $pts(loc)$ is the most complicated. Let us explain each term on the right hand side of the equation. Term (3a) considers all pointer assignments with $loc$ as left hand side; if $loc = obj_1$ is a pointer assignment, that is, there is a $\rightarrow$ edge from $obj_1$ to $loc$ in the graph, $pts(loc)$ contains $pts(obj_1)$, which is implied by the semantics of the assignment. Term (3b) considers all the aliases for $loc$ found by the analysis; if $loc$ is aliased to $deref$ (i.e., there is a $\leftrightarrow$ edge between $loc$ and $deref$) and $deref = obj_2$ is a pointer assignment (i.e., there is a $\rightarrow$ edge from $obj_2$ to $deref$), then $pts(loc)$ contains $pts(obj_2)$, which is implied by the semantics of the assignment and the alias. Lastly, the points-to set for a dereferenced object name is the union of the points-to sets of locations aliased to the name (Equation (4)). Note that we do not have $pts(loc)$ contain $pts(deref)$ if $<deref, loc>$ is an alias found by the points-to analysis. Basically this is for better precision; $deref$ can be aliased to more than one location and thus $pts(deref)$ contains the points-to set of any of these locations by Equation

4A location name of an array type (e.g., $a$) is considered a pointer to the first array element (e.g., $&(a[])$).
(4), but these locations are not aliased to each other.

The data flow equations can be solved by a worklist algorithm that adds \( \rightarrow \) edges to the initial pointer value flow graph and updates the equations. The pseudo code for such an algorithm is provided in Figure 4.7 and 4.8. In the worklist algorithm, there are two phases. In the first phase, the points-to set for each name in \( \mathcal{O} \) is initialized to the empty set and the worklist is initialized. The second phase is an iterative one. In each iteration, one points-to pair is removed from the worklist and a location might be added to a points-to set. If a location is added, Term (3a) and (3b), and Equation (4) are affected because these equations define the relation between points-to sets. Figure 4.9 (I) shows what happens if a location \( l \) is added to the points-to set \( \text{pts}(o) \) in worklist-algorithm-wo-union-wo-casting(). First, all \( \rightarrow \) from \( o \) are considered, that is, all pointer assignments with \( o \) as the right-hand-side are considered. For each such assignment \( o_1 = o \), if \( o_1 \) is a location name, \( \text{pts}(o_1) \) must contain \( l \) because of the pointer assignment; if \( o_1 \) is a dereferenced object name, all \( \rightarrow \) from \( o_1 \) are considered, that is, all locations found aliased to \( o_1 \) are considered, and for any of these locations, \( l_1 \), \( \text{pts}(l_1) \) must contain \( l \) because of the assignment and the alias \( <o_1, l_1> \). Secondly, if \( o \) itself is a location name, all \( \rightarrow \) from \( o \) are considered, that is, all dereferenced names found aliased to \( o \) are considered, and for any of these names, \( o_2 \), \( \text{pts}(o_2) \) must contain \( l \) because of the alias \( <o, o_2> \). Note that all edges considered are in the current pointer value flow graph.

For each points-to pair (e.g., \( (o, l) \)), the routine find-an-alias-wo-union-wo-casting() (Figure 4.8) is called to deal with the new alias found \( \langle \text{apply}(o, *) \rangle, l \rangle \). This routine does what the function \( \rho \) is supposed to do. For the points-to analysis, we are only interested in aliases involving two names in \( \mathcal{O} \); aliases other than these will not affect the points-to analysis. If the alias involve two names in \( \mathcal{O} \) and no \( \rightarrow \) exists between the nodes for the two names, an \( \rightarrow \) edge is added. Furthermore Term (3b) and Equation (4) are affected because these equations consider the \( \rightarrow \) edges. Figure 4.9 (II) shows the effect of a new alias \( <\text{deref}, \text{loc}> \) and the new \( \rightarrow \) edge added between the node for \( \text{deref} \) and the node for \( \text{loc} \). First of all, if there is node for \( \text{pts}(&\text{deref}) \) in the graph, \( \text{loc} \) is added to \( \text{pts}(&\text{deref}) \) because of the alias. Secondly, all locations
worklist-algorithm-wo-union-wo-casting()
{
    /* initialization */
    for each object name o in O
    {
        pts(o) = { }
        if (o is &loc)
            add (&loc, loc) to the worklist /* Equation (1) */
    }

    /* iteration */
    while (the worklist is not empty)
    {
        remove (o, l) from the worklist
        if (l is not in pts(o))
        {
            add l to pts(o)
            for each \[\longrightarrow\] edge from o
            {
                let the edge be from o to o1
                if (o1 is a location name)
                    add (o1, l) to the worklist /* Term (3a) */
                else /* o1 is a dereferenced object name. */
                    for each \[\leftarrow\] edge from o1
                    {
                        let the edge be between o1 and a location name l1
                        add (l1, l) to the worklist /* Term (3b) */
                    }
            }
        }
        if (o is a location name)
            for each \[\leftarrow\] edge from o
            {
                let the edge be between o and an object name o2
                add (o2, l) to the worklist /* Equation (4) */
            }
    }

    /* derive alias information from points-to information */
    if (o is neither &loc nor &deref)
    find-an-alias-wo-union-wo-casting(apply(o, *), l)
}
}

Figure 4.7: worklist-algorithm-wo-union-wo-casting()
find-an-alias-wo-union-wo-casting(deref \, loc)
{
    if (deref \in O) \quad \text{return} /\!*/ \text{consider only names in O */} \\
    \text{if (there is already a } \leftrightarrow \text{ edge between the node for deref and the node for loc)} \\
    \quad \text{return} \\
    \text{add a } \leftrightarrow \text{ edge between the node for deref and the node for loc} \\
    \text{if (&deref \in O)} \\
    \quad \text{add (&deref \, loc) to the worklist} /\!*/ \text{ Equation (2) */} \\
    \text{for each } \rightarrow \text{ edge to deref} \\
    \{
        \text{let the edge be from obj} \_1 \text{ to deref} \\
        \text{for each loc} \_1 \text{ in pts(obj} \_1 \text{)} \\
        \quad \text{add (loc} \_1 \, \text{loc} \_1 \text{) to the worklist} /\!*/ \text{ Term (3b) */} \\
    \}
    \text{for each loc} \_2 \text{ in pts(loc)} \\
    \quad \text{add (deref \, loc} \_2 \text{) to the worklist} /\!*/ \text{ Equation (4) */} \\
    \} \quad /\!*/ \text{ An alias involving a struct/array implies more aliases. */} \\
\text{if (deref is of a structure type)} \\
\quad \text{for each member fld of the structure} \\
\quad \text{find-an-alias-wo-union-wo-casting(apply(deref,fld) \ , apply(loc,fld))} \\
\text{else if (deref is of an array type)} \\
\quad \text{find-an-alias-wo-union-wo-casting(apply(deref,[ ]), apply(loc,[ ]))} 
}

Figure 4.8: find-an-alias-wo-union-wo-casting()
Figure 4.9: Propagation on the Pointer Value Flow Graph
points-to-analysis-no-union-no-casting()
{
   /* construction of the initial pointer value flow graph */
   graph-construction-no-union-no-casting()

   /* application of the worklist algorithm */
   worklist-algorithm-no-union-no-casting()
}

Figure 4.10: Points-to Analysis without Unions and Type Casting

in \texttt{pts(obj)} are added to \texttt{pts(loc)} because of the pointer assignment \texttt{deref = obj} and
the alias. Finally, all locations in \texttt{pts(loc)} are added to \texttt{pts(deref)} because of the alias. If the alias
derived involves names of union types, structure types or array types, more
aliases are found and the routine is called recursively.

The points-to analysis consists of two steps, the construction of the initial pointer
value flow graph and the application of the worklist algorithm. The pseudo code for
the analysis is provided in Figure 4.10.

In Figure 4.11, we show some intermediate pointer value flow graphs during appli-
cation of the worklist algorithm to the example program in Figure 4.1. These graphs do
not represent a step-by-step simulation of the algorithm; the purpose here is to explain
the ideas of the algorithm through these graphs. Figure 4.11(a) is the graph where only
the points-to sets for names such as \texttt{\&a} and \texttt{\&b} have been initialized and the points-to
sets for other names are empty. The points-to pairs for names such as \texttt{\&a} are then
propagated along the \(\longrightarrow\) edges in the graph to nodes for location names; we have the
points-to set for \texttt{p} to be \{ \texttt{a}, \texttt{b} \}, the points-to set for \texttt{q} to be \{ \texttt{d} \}, etc., as shown in
Figure 4.11(b). Once we find \texttt{p} points to \texttt{a}, we know that \texttt{*p} is aliased to \texttt{a}. We will add
a \(\Longleftrightarrow\) edge between the node for \texttt{*p} and the node for \texttt{a} in the pointer value flow graph,
as illustrated in Figure 4.11(c). Because of the edge, points-to pairs will be propagated
from the node for \texttt{a} to the node for \texttt{*p}; points-to pairs will also be propagated from
any node that has a \(\longrightarrow\) edge to the node for \texttt{*p} (e.g., the node for \texttt{\&c}) to the node
for \texttt{a}. Thus we have the points-to sets for \texttt{*p} and \texttt{a} to be \{ \texttt{x}, \texttt{c} \}, as shown in Figure
Figure 4.11: Intermediate Pointer Value Flow Graphs
Figure 4.12: The Final Pointer Value Flow Graph
4.11(c). Similarly, we will add a $\leftarrow$ edge between the node for $\ast p$ and the node for $b$ because we find $p$ points to $b$. Points-to pairs will be propagated from the node for $b$ to the node for $\ast p$ and from the node for $\& c$ to the node for $b$. We have the points-to set for $\ast p$ to be $\{ c, x, y \}$ and the points-to set for $b$ to be $\{ y, c \}$, as shown in Figure 4.11(d).

The final pointer value flow graph for the example program is given in Figure 4.12; the difference between the final and the initial pointer value flow graph (Figure 4.5) is the $\leftarrow$ edges added. The points-to sets calculated from the equations for the example program are the same as those shown in Section 4.2. The non-trivial aliases derived from the points-to analysis, represented by the $\leftarrow$ edges in Figure 4.12, are shown below as sets of object names.

$$
\{ a, \ast p \} \\
\{ x, \ast a, \ast r \} \\
\{ b, \ast p \} \\
\{ c, \ast a, \ast r, \ast b \} \\
\{ d, \ast q \} \\
\{ y, \ast b, \ast r \}
$$

Each set has exactly one location; all other names in the set are aliased to the location and thus aliased to each other.

**Complexity** Let $N$ be the number of object names in $O$, that is, $N = | O |$. The number of pointer assignments in $A$, that is, $| A |$, will be bounded above by $O(N^2)$.

In the routine graph-construction-wo-union-wo-casting(), creation of nodes takes at most $O(N)$ time and creation of edges takes at most $O(N^2)$ time. So the construction of the initial pointer value graph takes $O(N^2)$ time.

The initialization phase of the routine worklist-algorithm-wo-union-wo-casting() takes $O(N)$ time.

The maximum number of possible points-to pairs is $O(N^2)$. Each points-to pair can be put into the worklist as most $N$ times, one for each node in the pointer value
flow graph. The while loop in the iteration phase of the routine worklist-algorithm-wo-union-wo-casting() has at most $O(N^3)$ iterations.

Checking if a location is already in a points-to set (the if condition in worklist-algorithm-wo-union-wo-casting()) takes $O(N)$ time.

Since each points-to set can have at most $N$ locations, the then branch of the if condition will be executed at most $O(N^2)$ times. Each time the then branch is executed, each of the two for loops considering $\rightarrow$ and $\leftarrow$ edges from o respectively takes at most $O(N)$ time because at most $N$ points-to pairs will be put into the worklist in the loop.

The number of calls to the routine find-an-alias-wo-union-wo-cast() in the iteration phase will be at most $O(N^2)$ because there are at most $O(N^2)$ points-to pairs. Even taking into account of the recursive calls to the routine, the number of calls to the routine is still $O(N^2)$ because there are at most $O(N^2)$ aliases involving only names in O. In the routine, the loop for Equation (4) takes $O(N)$ time and the loop for Equation (3) takes $O(N^2)$ time; the remaining statements take $O(N)$ time. So the complexity of the routine find-an-alias-wo-union-wo-cast() is $O(N^2)$.

Putting all together, the complexity of the routine worklist-algorithm-wo-union-wo-cast() is $O(N^4)$; the complexity of the points-to analysis is also $O(N^4)$. This is the worst-case complexity of the analysis.

4.4 Unions and Type Casting

In this section, we consider new problems introduced by unions and type casting.

Without unions and type casting, each location can only be accessed in one way consistent with its declared type. A union, however, is a location that contains any one of the several members of various types at different times. Basically there are a number of ways to access the location; each union member corresponds to one. Type casting also allows a location to be accessed in different ways. For instance, we can have a pointer of type $t_1$ * point to a location declared of type $t_2$ by casting and thus can access the location as if it is of type $t_1$. There is a difference between these two
cases. In the former, we have the declared union type and know the ways to access the location; we call these unions *declared unions*. In the latter, only by points-to analysis will we know the different ways that a location can be accessed; we call these unions *effective unions*. Of course, a declared union can be accessed as a type other than any of its member types through type casting.

In summary, unions and type casting may cause a location to be accessed in more than one way. Therefore, a problem arises as whether or not two different ways of accessing a location can share some values, that is, whether or not a value written through one way of accessing can be read through another way of accessing. The C standard actually allows such sharing for declared unions; if a union contains several structures that have a common initial sequence, and if the union currently contains one of these structures (i.e., values in the union are stored as the structure), it is permitted to refer to the common initial part of any of the several structures and the values of any common initial part will be same as in the structure. For example, in the fragment in Figure 4.13, the three structures in the union have the first member *int* type in common. It is alright that the values of the union are last assigned using the member *nf* and the value *u.n.type* is inspected using the member *n*. Furthermore, the values of *u.nf.type* and *u.n.type* are the same, that is, they are aliased.

In other words, different ways of accessing a location may potentially induce aliases. Any aliasing or points-to analysis has to find these aliases. Unfortunately, these aliases are closely related to memory size and alignment requirements for various types, which are implementation-dependent in general. By alignment requirements, we mean that locations of certain types must be allocated at certain addresses on real machines. Our approach to finding these aliases is to make reasonable, implementation-independent assumptions about memory size and alignment requirements based on type information (i.e., declared types) in source programs. With these assumptions, we determine aliases induced by different ways of accessing a location. We will find those aliases guaranteed by the C standard and maybe more, but we will not say two names are aliased if the alias is caused by implementation-dependent memory size and alignment requirements. We will trade off generality for practicality and portability, and require input programs
to satisfy a number of restrictions for our analysis. These restriction will be mentioned at the various places and we will summarize all of them in Section 4.4.4.

In Section 4.4.1, we will discuss types, accesses and access patterns. All assumptions we make about memory size and alignment requirements for various types will be presented in this section. In Section 4.4.2 and 4.4.3, we show how to determine aliases for declared and effective unions respectively. In Section 4.4.4, we summarize all restrictions required for our points-to analysis.

4.4.1 Basics

Object Names The first restriction we have is on the object names in input programs: we do not allow type casting in the middle of object names. The following is an example of this kind of casting.

\[(\text{struct foo } \star) p \rightarrow f\]
This restriction can be satisfied by a little bit program transformation, which we have manually performed for the test programs that violate this restriction. For the above object name, for example, we can use a new variable \( q \) of type \((\text{struct } \text{foo } \ast)\) and an assignment with casting:

\[
q = (\text{struct } \text{foo } \ast) \ p
\]

The name with casting in the middle can thus be replaced by the name \( q \rightarrow f \).

Because of this restriction, each object name in the input program is used according to its declared type and we can talk about the type of an object name.

**Types** Our implicit assumption is that declared types provide implementation-independent information of memory sizes and alignment requirements.

**Assumption 4.4.1** Different primitive types require different memory sizes and/or different alignment requirements.

\[ \Box \]

The implication of this assumption for aliasing is as follows. Let \( t_1 \) and \( t_2 \) be two different primitive types. If a location can be accessed as either \( t_1 \) or \( t_2 \), by this assumption, values are not shared by the two ways of accessing the location; in other words, no alias is introduced.

**Assumption 4.4.2** Different pointer types require same memory size and same alignment requirement.

\[ \Box \]

The implication of this assumption is that if a location is accessed as either \( t_1 \ast \) or \( t_2 \ast \), values will be shared by the two ways of accessing the location.

To summarize the two assumptions, we define an equivalence relation for *primitive types* and *pointer types* called *AlignmentCompatible*. Let \( t_1 \) and \( t_2 \) be either primitive types or pointer types. We have the following:

- *AlignmentCompatible*(\( t_1, t_2 \)) holds if \( t_1 \) and \( t_2 \) are the *same* primitive type.
• AlignmentCompatible(t₁,t₂) holds if both t₁ and t₂ are pointer types.

• for any other case, AlignmentCompatible(t₁,t₂) does not hold.

Accesses By an access, we mean a location being read or written. We represent an access by a pair consisting of a location name and a type, where the location name indicates the address of and the type indicates the size of the memory being read or written. For instance, suppose variable t is of the following structure type:

```
struct foo { int a; float b; char c; }
```

<t, struct foo> is an access, that is, t can be accessed as struct foo. Other possible accesses through t are:

```
<t.a, int>, <t.b, float>, and <t.c, char>
```

Without type casting, the type in an access will be the declared type of the location name. With type casting, on the other hand, a location can be accessed as a type other than its declared type; thus the type in an access may not be the declared type of the location name. Suppose variable p is declared as follows.

```
struct bar { float x; int y; } *p;
```

With the assignment:

```
p = (struct bar *) &t;
```

t can be accessed through p as if it is of type struct bar; so we have an access:

```
<t, struct bar>
```

Other possible accesses through p are:

```
<t.x, float> and <t.y, int>
```
**Access Patterns** An access pattern for a location describes one way in which the location can be accessed. We will represent an access pattern by a pair; the first part is an access describing the way of accessing the location and the second part is an ordered sequence of accesses of primitive or pointer types made possible by the overall access. The reason for having accesses of primitive or pointer types is that values of primitive and pointer types are written to or read from locations in C and these types are of interest for points-to analyses.

For example, the location `t` can be accessed as `struct foo` and the access pattern is:

\[(<t, \text{struct foo}>, [<t.a, \text{int}>, <t.b, \text{float}>, <t.c, \text{char}>])\]

If there are a number of ways to access a location, there are an equal number of access patterns for the location. For example, the location `t` can be accessed as either `struct foo` or `struct bar`; thus there are two access patterns for `t` and they are:

\[(<t, \text{struct foo}>, [<t.a, \text{int}>, <t.b, \text{float}>, <t.c, \text{char}>])\]

\[(<t, \text{struct bar}>, [<t.x, \text{float}>, <t.y, \text{int}>])\]

As another example, we can have the following access patterns for a location `f` of declared type `float` if `f` can be accessed as `int` through a pointer of type `int *`.

\[(<f, \text{float}>, [<f, \text{float}>])\]

\[(<f, \text{int}>, [<f, \text{int}>])\]

Now we define two functions related to access patterns. Given an access pattern `ap`, \(\text{NumberOfAccess}(ap)\) is the number of accesses in the second part of the access pattern. For example,

\[\text{NumberOfAccess}((<t, \text{struct bar}>, [<t.x, \text{float}>, <t.y, \text{int}>])) = 2\]

Given a location name `loc`, \(\text{AccessPatternSet}(loc)\) is the set of all access patterns for `loc`. 


An access pattern represents the memory layout for a location accessed in a certain way. Access patterns for a location are used to determine aliases caused by multiple ways of accessing the location. The next two assumptions basically show how to do this.

**Assumption 4.4.3** Given an access pattern for a location:

\[ (<l, t>, [ <l_1, t_1>, ..., <l_n, t_n> ]) \]

the offset of the access \(<l_i, t_i>\), \(1 \leq i \leq n\), relative to the start of the location \(l\), depends on \(t_1, ..., t_{i-1}, t_i\).

\(\square\)

This is consistent with our assumption that the type of a location dictates the memory size and alignment requirement for the location. For an access in a sequence, its offset depends on the types of the accesses before it in the sequence and its own type.

**Assumption 4.4.4** Given two access patterns for a location:

\[ (<l^1, t^1>, [ <l^1_1, t^1_1>, ..., <l^1_n, t^1_n> ]) \]

\[ (<l^2, t^2>, [ <l^2_1, t^2_1>, ..., <l^2_m, t^2_m> ]) \]

and assuming \(\text{AlignmentCompatible}(t^1_k, t^2_k)\) holds for \(1 \leq k < i\), \(1 \leq i \leq n\) and \(1 \leq i \leq m\), the following are true:

- If \(\text{AlignmentCompatible}(t^1_i, t^2_i)\) holds, the two accesses, \(<l^1_i, t^1_i>\) and \(<l^2_i, t^2_i>\), are aliased, that is, a value written through one can be read through another and vice versa.

- If \(\text{AlignmentCompatible}(t^1_i, t^2_i)\) does not hold, the two accesses, \(<l^1_i, t^1_i>\) and \(<l^2_i, t^2_i>\), may overlap, but are not aliased. Furthermore, any one access among \(<l^1_i, t^1_i>, ..., <l^1_n, t^1_n>\) and any one access among \(<l^2_i, t^2_i>, ..., <l^2_m, t^2_m>\) may overlap, but are not aliased.
If $\text{AlignmentCompatible}(t_1^k, t_2^k)$ holds for $1 \leq k < i$, $1 \leq i \leq n$ and $1 \leq i \leq m$, the pair of accesses, $<l_1^i, t_1^i>$ and $<l_2^i, t_2^i>$, require the same memory size and alignment; thus the offsets of the two accesses relative to the start of the location are the same and the two accesses will read from or write to the same location.

On the other hand, if $i$ is the smallest such that $1 \leq i \leq n$, $1 \leq i \leq m$, and $\text{AlignmentCompatible}(t_1^i, t_2^i)$ does not hold, the two accesses, $<l_1^i, t_1^i>$ and $<l_2^i, t_2^i>$, require different memory size and/or alignment; thus the value read through one access will not be the same as the one written through another and vice versa. The accesses following $<l_1^i, t_1^i>$ and $<l_2^i, t_2^i>$ in the two sequences may be aliased, but this is implementation-dependent and not guaranteed by all implementations; we will assume that none of these accesses are aliased.

4.4.2 Declared Unions

In this section, we present an approach to handling locations declared of union types in the points-to analysis. Basically, a union type defines a number of ways to access a location; in other words, there are a number of access patterns for a location of a union type. These accesses may refer to same memory locations; therefore a union type may introduce aliases among the accesses it defines. For the points-to analysis, we need to determine these aliases.

To simplify the problem, we will only allow the following types for union members. Other types for union members can be handled in a similar fashion, but they will complicate our analysis. We believe the following types are usually used for union members in practice. Note this restriction does not apply to locations other than union members.

- primitive types
- pointer types
- array types
union utag { int alltypes;
   struct inode { int type; int *ival; } ni;
   struct rnnode { int type; float * rval; } nr; };

Figure 4.14: Another Example of Unions

Only arrays of primitive or pointer types allowed.

- structure types

  Each structure member can be either a primitive type or a pointer type; it can also be any array of primitive or pointer types.

  No nested structures are allowed as union members. Bit-fields as structure members are not allowed.

Given a location \( l \) of a union type, each union member \( m \) defines an access pattern:

\[
(<l.m, t>, [ <l_1, t_1>, ..., <l_n, t_n> ])
\]

where \( t \) is the type for the union member. For instance, let \( u \) be a variable of the union type given in Figure 4.14. \( u \) has three access patterns, one for each union member:

\[
( <u.alltypes, int>, [ <u.alltypes, int> ] )
\]
\[
( <u.nl, struct inode>, [ <u.nl.type, int>, <u.nl.ival, int * > ] )
\]
\[
( <u.nr, struct rnnode>, [ <u.nr.type, int>, <u.nr.rval, float * > ] )
\]

Note that \( u.alltypes, u.nl \), and \( u.nr \) all have the same offset as \( u \) by definition of unions.

We now define the common initial sequence for two access patterns of a location.

**Definition 4.4.1** Given two access patterns for a location:

\[
( <loc^1, typ^1>, [ <l_1^1, t_1^1>, ..., <l_n^1, t_n^1> ] )
\]
\[
( <loc^2, typ^2>, [ <l_1^2, t_1^2>, ..., <l_m^2, t_m^2> ] )
\]

where \( t_1^1 \) and \( t_2^2 \) are either primitive types or pointer types, their common initial sequences are
\{ <l_i^1, t_i^1>, ..., <l_i^n, t_i^n> \} \text{ and } \{ <l_i^2, t_i^2>, ..., <l_i^m, t_i^m> \}

where \( i \) is the maximum such that \( 0 \leq i \leq n \), \( 0 \leq i \leq m \), and for all \( j \), \( 1 \leq j \leq i \), \( \text{AlignmentCompatible}(t_j^1, t_j^2) \) holds.

\[ \square \]

For example, for the following access patterns of \( u \),

\[(<u.alltypes, \text{int}>, [<u.alltypes, \text{int}>])\]

\[(<u.ni, \text{struct inode}>, [<u.ni.type, \text{int}>, <u.ni.ival, \text{int} *>])\]

the common initial sequences are:

\[ \{ <u.alltypes, \text{int}> \} \]

\[ \{ <u.ni.type, \text{int}> \} \]

For the following access patterns of \( u \),

\[(<u.ni, \text{struct inode}>, [<u.ni.type, \text{int}>, <u.ni.ival, \text{int} *>])\]

\[(<u.nr, \text{struct rnode}>, [<u.nr.type, \text{int}>, <u.nr.rval, \text{float} *>], [])\]

the common initial sequences are:

\[ \{ <u.ni.type, \text{int}>, <u.ni.ival, \text{int} *> \} \]

\[ \{ <u.nr.type, \text{int}>, <u.nr.rval, \text{float} *> \} \]

By our assumptions, given the common initial sequences of any two access patterns of a location:

\[ \{ <l_i^1, t_i^1>, ..., <l_i^n, t_i^n> \} \text{ and } \{ <l_i^2, t_i^2>, ..., <l_i^m, t_i^m> \} \]
Figure 4.15: calculate-access-patterns-for-union()

the two accesses, \(<l_j^1, t_j^1>\) and \(<l_j^2, t_j^2>\), where \(1 \leq j \leq i\), are aliased, that is, they refer to the same location. Because \textit{AlignmentCompatible} is an equivalence relation on primitive and pointer types by definition, given all access patterns for a location of a union type, the common initial sequences of any two access patterns imply an equivalence relation on the set of accesses in all the access patterns.

For example, the common initial sequences for variable \(u\) imply an equivalence relation given below as two equivalence classes and all accesses in an equivalence relation refer to the same location.

\[
\{ <u.alltypes, int>, <u.mi.type, int>, <u.nr.type, int> \}
\]

\[
\{ <u.mi.ival, int *>, <u.nr.ival, float * > \}
\]

In Figure 4.15, 4.16, and 4.17, we provide the routines that calculate access patterns and equivalence classes implied for locations of union types.

Given a location name and a type, the routine \textit{create-an-access-pattern()} (Figure 4.16) simply returns an access pattern. The routine is simpler than it seems to be. In case the type for the location is an array type, possibly a multi-dimension array type, we need to break down the array into elements of either primitive or pointer types and enumerate these array elements in the access pattern\(^5\). For instance, for \textit{loc} declared

---

\(^5\)A possible optimization here is to keep one element and a counter in the access pattern, where the counter tells how many similar elements are in the access pattern.
create-an-access-pattern(loc, typ)
{
    if (typ is a primitive type or a pointer type)
    {
        return (<loc, typ>, [<loc, typ>])
    }
    else if (typ is an array type)
    {
        if (typ is a one-dimension or multi-dimension array type
            of elements of a primitive or pointer type)
        {
            let elem be the location name for the array elements
            let etyp be the primitive or pointer type for array elements
            let n be the total number of the array elements
            return (<loc, typ>, [<elem, etyp>, ..., <elem, etyp>])
        }
        else
            error /* violates restrictions */
    }
    else if (typ is a structure type)
    {
        if (each member of typ is either a primitive type, a pointer type,
            or an array type of elements of a primitive or pointer type)
        {
            let m be the number of members of the structure type
            for the i\textsuperscript{th} member of the structure type, 1 \leq i \leq m
            {
                let fl_{i,1}, ..., fl_{i,k_i} be the sequence of locations of primitive or pointer types,
                which can be accessed through the member
                let ft_{i,1}, ..., ft_{i,k_i} be the types of these locations
            }
            return
            (<loc, typ>,
             [<fl_{1,1}, ft_{1,1}>, ..., <fl_{1,k_1}, ft_{1,k_1}>, ..., <fl_{m,1}, ft_{m,1}>, ..., <fl_{m,k_m}, ft_{m,k_m}>])
        }
        else
            error /* violates restrictions */
    }
    else
        error /* violates restrictions */
}

Figure 4.16: create-an-access-pattern()
add-an-access-pattern(l, ap)
{
    for each access <l, t> of ap
        INIT-EQUIV-CLASS(<l, t>)
    
    for each access pattern ap_i in AccessPatternSet(l)
    {
        j = 1
        while ( j \leq NumberOfAccess(ap) and j \leq NumberOfAccess(ap_i))
        {
            let <l^j, t^j> and <l^{i_j}, t^{i_j}> be the j^{th} access in ap and ap_i respectively
            if (AlignmentCompatible(t^j, t^{i_j}))
            {
                UNION(<l^j, t^j>, <l^{i_j}, t^{i_j}>)
                j = j + 1
            }
            else
                break /* exit the while loop */
        }
        
        add ap to AccessPatternSet(l)
    }

Figure 4.17: add-an-access-pattern()
int loc[2][3], the access pattern will be as follows.

\[ (<\text{loc}, \text{int}[[]]>, [<\text{loc}[[]], \text{int}>_1, ..., <\text{loc}[[]], \text{int}>_6>) \]

Similarly, if the type for the location is a structure type and one member is an array, we need to enumerate array elements of primitive or pointer types for this member.

Given a location name and a new access pattern for the location, the routine add-an-access-pattern() (Figure 4.17) first initializes each access in the new access pattern as an equivalence class and then compares the accesses in the new access pattern with the ones in each of the existent access patterns for the location. When comparing accesses in two access patterns, the accesses are considered in the order of their representation, that is, the first accesses in the two access patterns, the second accesses in the two access patterns, so on. If two accesses have AlignmentCompatible types, they are aliased by our assumptions and their equivalence classes are unioned; the next accesses in the two access patterns will be considered. When two accesses do not have AlignmentCompatible type, none of the remaining accesses in the two access patterns will be considered aliased by our assumptions; thus the next existent access pattern will be considered. Finally, the new access pattern is added to the set of access patterns for the location.

Given a location of a union type, the routine calculate-access-patterns-for-union() (Figure 4.15) creates an access pattern for each union member by calling create-an-access-pattern() and compares the newly created access pattern with the existent access patterns by calling add-an-access-pattern(). As the result of this calculation, there are a number of equivalence classes; each of them consists of accesses that are aliased to each other.

Take the variable \( u \) of union utag as an example. Initially, AccessPatternSet(\( u \)) is an empty set. When the union member alltypes is first considered, the following access pattern is created by create-an-access-pattern():

\[ (<u.alltypes, \text{int}>, [u.alltypes, \text{int}]) \]

The routine add-an-access-pattern() will add the above access pattern to the set
AccessPatternSet(u) and will make an equivalence class consisting of the access \(<u.alltypes, int>\).

The union member \(ni\) is considered next. The following new access pattern is created:

\[ (<u.ni, struct inode>, [<u.ni.type, int>, <u.ni.ival, int *>]) \]

Two equivalence classes are created, one for \(<u.ui.type, int>\) and another for \(<u.ui.ival, int *>\). Then the accesses of the access pattern in the set AccessPatternSet(u) are compared to the accesses in the newly created access pattern, one by one. Since the first accesses in the two access patterns, \(<u.alltypes, int>\) and \(<u.ui.type, int>\), have the same primitive type, the equivalence classes for the two accesses are unioned, that is, the two accesses are in the same equivalence class.

Finally the union member \(nr\) is considered. The new access pattern associated with this member

\[ (<u.nr, struct rnode>, [<u.nr.type, int>, <u.nr.rval, float *>]) \]

will be examined against the two access patterns created for other two union members. When compared with the access pattern for member \(alltypes\), the equivalence classes for \(<u.alltypes, int>\) and \(<u.nr.type, int>\) are unioned. When compared with the access pattern for member \(ni\), the equivalence classes for \(<u.ni.type, int>\) and \(<u.nr.type, int>\) are unioned; the equivalence classes for \(<u.ni.ival, int *>\) and \(<u.nr.rval, float *>\) are unioned. So we obtain the two equivalence classes for the equivalence relation implied by the common initial sequences for variable \(u\).

**Complexity** We assume that the maximum number of members in unions or structures is a small constant and the number of array elements for arrays either in union members or as union members is a small constant compared to the number of object names in \(O\).

Because of the assumption, the number of accesses in any access patterns is a small constant and the number of access patterns for any location is also a small constant.
So it is easy to see the complexity of the three routines for calculating access patterns and the equivalence relation implied in Figure 4.15, 4.16, and 4.17 is $O(1)$.

### 4.4.3 Type Casting

In this section, we present our approach to handling type casting in the points-to analysis.

First of all, we will not allow arbitrary type casting; instead only casting between object names of pointer types is permitted. We use a simple type checking algorithm to find if an input program violates this restriction.

As a result of this restriction, a pointer of type $t_1*$ can be found pointing to a location of type $t_2$ even if $t_1$ is not the same type as $t_2$ and thereafter the location can be accessed through the pointer as if it is of type $t_1$. In other words, the location is effectively being used as a union of two types, $t_1$ and $t_2$.

For example, suppose $s$ is declared to be of the following structure type:

```c
struct rnode { int rtype; float * rval; }
```

There is a pointer $p$ of the following type that points to $s$:

```c
struct inode { int itype; int *ival; } *p
```

Basically $s$ can be accessed through $p$ and itself as a location of any of the two types, that is, $s$ is being used as a union. The locations that can be accessed through $s$ are $<s.rtype, int>$ and $<s rval, float *>$. Since $p$ points to $s$, the dereferenced names $p->itype$ and $p->ival$ will access $s.itype$ and $s.ival$ respectively. So the locations that can be accessed through $p$ are $<s.itype, int>$ and $<s.ival, int *>$.

Similar to declared unions, these effective unions caused by casting may induce aliases. We will use the same approach for declared unions to deal with aliases caused by effective unions. For the above effective union, our calculation will have the following:

- $<s.rtype, int>$ and $<s.itype, int>$ are aliased; the two accesses are in the same equivalence class.
• \texttt{<s.rval, float * >} and \texttt{<s.iival, int * >} are aliased; the two accesses are in the same equivalence class.

The same restrictions for declared unions apply to effective unions too. For example, the type restrictions for union members of declared unions will be enforced for effective unions.

4.4.4 Summary of Restrictions

Here we will summarize a number of restrictions that are mentioned at various places in the last two sections and how they are being enforced.

• Type casting in the middle of object names is not allowed.

We eliminate these type casting by manual program transformation.

• The following are the restrictions on types for members of declared or effective unions.

  – Union members can not be of a union type.

  – Union members can not be of an array type of elements, which are neither of a primitive type nor of a pointer type.

  – Union members can not be of a structure type, which has one member of a structure type.

  – Union members can not be of a structure type, whose members are of an array type of elements, which are neither of a primitive type nor of a pointer type.

We enforce this by examining the member types of declared unions before the points-to analysis and the member types of effective unions during the points-to analysis.

• Casting from a pointer type to a non-pointer type or vice versa is not allowed.

We determine if there is such casting by a simple type checking algorithm.
graph-construction-w-union-w-casting()
{
    OT = { }
    for each object name o in O
    {
        let t be the declared type of o
        add <o, t> to OT
        create a node for <o, t>
    }
    for each pointer assignment lhs = rhs in A
    {
        let ltyp and rtyp be the declared types of lhs and rhs respectively
        if (there is no -> edge from the node for <rhs, rtyp> to the node for <lhs, ltyp>)
            create a -> edge from the node for <rhs, rtyp> to the node for <lhs, ltyp>
    }
    /* calculate access patterns for locations of union types */
    for each location name l in O
    {
        AccessPatternSet(l) = undefined
        if (l is of a union type)
            calculate-access-patterns-for-union(l)
    }
    /* add -> edges due to declared unions */
    for each equivalence class implied by all access patterns
    {
        for each pair of accesses <loc1, typ1> and <loc2, typ2> in the equivalence class
            create a -> edge between the node for <loc1, typ1> and the node for <loc2, typ2>
    }
}

Figure 4.18: graph-construction-w-union-w-casting()

4.5 Points-to Analysis With Unions and Type Casting

In this section, we present the points-to analysis algorithm for programs with unions
and type casting. To deal with unions and type casting in the analysis, we will associate
a type with an object name explicitly. An object name and a type together will now
represent a name. Initially, each object name in O is associated with its declared type.
We define a set OT to be initially the following set:

{ <o, t> | o ∈ O and t is the declared type of o }

The initial pointer value flow graph has one node for each <o, t>. For each pointer
assignment lhs = rhs in A, where the declared types of lhs and rhs are ltyp and rtyp
respectively, the initial graph will also have a \( \rightarrow \) edge from the node for \(<\text{rhs}, \text{rtyp}>\) to the node for \(<\text{lhs}, \text{ityp}>>\). For each alias caused by declared unions, for instance, between \(<\text{loc}_1, \text{typ}_1>\) and \(<\text{loc}_2, \text{typ}_2>\), the initial graph has a \( \leftarrow \) edge between the node for \(<\text{loc}_1, \text{typ}_1>\) and the node for \(<\text{loc}_2, \text{typ}_2>\). The pseudo code for the construction of the initial pointer value flow graph is provided in Figure 4.18.

During the points-to analysis, new names will be created and added to the set \(O_T\); aliases and effective unions will be found. For each new name added to \(O_T\), a new node will be added to the pointer value flow graph. For an alias found, for instance, between \(<\text{deref}, \text{typ}>>\) and \(<\text{loc}, \text{typ}>>\), a \( \leftarrow \) edge between the node for \(<\text{deref}, \text{typ}>>\) and the node for \(<\text{loc}, \text{typ}>>\) will be added to the pointer value flow graph. For each alias caused by effective unions, for instance, between \(<\text{loc}_1, \text{typ}_1>\) and \(<\text{loc}_2, \text{typ}_2>\), the graph has a \( \leftarrow \) edge between the node for \(<\text{loc}_1, \text{typ}_1>\) and the node for \(<\text{loc}_2, \text{typ}_2>\).

In summary, the pointer value flow graph has one node for each name in \(O_T\) and has the following three kinds of edges:

- \(<\text{rhs}, \text{rtyp}>>\rightarrow<\text{lhs}, \text{ityp}>>\)

  This edge represents a pointer assignment \(\text{lhs} = \text{rhs}\) in \(A\), where the declared types of \(\text{lhs}\) and \(\text{rhs}\) are \(\text{ityp}\) and \(\text{rtyp}\) respectively. Since type casting is possible, \(\text{rtyp}\) and \(\text{ityp}\) may be different pointer types.

- \(<\text{loc}_1, \text{typ}_1>\leftarrow<\text{loc}_2, \text{typ}_2>\)

  This edge is added either in the construction of the initial graph due to declared unions or during the points-to analysis due to effective unions. By our definition of common initial sequences, \(\text{typ}_1\) and \(\text{typ}_2\) can be either different pointer types or the same primitive type.

- \(<\text{deref}, \text{typ}>>\leftarrow<\text{loc}, \text{typ}>>\)

  This edge is added during the points-to analysis because \(<\text{deref}, \text{typ}>>\) is found to be aliased to \(<\text{loc}, \text{typ}>>\).

We will be calculating points-to sets for nodes in the pointer value flow graph.
\[
\text{pts}(<\&\text{loc},\ \text{typ }\ast>) = \{<\text{loc},\ \text{typ}>\} \quad (1)
\]
\[
\text{pts}(<\&\text{(deref)},\ \text{typ }\ast>) = \bigcup_{<\text{deref},\ \text{typ}> \leftrightarrow <\text{loc},\ \text{typ}>} \{<\text{loc},\ \text{typ}>\} \quad (2)
\]
\[
\text{pts}(<\text{loc},\ \text{typ}> ) = \rho_{\text{typ}} \begin{pmatrix}
\bigcup_{<\text{obj}_1,\ \text{typ}_1> \leftrightarrow <\text{loc},\ \text{typ}>} \text{pts}(<\text{obj}_1,\ \text{typ}_1>) \\
\bigcup_{<\text{loc},\ \text{typ}> \downarrow <\text{deref},\ \text{typ}>} \bigcup_{<\text{obj}_2,\ \text{typ}_2> \downarrow <\text{deref},\ \text{typ}>} \text{pts}(<\text{obj}_2,\ \text{typ}_2>) \\
\bigcup_{<\text{loc},\ \text{typ}'> \leftrightarrow <\text{loc}_3,\ \text{typ}_3>} \text{pts}(<\text{loc}_3,\ \text{typ}_3>)
\end{pmatrix} \quad (3a)
\]
\[
\text{pts}(<\text{deref},\ \text{typ}> ) = \rho_{\text{typ}} \begin{pmatrix}
\bigcup_{<\text{deref},\ \text{typ}> \leftrightarrow <\text{loc},\ \text{typ}>} \text{pts}(<\text{loc},\ \text{typ}>)
\end{pmatrix} \quad (4)
\]

Figure 4.19: Data Flow Equations for the Points-to Analysis with Unions and Casting
Since each node represents a name like \(<o, t>\), we will be calculating the points-to sets such as \(pts(<o, t>)\). The data flow equation is shown in Figure 4.19. Comparing these equations with the ones in Figure 4.6, there are three changes. The first change is the naming scheme; now each name consists of an object name and a type. The second one is Item (3c), which is for \(\rightarrow\) edges added for aliases caused by declared or effective unions. The third change is the function \(\rho_{typ}\) used in the equations, where \(typ\) is a pointer type. This function is an extension to the function \(\rho\) in Figure 4.6; besides deriving alias information from points-to pairs, this function does simple type conversions; if necessary, it adds new names to \(O_T\), creates new nodes in the pointer value flow graph, calculates new access patterns for effective unions and adds \(\rightarrow\) edges for aliases caused by effective unions. The pseudo code of these functionalities applied to one points-to pair is given as a routine type-conversion() in Figure 4.20.

The assumption for using the routine type-conversion() is that the location \(loc\) of \(typ\) is found by the points-to analysis to be pointed to by a pointer of type \(typ_1\*\). The routine will return a location that can be accessed through the pointer. It first tries to convert the location of \(typ\) to a location of \(typ_1\). Such conversions include:

- A pointer to a union can be converted to any member of the union and vice versa.

If \(typ\) is a union type and the declared type of one member of the union is \(typ_1\), then the pointer can be considered pointing to the member. This is consistent with the C standard.

If \(<loc, typ>\) refers to a union member and the declared type of the union is \(typ_1\), then the pointer can be considered pointing to the union.

If \(<loc, typ>\) refers to a union member and the declared type of another union member is \(typ_1\), then the pointer can be considered pointing to that union member.

- A pointer pointing to a structure can be converted to point to the first member of the structure and vice versa.

If \(typ\) is a structure type and the declared type of the first member of the structure
type-conversion(typ₁ * , <loc, typ>)
{
    if (typ₁ is the same type as typ) return <loc, typ₁>

    if (typ is a union type)
        for each member mem of the union type
            if (typ₁ is the same type as member-type(typ₁, mem))
                return <apply(loc, mem), typ₁>
    else if (typ is a structure type)
        let fld be the first member of the structure type
        if (typ₁ is the same type as member-type(typ₁, fld))
            return <apply(loc, fld), typ₁>
    }

    if (loc is the first member of a structure)
        let sloc be the location name of the structure
        let styp be the declared type of the structure
        if (typ₁ is the same type as styp)
            return <sloc, typ₁>
    else if (loc is a union member)
        let uloc be the location name of the union
        let utyp be the declared type of the union
        if (typ₁ is the same type as utyp)
            return <uloc, typ₁>
        else
            for each member mem of the union type
                if (typ₁ is the same type as member-type(utyp, mem))
                    return <apply(uloc, mem), typ₁>
    }

    if (<loc, typ₁> ∉ τ₀)
        find-a-new-name(loc , typ₁)

    return <loc, typ₁>
}

Figure 4.20: Type Conversions in the Points-to Analysis
find-a-new-name(loc, typ)  
  
  create-a-new-name(loc, typ)  
  
  if (AccessPatternSet(loc) == undefined)  
    AccessPatternSet(loc) = { }  
    if (loc is not a heap name)  
      /* create an access pattern for declared type of a non-heap-location */  
      let t be the declared type of loc  
      ap0 = create-an-access-pattern(loc, t)  
      add-an-access-pattern(loc, ap0)  
    }  
  }  
  
  ap = create-an-access-pattern(loc, typ)  
  add-an-access-pattern(loc, ap)  
  
  for each access <l, t> of ap  
  
    for each access <l, t1> in FIND(<l, t>)  
      if (<l, t> is not same as <l, t1>)  
        add a edge between the node for <l, t> and the node for <l, t1>  
        if there is no such edge yet  
        for each <o, t> in PointsTo<l, t1>  
          add (<l, t>, <o, t>) to the worklist /* Equation (3c) */  
    }  
  }  
  
  create-a-new-name(loc, typ) /* recursively called */  
  
  add <loc, typ> to O_T  
  
  create a node for <loc, typ>  
  
  pts(<loc, typ>) = { }  
  
  if (typ is a union type)  
    for each member mem of the union type  
      create-a-new-name(apply(loc, mem), member-type(typ, mem))  
  else if (typ is a structure type)  
    for each member fld of the structure type  
      create-a-new-name(apply(loc, fld), member-type(typ, fld))  
  else if (typ is an array type)  
    create-a-new-name(apply(loc, [ ]), elem-type(typ))  
  
Figure 4.21: Creation of New Names in the Points-to Analysis
is \textit{typ}$_1$, then the pointer can be considered pointing to the first member. This is consistent with the C standard.

On the other hand, if \textit{<loc, typ>} refers to the first member of a structure of type \textit{typ}$_1$, then the pointer can be considering pointing to the structure.

For example, let \textit{u} be a variable of the union type given in Figure 4.14. If a pointer of type \textit{struct inode*} is found to point to \textit{u}, the routine \textit{type-conversion()} will say the pointer is actually pointing to \textit{u}.\textit{ni}. If a pointer of type \textit{union utag} is found to point to \textit{u}.\textit{ni}, the routine \textit{type-conversion()} will say the pointer is actually pointing to \textit{u}.

If the above type conversions fail and the name \textit{<loc, typ>\textit{1}} is not in \textit{OT}, then a new name is just found and the routine \textit{find-a-new-name()} (Figure 4.21) is called to deal with the new name. The purpose of the type conversions is to avoid creating unnecessary new names. In \textit{find-a-new-name()}, the routine \textit{create-a-new-name()} is first called, which will add the new name to the set \textit{OT}, create a node for the name in the pointer value flow graph and initialize the points-to set for the node. If the new name is either a union type, a structure type, or an array type, the routine \textit{create-a-new-name()} will be called recursively for new names involving union members, structure members and array elements. This is for getting \textit{all} new location names. After new names are created, the routine \textit{find-a-new-name()} will add a new access pattern for the location and update the equivalence classes implied by all access patterns for the location. If any access in the new access pattern is found aliased to any access in the existent access patterns, a $\leftrightarrow$ edge will be added to the pointer value flow graph between the nodes for the two accesses and the worklist may be updated because of the edge. If the new access pattern is the \textit{first} one for the location, i.e., \textit{AccessPatternSet(loc)} is \textit{undefined}, we need to add the default access pattern for the location and its declared type, that is, the location can be accessed through itself as the declared type. Note that heap names have to be accessed through pointers and thus there are no default access patterns for them.

For example, suppose \textit{s} is declared to be of the following structure type:

\begin{verbatim}
struct rnode { int rtype; float *rval; }
\end{verbatim}
and a pointer $p$ of the following type is found to point to $s$:

\[
\text{struct inode } \{ \text{int } \textit{itype}; \text{int } \ast \text{ival}; \} \ast p
\]

None of the type conversion rules can be applied. Assume this is the first time that the name $<s, \text{struct inode}>$ is encountered, that is, the name is not in $O_T$ yet. Thus the routine create-a-new-name() will be called. The new name will be added to $O_T$ and a new node will be created in the pointer value flow graph for the new name. Since $s$ is accessed through $p$ as a structure, the routine create-a-new-name() will be called for $<s.\text{itype}, \text{int}>$ and $<s.\text{ival}, \text{int }\ast>$, that is names for the two structure members will be added and nodes for the names will be created. Furthermore, the following two access patterns will be created for $s$ and put in the set $\text{AccessPatternSet}(s)$:

\[
(<s, \text{struct rnode}> , [ <s.\text{rty}pe, \text{int}> , <s.\text{rval}, \text{float }\ast> ])
\]

\[
(<s, \text{struct inode} > , [ <s.\text{itype}, \text{int}>, <s.\text{ival}, \text{int }\ast> ])
\]

The equivalence classes implied by these two access patterns are calculated and they are as follows:

\[
\{ <s.\text{rty}pe, \text{int}>, <s.\text{itype}, \text{int}> \}
\]

\[
\{ <s.\text{rval}, \text{float }\ast>, <s.\text{ival}, \text{int }\ast> \}
\]

Finally one $\leftarrow$ edge is added between the node for $<s.\text{rty}pe, \text{int}>$ and the node for $<s.\text{itype}, \text{int}>$; one $\rightarrow$ edge is added between the node for $<s.\text{rval}, \text{float }\ast>$ and the node for $<s.\text{ival}, \text{int }\ast>$. Note that the nodes for these accesses have already been added in the pointer value flow graph by the routine create-a-new-name().

The worklist algorithm for points-to analysis with unions and type casting is shown in Figure 4.22 and 4.23. This algorithm is very similar to the one in Figure 4.7 and 4.8. There are two changes. One is the naming scheme, that is, a name now is an object name and a type. Another change is that the type conversion function is applied to each points-to pair removed from the worklist. The routine type-conversion() and find-an-alias-w-union-w-casting() do what the function $\rho_{\text{typ}}$ in the equations is supposed to
worklist-algorithm-w-union-w-casting()
{
    /* initialization */
    for each object name \(<o, t>\) in \(O_T\)
    {
        \(pts(<o, t>) = \{\}\)
        if (\(<o, t>\) is \(<\&loc, typ \ast >\))
            add (\(<\&loc, typ \ast >, <loc, typ>\)) to the worklist /* Equation (1) */
    }

    /* iteration */
    while (the worklist is not empty)
    {
        remove (\(<o_1, t_1 \ast >, <l_0, t_0>\)) from the worklist
        \(<l_1, t_1> = \text{type-conversion}(t_1 \ast , <l_0, t_0>)\)
        if (\(<l_1, t_1>\) is already in \(pts(<o_1, t_1 \ast >))\) continue
        add \(<l_1, t_1>\) to \(pts(<o_1, t_1 \ast >)\)
        for each \(\rightarrow\) edge from \(<o_1, t_1 \ast >\)
        {
            let the edge be from \(<o_1, t_1 \ast >\) to \(<o_2, t_2>\)
            if (\(o_2\) is a location name)
                add (\(<o_2, t_2>, <l_1, t_1>\)) to the worklist /* Term (3a) */
            else
                for each \(\leftarrow\) edge from \(<o_2, t_2>\)
                {
                    let the edge be between \(<o_2, t_2>\) and \(<o_3, t_3>\)
                    add (\(<o_3, t_3>, <l_1, t_1>\)) to the worklist /* Term (3b) */
                }
        }
        if (\(o_1\) is a location name)
            for each \(\leftarrow\) edge from \(<o_1, t_1 \ast >\)
            {
                let the edge be between \(<o_1, t_1 \ast >\) and \(<o_4, t_4>\)
                add (\(<o_4, t_4>, <l_1, t_1>\)) to the worklist /* Term (3c) and Equation (4) */
            }
        /* derive alias information from points-to information */
        if (\(o_1\) is neither \&loc nor \&def)
            find-an-alias-w-union-w-casting(apply(\(o_1, \ast\), \(l_1\), \(t_1\))
    }
}

Figure 4.22: worklist-algorithm-w-union-w-casting()
find-an-alias-w-union-w-casting(deref, loc, typ)
{
    if (deref, typ) \notin O_T \} return /* consider only names in O_T */
    if (there is already a \leftarrow edge between deref, typ and loc, typ)
        return
    add a \leftarrow edge between deref, typ and loc, typ
    if (&deref, typ \in O_T)
        add (&deref, typ \rightarrow, loc, typ) to the worklist /* Equation (2) */
    for each \rightarrow edge to deref, typ
    {
        let the edge be from obj_1, typ_1 to deref, typ
        for each loc_2, typ_2 in pts(obj_1, typ_1)
            add (loc, typ, loc_2, typ_2) to the worklist /* Term (3b) */
    }
    for each loc_3, typ_3 in pts(loc, typ)
        add (deref, typ, loc_3, typ_3) to the worklist /* Equation (4) */
/* An alias involving union/struct/array implies more aliases. */
    if (typ is a union type)
        for each member mem of the union type
            find-an-alias-w-union-w-casting(apply(deref, mem), apply(loc, mem),
            member-type(ty, mem))
    else if (typ is a structure type)
        for each member fld of the structure type
            find-an-alias-w-union-w-casting(apply(deref, fld), apply(loc, fld),
            member-type(ty, fld))
    else if (typ is an array type)
        find-an-alias-w-union-w-casting(apply(deref, [ ]), apply(loc, [ ]),
        elem-type(ty))
}

Figure 4.23: find-an-alias-w-union-w-casting()
points-to-analysis-w-union-w-casting()
{
    /* construct the initial pointer value flow graph */
    graph-construction-w-union-w-casting()

    /* apply the worklist algorithm */
    worklist-algorithm-w-union-w-casting()
}

Figure 4.24: Points-to Analysis with Unions and Type Casting

accomplish. The points-to analysis algorithm with unions and type casting is given in Figure 4.24.

We assume that the maximum number of members in unions (declared or effective) or structures is a small constant and the number of array elements for arrays either in union members or as union members is a small constant.

Let $N$ be the number of object names in $O$, that is, $N = |O|$. Initially, $O_T$ has $N$ names. During the points-to analysis, more names may be added to the set $O_T$; this happens if a location is being accessed through pointers as a type other than its declared type. We assume the number of locations being accessed in this way and the types that they are being accessed as are both small constants compared to the number of object names in $O$. Therefore, the number of names in $O_T$ during the points-to analysis is $O(N)$.

In the routine graph-construction-w-union-w-casting(), creation of nodes takes at most $O(N)$ time and creation of $\rightarrow$ edges takes at most $O(N^2)$ time. Because the complexity of the routine calculate-access-patterns-for-union() is $O(1)$, the cost of calculating access patterns for all locations of union types is $O(N)$. The cost of creating $\leftarrow$ edges is $O(N)$ as the number of equivalence classes is $O(N)$ and the number of accesses in each class is $O(1)$. So the construction of the initial pointer value graph takes at most $O(N^2)$ time.

Besides the naming scheme, this worklist algorithm is different from the one in Section 4.3 in that the routine type-conversion() is called for each points-to pair removed
from the worklist. The complexity of the routine type-conversion() in Figure 4.20, find-a-new-name() and create-a-new-name() in Figure 4.21, is $O(1)$ because of our assumptions about the number of members in unions or structures and the number of new names added during the points-to analysis. By using $O_T$ instead of $O$ and following the same argument as in Section 4.3, we claim the complexity of this worklist algorithm is at most $O(N^4)$.

The worst case complexity of the points-to analysis with unions and type casting is $O(N^4)$.

**4.6 Empirical Results of the Points-to Analysis**

We have implemented a prototype of the points-to analysis algorithm presented in Section 4.5 as a step after program decomposition (Chapter 6). The program decomposition technique uses the points-to analysis on parts of a program to resolve indirect calls through function pointers in the program. So our prototype implementation of the points-to analysis assumes indirect calls have been already resolved.

Our implementation handles pointer arithmetic in a simple way. First, all pointer names as left hand sides of pointer assignments with pointer arithmetic are identified. In our intermediate representation (Figure 6.1), these assignments are of the following form:

$$
\text{PtrName} = \text{PtrName}_1 + \cdots - \text{IntName}
$$

For example, $p = q + i$, where $p, q$ are names of pointer type and $i$ is a name of integer type, is such an assignment; we identify $p$ as a pointer involving in pointer arithmetic and consider the assignment as having the same effect as $p = q$. Secondly, we will treat pointers involving in pointer arithmetic (such as $p$) differently from other pointers in the points-to analysis. Assume the pointer $p$ is found to point to an array element (e.g., $a[\ ]$) by the points-to analysis. In this case, the pointer arithmetic is trivially handled because the name for the array element ($a[\ ]$) basically can be any element of the array. Assume the pointer $p$ is found to point to a structure member (e.g., $s.f_k$, where $f_k$ is the $k^{th}$ member of the structure type, which has $n$ members: $f_1, \ldots, f_n$). Assume the type
of the member \( f_k \) is \( t \); then \( p \) is of type \( t^* \). In this case, \( p \) may point to members before or after \( f_k \) in the structure because of the pointer arithmetic. For members before \( f_k \), if any, the member \( f_{k-1} \) is examined first. If it is of type \( t \) or of type \( t[ ] \), the points-to analysis will say that \( p \) points to \( s.f_{k-1} \) or \( s.f_{k-1}[ ] \) and the member before it will be examined; if it is not of the above types, the points-to analysis will not examine any members before it. For members after \( f_k \), if any, the member \( f_{k+1} \) is examined first. If it is of type \( t \) or of type \( t[ ] \), the points-to analysis will say that \( p \) points to \( s.f_{k+1} \) or \( s.f_{k+1}[ ] \) and the member right before it will be examined; if it is not of the above types, no members before it will be examined.

In this section, we present some empirical results of our prototype implementation of the points-to analysis.

**Test Programs** In Table 4.1, we present the test C programs used. The programs are ordered by the number of nodes in their internal representation (ICFG). Also shown in the table are the number of lines of code, the number of indirect calls through function pointers, the number of locations of union type, and the number of pointer-related assignments with type casting in each program. Some of the type casting is in assignments for dynamic allocations (i.e., calls to `malloc()` or `calloc()`).

**Thru-deref MOD/REF Results** In Figures 4.25 and 4.26, we present the Thru-deref MOD/REF results of the PT analysis for the test programs. For comparison, we also show the Thru-deref MOD/REF results of an extended version of the Landi/Ryder flow- and context-sensitive aliasing analysis (the FS analysis) [LR92] for 8 of the test programs; for other test programs, the FS analysis runs out of memory after a while. The extended Landi/Ryder's algorithm handles unions and type casting in a different way from ours. It uses offsets and sizes to represent location names; if two names are overlapped, they are considered aliased.

Overall, the Thru-deref MOD/REF results of the PT analysis are quite good. On average, 4 programs (`smail`, `bc`, `008.espresso`, `T-W-MC`) have more than 2 locations modified per Thru-deref MOD site and 6 programs (`assembler`, `smail`, `bc`, `bison`, `008.espresso`, `T-W-MC`) have more than 2 locations referenced per Thru-deref REF site. The worst case is for the program `008.espresso`. For the 8 programs that go
<table>
<thead>
<tr>
<th>program name</th>
<th>ICFG nodes</th>
<th>lines of codes</th>
<th>indirect calls</th>
<th>unions</th>
<th>ptr assgn w/ casting</th>
</tr>
</thead>
<tbody>
<tr>
<td>chomp</td>
<td>745</td>
<td>448</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>loader</td>
<td>1564</td>
<td>1219</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>stanford</td>
<td>1772</td>
<td>887</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>pokerd</td>
<td>1896</td>
<td>1241</td>
<td>0</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>sim</td>
<td>3034</td>
<td>1439</td>
<td>0</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td>dineroII</td>
<td>3477</td>
<td>2961</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>assembler</td>
<td>3602</td>
<td>2673</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>small</td>
<td>3697</td>
<td>3270</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>archie-client</td>
<td>3856</td>
<td>4680</td>
<td>1</td>
<td>3</td>
<td>29</td>
</tr>
<tr>
<td>023.eqntott</td>
<td>4748</td>
<td>3548</td>
<td>9</td>
<td>3</td>
<td>26</td>
</tr>
<tr>
<td>rolo</td>
<td>5169</td>
<td>4860</td>
<td>1</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>simulator</td>
<td>5575</td>
<td>3733</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>flex</td>
<td>7377</td>
<td>6970</td>
<td>0</td>
<td>0</td>
<td>75</td>
</tr>
<tr>
<td>agrep</td>
<td>8568</td>
<td>3801</td>
<td>0</td>
<td>0</td>
<td>17</td>
</tr>
<tr>
<td>bc</td>
<td>8602</td>
<td>7760</td>
<td>19</td>
<td>3</td>
<td>41</td>
</tr>
<tr>
<td>zip</td>
<td>9290</td>
<td>7462</td>
<td>1</td>
<td>0</td>
<td>37</td>
</tr>
<tr>
<td>bison</td>
<td>9569</td>
<td>7420</td>
<td>0</td>
<td>0</td>
<td>101</td>
</tr>
<tr>
<td>022.li</td>
<td>10687</td>
<td>7443</td>
<td>3</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>lam</td>
<td>21185</td>
<td>9550</td>
<td>1</td>
<td>0</td>
<td>22</td>
</tr>
<tr>
<td>008.espresso</td>
<td>30416</td>
<td>13619</td>
<td>15</td>
<td>0</td>
<td>191</td>
</tr>
<tr>
<td>T-W-MC</td>
<td>51628</td>
<td>23788</td>
<td>18</td>
<td>0</td>
<td>273</td>
</tr>
</tbody>
</table>

Table 4.1: Test Programs
Average Number of Locations Modified

Figure 4.25: Thru-deref MOD Results for the PT Analysis
Figure 4.26: Thru-deref REF Results for the PT Analysis
Figure 4.27: Timings for the PT Analysis (Part 1)
Figure 4.28: Timings for the PT Analysis (Part 2)
through the FS analysis, the PT analysis is almost as precise as the FS analysis. This is very encouraging, but we need to analyze more programs.

**Timing Results** In Figures 4.27 and 4.28, we present the time used by the PT analysis on each of the test programs; for comparison, we also show the time of a simple compilation using gcc without any optimization for each program. By implementation choice, the PT analysis does not resolve indirect calls through function pointers; the time of the PT analysis does not include the time for doing that. The timing results are collected by averaging over ten runs of the PT analysis or the compilation on a Sun SPARCstation 20 running Solaris 2.5.1 with 100M byte physical memory and 350M byte swap space. From the figures, we can see that the PT analysis takes much less time than the compilation for most programs. For all programs but two (008.espresso and T-W-MC), the PT analysis uses less than 0.6 seconds; it takes about 14.9 seconds for 008.espresso and about 3.4 seconds for T-W-MC because there are many cases of type casting in the two programs.

4.7 An Example for the Points-to Analysis

In this section, we show the points-to result on a small program. The program is given in Figure 4.29.

There is a pointer assignment with casting in the program, which basically makes the location \( s \) of type `struct bar` to be pointed to by a pointer of type `struct foo *`. Because of this, the points-to analysis will create a new name representing a location of type `struct foo`:

\[
<s, \text{struct foo}>
\]

The name \(*p\) will be aliased to this location. Since it is of a structure type, the following names representing the structure members will also be created.

\[
<s.a, \text{int}>, <s.b, \text{float} *>, \text{and } <s.c, \text{float} *>
\]

Now the location \( s \) is effectively being accessed as a union and it has two access patterns:
```c
struct foo
{
    int a;
    float *b;
    float *c;
} *p;

struct bar
{
    int d;
    int *e;
    float *f;
    float *g;
} s, *r;

float x, y, z, **f;

main()
{
    r = &s;
    r->d = 1;
    r->g = &x;
    p = (struct foo *) r;
    p->a = 2;
    p->b = &y;
    *(p->b) = 1.0;
    p->c = &z;
    *(p->c) = 2.0;
    *(r->e) = 1;
    f = &*(r->g);
    *f = p->c;
    **f = 1.0;
}
```

Figure 4.29: An Example Program for Points-to Analysis
Figure 4.30: The Pointer Value Flow Graph
Figure 4.31: Points-to Solution for the Example Program

\[
\begin{align*}
\text{pts}( <\& s, \text{struct bar} *> ) &= \{ <s, \text{struct bar}> \} \\
\text{pts}( <r, \text{struct bar} *> ) &= \{ <s, \text{struct bar}> \} \\
\text{pts}( <p, \text{struct foo} *> ) &= \{ <s, \text{struct foo}> \} \\
\text{pts}( <\&(r\rightarrow g), \text{float} *> ) &= \{ <s.g, \text{float} *> \} \\
\text{pts}( <f, \text{float} *> ) &= \{ <s.g, \text{float} *> \} \\
\text{pts}( <\&y, \text{float} *> ) &= \{ <y, \text{float}> \} \\
\text{pts}( <p\rightarrow b, \text{float} *> ) &= \{ <y, \text{float}> \} \\
\text{pts}( <s.b, \text{float} *> ) &= \{ <y, \text{float}> \} \\
\text{pts}( <s.e, \text{int} *> ) &= \{ <y, \text{int}> \} \\
\text{pts}( <r\rightarrow e, \text{int} *> ) &= \{ <y, \text{int}> \} \\
\text{pts}( <\&x, \text{float} *> ) &= \{ <x, \text{float}> \} \\
\text{pts}( <\&z, \text{float} *> ) &= \{ <z, \text{float}> \} \\
\text{pts}( <p\rightarrow c, \text{float} *> ) &= \{ <z, \text{float}> \} \\
\text{pts}( <s.c, \text{float} *> ) &= \{ <z, \text{float}> \} \\
\text{pts}( <r\rightarrow g, \text{float} *> ) &= \{ <x, \text{float}>, <z, \text{float}> \} \\
\text{pts}( <s.g, \text{float} *> ) &= \{ <x, \text{float}>, <z, \text{float}> \} \\
\text{pts}( <*f, \text{float} *> ) &= \{ <x, \text{float}>, <z, \text{float}> \}
\end{align*}
\]

Figure 4.32: Alias Solution Derived from the Points-to Analysis

\[
\begin{align*}
\{ <s, \text{struct bar}>, <*r, \text{struct bar}> \} \\
\{ <s, \text{struct foo}>, <*p, \text{struct foo}> \} \\
\{ <s.a, \text{int}>, <s.d, \text{int}>, <p\rightarrow a, \text{int}>, <r\rightarrow d, \text{int}> \} \\
\{ <s.b, \text{float} *> , <s.e, \text{int} *> , <p\rightarrow b, \text{float} *> , <r\rightarrow e, \text{int} *> \} \\
\{ <s.g, \text{float} *> , <r\rightarrow g, \text{float} *> , <*f, \text{float} *> \} \\
\{ <s.c, \text{float} *> , <p\rightarrow c, \text{float} *> \} \\
\{ <z, \text{float}>, <*(p\rightarrow c), \text{float}>, <**f, \text{float}> \} \\
\{ <x, \text{float}>, <**f, \text{float}> \} \\
\{ <y, \text{float}>, <*(p\rightarrow b), \text{float} > \} \\
\{ <y, \text{int}>, <*(r\rightarrow e), \text{int} > \}
\end{align*}
\]
The equivalence classes implied by the above access patterns, are as follows.

\[
\{ <s,a>, <s.d> \}
\]

\[
\{ <s.b, float *>, <s.e, int *> \}
\]

In other words, \(<s.a, int>\) and \(<s.d, int>\) refer to the same location; \(<s.b, float *>\) and \(<s.e, int *>\) refer to the same location.

The points-to analysis will find \(<s.b, float *>\) points to \(<y, float>\). Because of the above aliases, \(<s.e, int *>\) points to \(<y, float>\). Thus the location \(y\) is accessed as a union. The following name will be created by the points-to analysis:

\(<y, int>\)

The location \(y\) will have the following two access patterns, which do not imply any equivalence class.

\[
(<y, float>, [<y, float>])
\]

\[
(<y, int>, [<y, int>])
\]

The final pointer value flow graph is shown in Figure 4.30. Each \(--->\) edge represents a pointer assignment in the program and each \(--\) edge represents an alias between two names. The points-to solution for the program is given in Figure 4.31.

The alias solution for the program can derived in the following way. Each name representing a location in the final pointer value flow graph will be examined; all names having a \(--\) edge to the location name are aliased to each other and to the location name, which means we can represent these aliases by an equivalence class consisting of all names involved. For instance, we will have the following equivalence class representing three aliases among the three names:
\{ <z, float>, *(p\rightarrow c), float>, **f, float> \}

If two location names are aliased due to unions (e.g., <s.a, int> and <s.d, int>), then all names having a \(\leftarrow\rightarrow\) edge to any of the location names are aliased to each other and to any of the location names. For instance, we would have the following equivalence class representing six aliases among the four names:

\{ <s.d, int>, <s.a, int>, *r\rightarrow d, int>, <p\rightarrow a, int> \}

The alias solution for the program is given in Figure 4.32. Trivial equivalence classes with only one name are not shown.
Chapter 5

Program Decomposition and Flow-insensitive Aliasing Analysis without Unions and Type Casting

For flow-insensitive pointer aliasing analysis, a program can be considered as a sequence of assignments having effects on pointer aliasing. In this chapter, we present a technique that partitions these assignments into independent sets with respect to their aliasing effects. We call this program decomposition for pointer aliasing analysis; one potential application of the decomposition is using different analysis methods on these independent sets of assignments to achieve specific goals of analysis cost and precision. We also present a flow-insensitive aliasing algorithm based on the program decomposition called FA analysis. In this chapter, we consider programs without indirect calls through function pointers, unions, or type casting (except casting in calls to system-defined memory allocation routines). In Chapter 6, we will extend the ideas in this chapter to programs with the above features. This chapter is organized as follows. In Section 5.1, we discuss the program representation used in this chapter. In Section 5.2, we define interesting equivalence relations on names in a program. In Section 5.3 and 5.4, we present, respectively, the definition and calculation of the equivalence relation for program decomposition and the equivalence relation for the FA analysis.

5.1 Program Representation

We consider C programs that do not have type casting, except in calls to system-defined memory allocation routines such as malloc() and calloc(). Call-by-value parameter passing is assumed. We represent a program in an intermediate form, whose syntax is given in Figure 5.1. Basically a program consists of a number of procedures. One of these procedures is main() and another is a special procedure init(), which initializes
all global variables and calls \textit{main}.\ A procedure is a sequence of statements; the first one has to be the entry and the last the exit. Call and return statements are used to represent procedure calls. There are a number of kinds of assignment statements including non-pointer assignment with a basic arithmetic or relational operation, three kinds of pointer assignments, structure assignment with both sides being of structure types. Because of our assumption that there is no type casting, both sides of a pointer assignment or a structure assignment have the same type. Other statements allowed are: heap allocation, heap deallocation, conditional goto and goto. Statements have IDs associated with them, where an ID is in the range of 1..(\# of statements). Conditional and goto statements use statement IDs for their destinations. This is a quadruple representation and it can be depicted in a graphical form such as the ICFG\cite{LR92}. Object names are used extensively in the representation.

5.2 Relations on Sets of Object Names

For easy presentation, we will not consider accessor [ ] and names with [ ] in them in this chapter. We will consider those names in the next chapter.

We now define sets of object names, and relations on sets of object names, in which we are interested.

\textbf{Definition 5.2.1} A set of object names, \( S \), is \textit{closed with respect to prefixes} if the following are true:

- If \( o \in S \) and \( o \) is of the form \&\( o_1 \), then \( o_1 \in S \).
- If \( o \in S \) and \( o \) is of the form \( o_1.member \), then \( o_1 \in S \).
- If \( o \in S \) and \( o \) is of the form \( *o_1 \), then \( o_1 \in S \).

\( \square \)

For example, the set \{ \( p \rightarrow g \), \&\( x \) \} is not closed with respect to prefixes because \( *p \) is not in the set. The set \{ \( p \), \( *p \), \( p \rightarrow g \), \&\( x \), \( x \) \} is closed.
Program ::= (Procedure)^+
Procedure ::= (L: Statement)^+ (labeled statements)
Statement ::= entry of P(FmlName_1,...,FmlName_m) (procedure entry)
              | exit of P (procedure exit)
              | call P(ArgName_1,...,ArgName_m) (call statement)
              | return from P (return statement)
              | PrmName = Exp (non pointer assignment)
              | PtrName = NULL (pointer assignment)
              | PtrName = &Name (pointer assignment)
              | PtrName = PtrName_1 (other pointer assignment)
              | StrtName = StrtName_1 (structure assignment)
              | HeapAlloc(PtrName) (heap allocation)
              | HeapDealloc(PtrName) (heap deallocation)
              | if (PrmName) (goto L_1) (goto L_2) (conditional goto)
              | goto L (goto statement)

Exp ::= Constant (constant)
      | PrmName (object name of primitive types)
      | Exp_1 Op Exp_2 (arithmetic or relational operation)

FmlName_1, ..., FmlName_m: formal variable names
PrmName, PrmName_1, PrmName_2: object names or constants of primitive types
PtrName, PtrName_1: object names of pointer types
StrtName, StrtName_1: object names of structure types
Name, ArgName_1, ..., ArgName_m: object names or constants of any type
L, L_1, L_2: IDs for statement
Op: primitive operators (e.g., arithmetic, relational)
NULL: nil pointer

Figure 5.1: Intermediate Representation
Definition 5.2.2 A relation $R$ on a set of object names is said to be type consistent if for any $(o_1, o_2) \in R$, $o_1$ and $o_2$ have the same type.

We will be interested in type consistent relations on sets of object names closed with respect to prefixes.

Definition 5.2.3 Let $S$ be a set of object names closed with respect to prefixes and $R$ be a relation on $S$. $R$ is a weakly right-regular relation on $S$ if the following are true:

- If $(o_1, o_2) \in R$, both $o_1' = apply(o_1, \ast)$ and $o_2' = apply(o_2, \ast)$ are in $S$, then $(o_1', o_2') \in R$.
- If $(o_1, o_2) \in R$, both $o_1' = apply(o_1, \text{member})$ and $o_2' = apply(o_2, \text{member})$ are in $S$, then $(o_1', o_2') \in R$.

For example, let $S$ be the set $\{ p, \ast p, p \rightarrow g, \& x, x. x, x. g \}$. The relation $Z = \{ (p, \& x) \}$ on $S$ is not weakly right-regular because $(\ast p, x)$ and $(p \rightarrow g, x. g)$ are not in $Z$. The relation $\{ (p, \& x), (\ast p, x), (p \rightarrow g, x. g) \}$ is a weakly right-regular relation on $S$.

Lemma 5.2.1 Let $S$ be a set of object names closed with respect to prefixes and $R$ be a weakly right-regular relation on $S$. If there are a tuple $(o_1, o_2) \in R$ and a sequence of accessors $A = a_1a_2...a_n$ ($n \geq 1$) such that both $o_1' = apply^*(o_1, A)$ and $o_2' = apply^*(o_2, A)$, are in $S$, then $(o_1', o_2') \in R$.

We give a brief proof here.

Consider any prefix of $A$, $a_1a_2...a_j$, where $1 \leq j \leq n$. Because both $o_1'$ and $o_2'$ are in $S$, and $S$ is closed with respect to prefixes, it can be proved by induction on $j$ that the object names, $apply^*(o_1, a_1a_2...a_j)$ and $apply^*(o_2, a_1a_2...a_j)$, are in $S$. Because $R$ is a weakly right-regular relation on $S$, it can be proved by induction on $j$ that $(apply^*(o_1, a_1a_2...a_j), apply^*(o_2, a_1a_2...a_j)) \in R$. 

\[\square\]
Definition 5.2.4 Let $S$ be a set of object names closed with respect to prefixes and $R$ be a relation on $S$. $R^e$ is the smallest\(^1\) equivalence relation on $S$ containing $R$.

\[\square\]

In another words, $R^e$ is the reflexive, symmetric and transitive closure of $R$.

Definition 5.2.5 Let $S$ be a set of object names closed with respect to prefixes and $R$ be a relation on $S$. $R^{wr}$ is the smallest weakly right-regular equivalence relation on $S$ containing $R$.

\[\square\]

If $R$ is type consistent, both $R^e$ and $R^{wr}$ are type consistent.

Since both $R^e$ and $R^{wr}$ are equivalence relations, they can be represented as sets of equivalence classes. For example, let $S$ be the set \(\{ p, *p, p\rightarrow g, \&x, x, x.g \}\) and $R = \{(p, \&x)\}$ be a relation on $S$. $R^e$ consists of the following five equivalence classes:

\[
\{ p, \& x \} \quad \{ *p \} \quad \{ p\rightarrow g \} \quad \{ x \} \quad \{ x.g \}
\]

And $R^{wr}$ consists of the following three equivalence classes:

\[
\{ p, \& x \} \quad \{ *p, x \} \quad \{ p\rightarrow g, x.g \}
\]

$R^e$ and $R^{wr}$ can also be represented as graphs, where nodes represent equivalence classes and edges represent direct prefix relation (either $*$ or member) between object names in equivalence classes.

5.3 The PE Relation

5.3.1 Definition of the PE Relation

First, we define the concept of pointer-related assignment in a program; a statement will be of interest for compile-time aliasing analysis if it contains one or more pointer-related assignments.

\(^1\)By smallest, we mean the least number of tuples.
Definition 5.3.1.1 A pointer-related assignment in a program is one of the following:

- a pointer assignment

- a structure assignment such that the structure type contains pointer members

- a formal-actual pair at a call statement such that the two are either of pointer type or of structure type with pointer members

- a heap allocation, HeapAlloc(p), which has the same effect as the pointer assignment: p = &heap_id, where id is the statement ID of the heap allocation.

- a heap deallocation, HeapDealloc(p), which, besides the deallocation, has the same effect as the pointer assignment: p = NULL.

Throughout this section, we will use the program in Figure 5.2 as an example. The following are the pointer-related assignments in the program:

\[
p = \&x
\]
\[
p \rightarrow f = \&z
\]
For the purpose of aliasing analysis, a program can be considered as a sequence of pointer-related assignments of the form: \( \text{lhs} = \text{rhs} \), where \( \text{lhs} \) is an object name and \( \text{rhs} \) is either an object name or NULL.

**Definition 5.3.1.2** The set of object names used in a program, \( B_0 \), is defined inductively below:

- If an object name \( o \) syntactically appears anywhere in the program, then \( o \in B_0 \).
- If \( o \in B_0 \) is of a structure type, for each member \( \text{member} \) of the structure, \( \text{apply}(o, \text{member}) \in B_0 \).
- If \( o \in B_0 \) and \( o \) is of the form \( \&o_1 \), then \( o_1 \in B_0 \).
- If \( o \in B_0 \) and \( o \) is of the form \( o_1.\text{member} \), then \( o_1 \in B_0 \).
- If \( o \in B_0 \) and \( o \) is of the form \( *o_1 \), then \( o_1 \in B_0 \).

By definition, \( B_0 \) is closed with respect to prefixes.

For the example program,

\[
B_0 = \left\{ p, *p, p\rightarrow f, *(p\rightarrow f), p\rightarrow g, \&x, x, x.f, x.g, tt, q, *q, **q, \&y, y, r, *r, \&z, z, \&w, w, \&u, u \right\}
\]

**Definition 5.3.1.3** Given a program and the set \( B_0 \) for the program, let \( R_0 \) be a relation on \( B_0 \) defined below:

\[\text{Heap names are considered appearing in dynamic allocation statements.}\]
\[
R_0 = \left\{ (lhs, rhs) \mid \begin{array}{l}
 lhs = rhs \text{ is a pointer-related assignment in the program and rhs is not NULL}
\end{array} \right\}
\]

We call \( R_0 \) the PE (Pointer-related-assignment-induced-Equality) relation.

Intuitively, a tuple \((o_1, o_2)\) is in \( R_0 \) if the two object names have the same value at a program point due to one pointer-related assignment. A tuple \((o_1, o_2)\) is in the PE relation if the two object names have the same value due to a sequence of pointer-related assignments; the PE relation also contains other tuples as pointer-related assignments are considered symmetric\(^3\) and the control flow in the program is not taken into account.

The PE relation is a value-equality relation. Suppose two object names have the same value. If both are of pointer type, their dereferences will contain the same value; if both are of structure type, their corresponding members have the same values. This is why the PE relation needs to be weakly right-regular.

Because we only consider programs without type casting, the relation \( R_0 \) in the above definition is type consistent. So the PE relation is also type consistent.

For the example program, the PE relation has eight equivalence classes, shown in Figure 5.3. For each pointer-related assignment in the program, \( lhs = rhs \), \( lhs \) and \( rhs \) (if it is not NULL) are in the same equivalence class of the PE relation. So each pointer-related assignment can be considered associated with a unique equivalence class of the PE relation. In Figure 5.3, we show the set of pointer-related assignments in the example program for each equivalence class of the PE relation.

### 5.3.2 Calculation of the PE Relation

We assume the following routines are available for initializing and maintaining equivalence classes:

---

\(^3\)This is same as saying that for each pointer-related assignment, \( lhs = rhs \), there is also an assignment \( rhs = lhs \).
equivalence classes:  
\{ p, tt, &x \}  
\{ *p, x \}  
\{ p\rightarrow f, x.f, &z \}  
\{ p\rightarrow g, x.g \}  
\{ *(p\rightarrow f), z \}  
\{ q, &y \}  
\{ *q, y, r, &w, &u \}  
\{ w, u \}  

pointer-related assignments:  
\{ p = &x, tt = p \}  
\{ \}  
\{ p\rightarrow f = &z \}  
\{ \}  
\{ q = &y \}  
\{ *q = &w, r = &u, *q = r \}  
\{ \}  

Figure 5.3: The PE Relation for the Example Program

- INIT-EQUIV-CLASS(o), where o is an object name, initializes an equivalence class with one object name, o.
- FIND(o), where o is an object name, returns the equivalence class for o.
- UNION(e_1,e_2), where e_1 and e_2 are two equivalence classes, returns an equivalence class that consists of the object names in both e_1 and e_2.

We further assume that the cost of each call to INIT-EQUIV-CLASS() is a constant time and the cost of each call to FIND() or UNION() depends on the data structure chosen to represent equivalence classes.

Assuming the set B_0 is available, the algorithm calculating the PE relation is given in Figure 5.4. The algorithm has two phases. In Phase 1, an equivalence class is created for each object name in B_0. Each class maintains a prefix relation between its object names and those in other classes. The initial PREFIX set for an equivalence class e with one object name, o, is one of the following cases:

- \{ (f_1,apply(o,f_1)), ..., (f_i,apply(o,f_i)) \}, if o is of a structure type with members, f_1, ..., f_i.
- \{ (*,apply(o, *)) \}, if apply(o, *) \in B_0.
- \{ \}, otherwise.
Here are some of the initial PREFIX sets for the example program in Figure 5.3:

\[
\text{PREFIX}((\text{FIND}(\ast p))) = \{ (g,p\rightarrow g), (f,p\rightarrow f) \}
\]
\[
\text{PREFIX}((\text{FIND}(p))) = \{ (\ast,\ast p) \}
\]
\[
\text{PREFIX}((\text{FIND}(\text{tt}))) = \{ \}
\]

Intuitively, if there is a tuple \((a, o) \in \text{PREFIX}(e)\), where \(a\) is an accessor, \(o\) is an object name and \(e\) is an equivalence class, then there are an object name \(o_1\) in \(e\) and an object name \(o_2\) in \(\text{FIND}(o)\) such that \(o_2 = \text{apply}(o_1, a)\). If equivalence classes are represented by nodes in a graph, a tuple \((a, o) \in \text{PREFIX}(e)\) represents an edge from the node for \(e\) to the node for \(\text{FIND}(o)\).

In Phase 2, we go through all pointer-related assignments in the program and union equivalence classes. When two classes are unioned, their prefix sets are examined; any two equivalence classes having the same prefix relation with the two classes will be unioned; this is done by the recursive calls to the \text{MERGE}() routine. This makes sure the weakly right-regular property is satisfied.

As an example, suppose the assignment \(p = \&x\) of the program in Figure 5.3 is the first being considered. The equivalence classes, \(\text{FIND}(p)\) and \(\text{FIND}(\& x)\), are merged. Their PREFIX sets are:

\[
\text{PREFIX}((\text{FIND}(p))) = \{ (\ast,\ast p) \}
\]
\[
\text{PREFIX}((\text{FIND}(\& x))) = \{ (\ast, x) \}
\]

Thus the equivalence classes, \(\text{FIND}(\ast p)\) and \(\text{FIND}(x)\), are merged. These two classes have the following PREFIX sets:

\[
\text{PREFIX}((\text{FIND}(\ast p))) = \{ (g,p\rightarrow g), (f,p\rightarrow f) \}
\]
\[
\text{PREFIX}((\text{FIND}(x))) = \{ (g,x.g), (f,x.f) \}
\]

Therefore, \(\text{FIND}(p\rightarrow g)\) and \(\text{FIND}(x.g)\) will be merged; so will \(\text{FIND}(p\rightarrow f)\) and \(\text{FIND}(x.f)\).

The algorithm can be thought as a graph algorithm, in which equivalence classes are nodes of a graph and tuples in the PREFIX relations of equivalence classes are edges of the graph. When two equivalence classes are unioned, their nodes are replaced by
calculate-PE-relation()
{
    /* Phase 1 */
    for each $o \in B_0$
    {
        INIT-EQUIV-CLASS($o$)
        PREFIX(FIND($o$)) = { } \\
    }
    for each $o \in B_0$
    {
        if ($o == &o_1$)
        add ($*$, $o_1$) to PREFIX(FIND($o$))
        else if ($o == &o_1$)
        add ($*$, $o$) to PREFIX(FIND($o_1$))
        else if ($o == o_1\text{-} member$)
        add ($\text{member}$, $o$) to PREFIX(FIND($o_1$))
    }
    /* Phase 2 */
    for each pointer-related assignment, $lhs = rhs$, where $rhs \neq \text{NULL}$
    if (FIND($lhs$) $\neq$ FIND($rhs$))
    MERGE(FIND($lhs$), FIND($rhs$))
}

MERGE($e_1$,$e_2$)
{
    $e = \text{UNION}(e_1$, $e_2$) /* union the two classes */
    /* calculate the new prefix relation */
    new-prefix = PREFIX($e_1$)
    for each ($a,o) \in $PREFIX($e_2$)
    if there is ($a_1,o_1$) $\in$ new-prefix such that $a == a_1$
    
    if (FIND($o$) $\neq$ FIND($o_1$))
    MERGE(FIND($o$), FIND($o_1$))
    
    else
    new-prefix = new-prefix $\cup \{ (a,o) \}$
    PREFIX($e$) = new-prefix /* set the prefix relation */
}

$\uparrow$That is, the two accessors are either $*$ or the same member name.
We assume each structure member has a unique name.

Figure 5.4: Calculation of the PE Relation
Figure 5.5: Intermediate Graphs in Calculating PE Relation
a new node; all incoming edges to the two nodes and all outgoing edges from the two nodes become incoming edges and outgoing edges of the new node respectively. To illustrate the idea, in Figure 5.5, we show the intermediate graphs during calculation of the PE relation for the example program in Figure 5.2. To make it simple, we only consider the following names:

\[ tt, p, *p, p \rightarrow f, *(p \rightarrow f), p \rightarrow g, &x, x, x.f, x.g, &z, z \]

and the following pointer assignments:

\[ p=\&x, p \rightarrow f=\&z, tt=p \]

in the program. Figure 5.5(a) is the initial graph, where each node represents an equivalence class consisting of one name and each edge represents the prefix relation between names (e.g., there is an edge from the node for \( p \) to the node for \( *p \), which is annotated with \( * \)). In Figure 5.5(b), we consider the pointer assignment: \( p=\&x \). The dotted circles in the graph indicate unions of equivalence classes. For example, the equivalence classes for \( p \) and \( \&x \) are unioned; since both classes have a outgoing edge annotated with \( * \), the target classes of the two edges (the equivalence classes for \( *p \) and \( x \)) are unioned too. Similarly, the classes for \( p \rightarrow f \) and \( x.f \) are unioned; the classes for \( p \rightarrow g \) and \( x.g \) are unioned. In Figure 5.5(c), the pointer assignment: \( p \rightarrow f=\&z \) is considered; in Figure 5.5(d), the assignment: \( tt=p \) is considered.

### 5.3.3 Complexity

We assume the program is well-typed (i.e., there is no casting except in calls to memory allocation routines). So all object names in an equivalence class will have the same type. We also assume that the maximum number of members for any structure type is a small constant compared to the number of object names in the program. By this assumption, the size of the PREFIX relation for any equivalence class is a small constant.

Let \( N_0 \) be number of object names used in the program, that is, \( N_0 = |B_0| \).

Given a program, the set \( B_0 \) is computed by going through each statement in the intermediate representation of the program and examining object names appearing in
the statement. This takes time linear in the size of the intermediate representation and
the number of object names in $B_0$.

Phase 1 of the calculation of the PE relation will take $O(N_0)$ time. The cost of Phase
2 is dominated by calls to routine MERGE(). Below we will estimate the number of
calls to UNION() and FIND() in Phase 2. Besides the recursive calls to itself, each call
of MERGE() will incur one call to UNION(), a constant number of calls to FIND() by
our assumption that the number of members of any structure type is a small constant,
and a constant cost for other operations in MERGE(). Since each call to UNION() will
reduce the number of equivalence classes by one and there are initially $N_0$ classes, there
are no more than $N_0$ calls to UNION() in Phase 2. Therefore there are no more than
$N_0$ calls to MERGE() and the number of calls to FIND() will be $O(N_0)$. If we use a fast
union/find algorithm such as the one in [Tar83], the cost of all calls to UNION() and
FIND() in Phase 2 is $O(N_0 \times \alpha(N_0,N_0))$, where $\alpha$ is the inverse of the Ackermann's
function; the cost of calls to MERGE() in Phase 2 is $(O(N_0 \times \alpha(N_0,N_0)) + O(N_0))$.
The complexity of the algorithm is $O(N_0 \times \alpha(N_0,N_0))$.

Note that the number of object names used in a program could be exponential in
the maximum nesting depth of structures in the program. For instance, the program
segment in Figure 5.6 will cause exponential number of object names to be created. We
think this worst case rarely, if ever, happens in real programs.

\begin{verbatim}
struct s_1 { int i, *p; }
struct s_2 { struct s_1 f_{21}, f_{22};
struct s_3 { struct s_2 f_{31}, f_{32};
...
struct s_n { struct s_{n-1} f_{n1}, f_{n2} } x;
\end{verbatim}

Figure 5.6: Exponential Number of Object Names
5.3.4 Program Decomposition

The result of the algorithm in Figure 5.4 can be thought as a labeled, directed multi-graph, where nodes are equivalence classes and edges are represented by tuples in the PREFIX relations for equivalence classes; specifically, if there is a tuple \((a, o)\) in \(\text{PREFIX}(e)\), where \(a\) is an accessor, \(o\) is an object name and \(e\) is an equivalence class, then there is an edge from the node for \(e\) to the node for \(\text{FIND}(o)\), labeled with the accessor \(a\). We call the graph \(G_{\text{PE}}\). In Figure 5.7, we show the \(G_{\text{PE}}\) for the example program, where each node is annotated with the set of object names in the equivalence class that it represents.

Since the PE relation is type consistent, object names in each equivalence class of the relation have the same type. In \(G_{\text{PE}}\), a node for an equivalence class with object names of a pointer type may \(^4\) have an outgoing edge annotated with \(*\); a node for an equivalence class with object names of a structure type has a number of outgoing edges, each of which is annotated with a member name of the structure type.

\(G_{\text{PE}}\) can be decomposed into weakly connected components. For instance, the \(G_{\text{PE}}\) for the example program shown in Figure 5.7 has two weakly connected components. There are two sets that are unique to each component:

- a set of pointer-related assignments, which is the union of the assignments for the nodes in the component, and
- a set of object names, which is the union of the object names for the nodes in the component.

The pointer-related assignments for each weakly connected component will only create run-time aliases that involve variable names and heap names in the set of object names affiliated with the component. In another words, the sets of pointer-related assignments for weakly connected components in \(G_{\text{PE}}\), are independent of each other in terms of their aliasing effects. Therefore, they constitute a program decomposition for

\(^4\)There may not be such an edge. For example, assume that a variable name \(v\) in a program is of pointer type and is in an equivalence class by itself. If the name \(*v\) is never used in the program and \(*v\) is not aliased to any location name, then there is no outgoing from the node for \(v\), annotated with \(*\).
pointer aliasing analysis. To formally show that these weakly connected components are a decomposition for pointer aliasing analysis, we will define a new relation called FA in next section. The relation can be calculated separately for each weakly connected component of $G_{PE}$, and can be proved to be a safe estimate of the run-time aliases.

Within a weakly connected component, if there is a path from a node $n_1$ to a node $n_2$, then the assignment for $n_1$ may affect aliasing of names for $n_2$; if there is no path between the two nodes, then assignments for the two do not affect each other in term of pointer aliasing. For example, in Figure 5.7, to determine aliases for the name $p\rightarrow g$, we only need to consider two assignments: $p = \&x$ and $tt = p$. This allows the analysis of some (instead of all) of the pointer-related assignments associated with a weakly connected component, which may be useful for some applications (e.g., call graph construction for programs with indirect calls through function pointers).

5.4 The FA Relation

5.4.1 Definition of the FA Relation

The following are the notations that will be used in this section.
• $B_1$ is the subset of $B_0$ that excludes any object name with $\&$, that is,

$$B_1 = B_0 - \{ o \mid o \in B_0 \text{ and } o \text{ is of the form } \& o_1 \}$$

$B_1$ is closed with respect to prefixes.

• $B_{PE}(n)$ is the set of object names associated with a node $n$ in $G_{PE}$.

We have $B_{PE}(n) \subseteq B_0$. Any object name in $B_1$ is in some $B_{PE}(n)$, where $n$ is a node in $G_{PE}$.

• $(B_{PE}(n) \cap B_1)$ is the set of object names associated with a node $n$ in $G_{PE}$, which do not contain $\&$.

We assume that a path in $G_{PE}$ consisting of only one node is annotated with an empty sequence of accessors, $\epsilon$. First, we define a set of object names based on paths in $G_{PE}$.

**Definition 5.4.1.1** Given the $G_{PE}$ for a program, $B$ is the set of object names defined below:

$$B = \left\{ o \mid \begin{array}{l}
\text{there is a path from a node } n \text{ to a node } m \text{ in } G_{PE} \text{ such that the } \\
\text{path is annotated with a sequence of accessors } a_1a_2...a_j (j \geq 0) \\
\text{and } o = \text{apply}^*(o_1,a_1a_2...a_j), \text{ where } o_1 \in (B_{PE}(n) \cap B_1) \\
\end{array} \right\}$$

$\square$

By definition, $B$ does not contain any object names with $\&$ and $B$ is closed with respect to prefixes. Since paths consisting of one node are annotated with $\epsilon$, any object name in $(B_{PE}(n) \cap B_1)$, where $n$ is a node in $G_{PE}$, is in $B$. In another words, $B_1 \subseteq B$.

For the example program in Figure 5.2, we have:

$$B = \left\{ p, *p, p \rightarrow f, *(p \rightarrow f), p \rightarrow g, tt, *tt, tt \rightarrow f, *(tt \rightarrow f), tt \rightarrow g, \\
x, x.f, *(x.f), x.g, q, *q, *q.q, y, *y, r, *r, z, w, u \right\}$$

Note that some of the names (e.g., $*(tt \rightarrow f), *y$) in $B$ above are not in the set $B_0$ for the example program.
By definition, for each object name $o \in B$, there is a path from a node $n$ to a node $m$ in $G_{PE}$ such that the path is annotated with a sequence of accessors $A$ and $o = apply^*(o_1,A)$, where $o_1 \in (B_{PE}(n) \cap B_1)$. There may be more than one such path in $G_{PE}$. It is easy to show that all these paths for $o$ will end at the node $m$ in $G_{PE}$. Here is a sketch of the proof. Suppose there is a path from $n_1$ annotated with $A_1$ such that $o = apply^*(o_1,A_1)$, where $o_1 \in (B_{PE}(n_1) \cap B_1)$ and there is another path from $n_2$ annotated with $A_2$ such that $o = apply^*(o_2,A_2)$, where $o_2 \in (B_{PE}(n_2) \cap B_1)$. Since $apply^*(o_1,A_1) = apply^*(o_2,A_2)$, without loss of generality, we assume $A_1 = A_2$. In another words, $o_2 = apply^*(o_1,A_2')$. By the algorithm in Figure 5.4, there is a path in $G_{PE}$ from $n_1$ to $n_2$ such that the path is annotated with $A_2$. Therefore, the two paths for $o$ will end at the same node.

Next we define a relation on $B$.

**Definition 5.4.1.2** Given the graph $G_{PE}$ for a program, let $R_1$ be a relation on $B$ defined below:

$$R_1 = \begin{cases} 
(\rho_1, \rho_2') & \text{there is a path from a node } n \text{ to a node } m \text{ in } G_{PE} \text{ such that} \\
\text{the path is annotated with a sequence of accessors } a_1a_2...a_j, \\
\text{NumOfDerefs}(a_1a_2...a_j) \geq 1, \rho_1' = apply^*(o_1,a_1a_2...a_j) \text{ and} \\
\rho_2' = apply^*(o_2,a_1a_2...a_j), \text{ where } o_1 \in B_{PE}(n) \text{ and } o_2 \in B_{PE}(n) 
\end{cases}$$

We call $R_1$ the FA (Flow-insensitive Alias) relation.

By definition, for each $(\rho_1, \rho_2') \in R_1$, there is a path from a node $n$ in $G_{PE}$ such that the path is annotated with a sequence of accessors $A$, NumOfDerefs($A$) $\geq 1$, $\rho_1' = apply^*(o_1,A)$ and $\rho_2' = apply^*(o_2,A)$, where $o_1 \in B_{PE}(n)$ and $o_2 \in B_{PE}(n)$. If $o_1$ does not contain &\&, then $\rho_1' \in B$. If $o_1$ does contain &\&, by the algorithm in Figure 5.4, node $n$ has an outgoing edge labeled with * in $G_{PE}$; since NumOfDerefs($A$) $\geq 1$, $\rho_1' \in B$. Similarly, $\rho_2' \in B$. Therefore, $R_1$ defines a relation on $B$.

Intuitively, a tuple $(\rho_1, \rho_2')$ is in the FA relation if the two object names are aliased, assuming pointer-related assignments are considered symmetric and the control flow in the program is not taken into account.
For the example program in Figure 5.2, the FA relation has ten equivalence classes shown in Figure 5.8.

**Lemma 5.4.1.1** $R_1$ is a weakly right-regular relation on $B$.

Let $(o_1', o_2')$ be a tuple in $R_1$. By definition, there is a path from a node $n$ to a node $m$ in $G_{PE}$ such that the path is annotated with a sequence of accessors $A$, $\text{NumOff Derefs}(A)$ $\geq 1$, $o_1' = \text{apply}^n(o_1, A)$ and $o_2' = \text{apply}^n(o_2, A)$, where $o_1 \in B_{PE}(n)$ and $o_2 \in B_{PE}(n)$.

Suppose the object name $\text{apply}(o_1', a) \in B$, where $a$ is an accessor. By definition, there is a path for $G_{PE}$ for $\text{apply}(o_1', a)$. Since all paths for $o_1'$ in $G_{PE}$ end at node $m$, there must be an outgoing edge from node $m$ such that the edge is annotated with $a$. Therefore, $\text{apply}(o_2', a) \in B$; by definition, $(\text{apply}(o_1', a), \text{apply}(o_2', a)) \in R_1$.

By the above argument, $R_1$ is a weakly right-regular relation on $B$.

**Lemma 5.4.1.2** The FA relation is a weakly right-regular equivalence relation on $B$.

Proof by induction on the calculation of the reflexive, symmetric and transitive closure of $R_1$. 

\[
\begin{align*}
\{ & p \} \\
\{ & tt \} \\
\{ & *p, *tt, x \} \\
\{ & p\to f, tt\to f, x.f \} \\
\{ & p\to g, tt\to g, x.g \} \\
\{ & *(p\to f), *(tt\to f), *(x.f), z \} \\
\{ & q \} \\
\{ & *q, y \} \\
\{ & r \} \\
\{ & **q, *y, *r, w, u \}
\end{align*}
\]
By definition, the FA relation can be partitioned according to weakly connected components of $G_{PE}$, that is, there is a subrelation of the FA relation for each component, which is independent of other components in $G_{PE}$. For instance, for the example program in Figure 5.2, the FA relation can be partitioned into two subrelations.

We prove in Appendix B that the FA relation for a program contains the run-time aliases at any program point on an execution path of the program. The subrelation of the FA relation for each weakly connected component of $G_{PE}$, is a safe estimate of the run-time aliases that can be induced by the pointer-related assignments associated with the component. Therefore, sets of pointer-related assignments affiliated with weakly connected components in $G_{PE}$ form a program decomposition for pointer aliasing analysis.

5.4.2 Calculation of the FA Relation

Since the number of object names in $B$ may be infinite if there is a cycle in $G_{PE}$, we cannot always directly calculate the set $B$. However, by definition of $B$, names in $B$ may be represented as paths in graphs, and graphs with cycles can represent infinite number of object names. As a matter of fact, $G_{PE}$ is such a graph, where each name in $B$ is represented by one or more paths in the graph.

So the idea is to use a directed graph to represent the FA relation. The graph will have a structure similar to $G_{PE}$, that is, nodes are annotated with a set of object names; edges of the graph are annotated with either * or a member name of a structure type. We would like the following to be true:

1. Each name in $B$ is represented by one or more paths in the graph.
2. Each path in the graph represents a set of object names in $B$.
3. $(o_1, o_2) \in FA$ if and only if the path for $o_1$ and the path for $o_2$ end at the same node in the graph.

Given $G_{PE}$, the calculation of the FA relation, shown in Figure 5.9, is tantamount
calculate-FA-relation()
{
    for each \( o \in B_1 \)
    {
        INIT-EQUIV-CLASS(\( o \))
        PREFIX(FIND(\( o \))) = [ ]
    }
    /* Phase 1 */
    for each edge in \( G_{PE} \) from \( n \) to \( m \) annotated with accessor \( member \)
    {
        for each \( o \in B_{PE}(n) \)
            add \( (member, apply(\( o \), member)) \) to PREFIX(FIND(\( o \)))
    }
    /* Phase 2 */
    for each edge in \( G_{PE} \) from \( n \) to \( m \) annotated with accessor \( * \)
    {
        obj-set = \{ \( o_1 \) | \( o_1 \in B_{PE}(m) \) and \( o_1 = apply(\( o, * \)) \), where \( o \in B_{PE}(n) \) \}
        let \( o_1 \) be an arbitrary object name in obj-set
        for each \( o_2 \in \) obj-set
            if \( \) FIND(\( o_1 \)) \( \neq \) FIND(\( o_2 \))
                MERGE(FIND(\( o_1 \)), FIND(\( o_2 \))
        for each \( o \in (B_{PE}(n) \cap B_1) \)
            if there is not a \( (*, o_2) \) in PREFIX(FIND(\( o \))) such that FIND(\( o_2 \)) == FIND(\( o_1 \))
                add \( (*, o_1) \) to PREFIX(FIND(\( o \)))
    }
}

Figure 5.9: Calculation of the FA Relation
to the construction of such a graph. The algorithm represents nodes by equivalence classes and edges by tuples in the PREFIX relations of equivalence classes.

Initially, there is one node for each object name in $B_1$ and there is no edge.

In Phase 1, each edge in $G_{PE}$ annotated with a member name $member$, is examined. Assume the edge is coming out of node $n$ in $G_{PE}$. For each object name $o \in (B_{PE}(n) \cap B_1)$ (i.e., excluding object names with &), an edge is added from the node for FIND($o$) to the node for FIND($apply(o, member)$). Note that by the definition of the set $B_0$, for any object name $o$ of structure type and any member $member$ of the type, if $o \in B_0$, then $apply(o, member) \in B_0$.

As an example, consider $G_{PE}$ in Figure 5.7. After the edges labeled with $f$ and $g$ are examined, we have:

- PREFIX(FIND($*p$)) = \{(g, p \rightarrow g), (f, p \rightarrow f)\}
- PREFIX(FIND($x$)) = \{(g, x \cdot g), (f, x \cdot f)\}

In other words, there are two outgoing edges from the node for FIND($*p$), one to the node for FIND($p \rightarrow g$) and another to the node for FIND($p \rightarrow f$). Similarly there are two edges from the node for FIND($x$).

In Phase 2, each edge in $G_{PE}$ annotated with $\ast$, is examined. Assume the edge is from node $n$ to node $m$ in $G_{PE}$. First, all the object names $o_1 \in B_{PE}(m)$ such that $o_1 = apply(o, \ast)$ for some $o \in B_{PE}(n)$, are collected; because of the presence of the edge in $G_{PE}$, there is at least one such object name. Then, nodes for equivalence classes containing these object names are unioned, that is, these names will be in the same equivalence class. Other nodes may also be unioned if they can be reached through the same sequence of accessors from the nodes for these names; the MERGE($\ast$) routine takes care of all these. After the necessary unions, there is a node representing the equivalence class containing all the object names collected; let us call it node $x$. For each object name $o \in (B_{PE}(n) \cap B_1)$, an edge is added from the node for FIND($o$) to the node $x$.

Again, consider $G_{PE}$ in Figure 5.7. When examining the edge from the equivalence class with object name, $p$, $tt$ and $\&x$, two names, $*p$ and $x$, will be collected. The
equivalence classes, FIND(*p) and FIND(x), are merged. As a result of the merge, the equivalence classes, FIND(p→g) and FIND(x.g), are merged; so are FIND(p→f) and FIND(x.f). Finally, edges labeled with * are added for the equivalence classes, FIND(p) and FIND(tt); their PREFIX sets are:

\[
\text{PREFIX(FIND(p))} = \{ (*,p) \} \\
\text{PREFIX(FIND(tt))} = \{ (*,p) \}
\]

The calculation of the FA relation can be thought as a graph algorithm, in which equivalence classes are nodes of a graph and tuples in the PREFIX relations of equivalence classes are edges of the graph. In Figure 5.10, we show the intermediate graphs during calculation of the FA relation from \(G_{PE}\) in Figure 5.7. To make it simple, we only consider the following names:

\[tt, p, *p, p→f, *(p→f), p→g, &x, x, x.f, x.g, &z, z\]

and the edges related to these names in \(G_{PE}\). Figure 5.10(a) is the initial graph, where each node represents an equivalence class consisting of one name and there is no edge. Note that names with & are not included in the graph. In Figure 5.10(b), 5.10(c), and 5.10(d), we examine edges in \(G_{PE}\) related to the names being considered here; the edges in the dotted squares in each figure are from \(G_{PE}\). We first examine the two edges annotated with the structure members \(g\) and \(f\). Basically, we add two edges annotated with \(g\) and two annotated with \(f\) to the graph, as shown in Figure 5.10(b). For example, one is added from the node for \(*p\) to the node for \(p→f\) and one is added from the node for \(*p\) to the node for \(p→g\). We then examine the edges annotated with *. In Figure 5.10(c), we consider the edge from the equivalence class

\[
\{ p, tt, &x \}
\]

to the equivalence class

\[
\{ *p, x \}
\]

Since \(*p\) can be derived from \(p\) and \(x\) can be derived from \(&x\) by applying * respectively, the equivalence classes for \(*p\) and \(x\) are unioned. As both classes have a outgoing edge
Figure 5.10: Intermediate Graphs in Calculating FA Relation
annotated with \( g \), the target classes of the two edges (the equivalence class for \( p \rightarrow g \) and \( x.g \)) are unioned too. Similarly, the classes for \( p \rightarrow f \) and \( x.f \) are unioned. The dotted circles in the graph indicate unions of equivalence classes. In Figure 5.10(d), we examine the edge from equivalence class
\[
\{ p \rightarrow f, x.f, \& z \}
\]
to the equivalence class
\[
\{ *(p \rightarrow f), z \}
\]
The equivalence classes for \(* (p \rightarrow f)\) and \( z \) are unioned. The result of the calculation, is a labeled, directed multi-graph such that

- Each node in the graph represents an equivalence class; the node is annotated with a set of object names (a subset of \( B_1 \)) that are in the equivalence class.
- We will use \( B_{FA}(x) \) for the set of object names for a node \( x \) in \( G_{FA} \); \( B_{FA}(x) \subseteq B_1 \).
- Each edge in the graph from the node for equivalence class \( e_1 \) to the node for equivalence class \( e_2 \), corresponds to a tuple \((a,o)\) in \( \text{PREFIX}(e_1) \), where \( a \) is an accessor, \( o \) is an object name and \( e_2 = \text{FIND}(o) \); the edge is annotated with the accessor \( a \).

We call the graph \( G_{FA} \). In Figure 5.11, we show the \( G_{FA} \) for the example program in Figure 5.2. The next few lemmas show that \( G_{FA} \) is the graph we want. We provide their proofs in Appendix A.

**Lemma 5.4.1** For any object name \( o_1 \) in \( B \), there is a path from a node \( x \) in \( G_{FA} \) such that the path is annotated with a sequence of accessors \( A = a_1 a_2...a_j (j \geq 0) \) and \( o_1 = \text{apply}^\ast(o,A) \), where \( o \in B_{FA}(x) \).

\[\Box\]

This lemma corresponds to item (1) on page 107.
Figure 5.11: \( G_{FA} \) for the Example Program

**Lemma 5.4.2** For each path from a node \( x \) in \( G_{FA} \) such that the path is annotated with a sequence of accessors \( A = a_1 a_2 \ldots a_j \) \((j \geq 0)\), and for any object name \( o \in B_{FA}(x) \), the object name \( \text{apply}^*(o, A) \) is in \( B \).

\[\square\]

This lemma corresponds to item (2) on page 107.

**Lemma 5.4.3** For each node \( x \) in \( G_{FA} \), we define the following set of object names:

\[
O_{FA}(x) = \left\{ o \mid \begin{array}{l}
\text{there is a path from a node } y \text{ to a node } x \text{ in } G_{FA} \text{ such that the path is annotated with a sequence of accessors } a_1 a_2 \ldots a_j \text{ } (j \geq 0) \\
\text{and } o = \text{apply}^*(o_1, a_1 a_2 \ldots a_j), \text{ where } o_1 \in B_{FA}(y)
\end{array} \right\}
\]

These sets constitute a partition of the set \( B \) and the equivalence relation induced by these sets is the FA relation.

\[\square\]

Object names in \( O_{FA}(x) \), where \( x \) is a node in \( G_{FA} \), are represented by paths in \( G_{FA} \) ending at node \( x \). By this lemma, \( (o_1, o_2) \in \text{FA if and only if } (o_1, o_2) \in O_{FA}(x) \), where \( x \) is a node in \( G_{FA} \). So this lemma corresponds to item (3) on page 107.
We assume a path in $G_{FA}$ consisting of one node is annotated with $\epsilon$; so by definition of $O_{FA}(x), B_{FA}(x) \subseteq O_{FA}(x)$, for any node $x$ in $G_{FA}$.

**Definition 5.4.2.1** For each node $x$ in $G_{FA}$, $B_{FA}(x)$ is the set of object names associated with $x$. These sets constitute a partition of the set $B_1$. We call the equivalence relation induced by these sets the partial FA relation.

The partial FA relation is the projection of the FA relation on the set $B_1$. Since the FA relation for a program is a safe estimate of the run-time aliases for the program, we can use the partial FA relation as safe alias relation involving only object names in $B_1$. Since we have all location names of the program in $B_1$, the partial FA relation contains enough information about the location names to which any object name in $B_1$ with pointer dereferences may be aliased. We will make use of this in solving the Thru-deref MOD/REF problems. The equivalence classes of the partial FA relation for the example program are shown in Figure 5.12.

It is worth noting that in the full FA relation for the program shown in Section 5.4.1, we have an equivalence class $\{ *(p\rightarrow f), *(tt\rightarrow f), *(x.f), z \}$. Here the corresponding equivalence class is $\{ *(p\rightarrow f), z \}$. This is because the object names, $*(tt\rightarrow f)$ and $*(x.f)$, are not used explicitly in the program. Aliases involving any of these names

\[
\begin{align*}
\{ p \} \\
\{ tt \} \\
\{ *p, x \} \\
\{ p\rightarrow f, z.f \} \\
\{ p\rightarrow q, x.q \} \\
\{ *(p\rightarrow f), z \} \\
\{ q \} \\
\{ *q, y \} \\
\{ r \} \\
\{ **q, *r, w, u \}
\end{align*}
\]

Figure 5.12: Equivalence Classes of the Partial FA Relation for the Example Program
may be necessary for some applications (e.g., shape analysis) and may not be necessary for others (e.g., Thru-deref MOD/REF problems).

The partial FA relation can be partitioned according to weakly connected components of $G_{pe}$. The subrelation of the partial FA relation for a weakly connected component in $G_{pe}$ can be calculated by an algorithm similar to the one shown in Figure 5.9, which starts with only object names for that component (excluding names with \&) and examines only edges in the component; this subrelation can be used as a safe alias relation for object names associated with the component. The partial FA relation for the example program, can be partitioned into two subrelations.

We call the calculation of the $G_{fa}$ and the partial FA relation for aliasing information the FA analysis.

### 5.4.3 Complexity

By a similar argument as the one in Section 5.3.3, the complexity of the algorithm in Figure 5.9 is $O(N_1 \times \alpha(N_1, N_1))$, where $N_1$ is the number of object names in $B_1$, that is, $N_1 = |B_1|$. 
Chapter 6

Program Decomposition and Flow-insensitive Aliasing Analysis with Unions and Type Casting

In this chapter, we extend the ideas in Chapter 5 to programs with indirect calls through function pointers, unions, and type casting. This chapter is organized as follows. In Section 6.1, we give the intermediate representation for programs with indirect calls and type casting. In Section 6.2, we extend the definitions in Section 5.2 for object names and define interesting equivalence relations on typed object names. In Section 6.3, we present our approach to dealing with indirect calls, unions, and type casting in partitioning assignments in a program. In Section 6.4, we present the FA analysis based on the result of program decomposition. In Section 6.5, we show some empirical results. Finally, we give the results of the program decomposition and the FA analysis for an example program in Section 6.6.

6.1 Program Representation

We represent a program in an intermediate form, whose syntax is given in Figure 6.1. Basically a program consists of a number of procedures. One of these procedures is $main()$ and another is a special procedure $\_init\_()$, which initializes all global variables and calls $main()$. A procedure is a sequence of statements; the first one has to be the entry and the last the exit. Call and return statements are used to represent procedure calls; indirect calls are through function pointer variables. Special variables (e.g., $malloc()$) are used to represent values returned by functions (e.g., $malloc$). There are a number of kinds of assignment statements including non-pointer assignment with a basic arithmetic or relational operation, several kinds of pointer assignments, structure or union assignment with both sides being of the same structure or union types. Type
casting is allowed for actual parameters in calls or pointers as the right hand side of pointer assignments; pointer arithmetic is allowed in pointer assignments. Other statements allowed are conditional goto and goto. Statements have IDs associated with them, where an ID is in the range of $1..(# \text{ of statements})$. Conditional and goto statements use statement IDs for their destinations. This is a quadruple representation and it can be depicted in a graphical form such as the ICFG[LR92].

We will have the same restrictions on input programs as those mentioned in Section 4.4.4. Some of the restrictions are reflected in the intermediate representation; for example, a C program with type casting between a pointer and an integer, can not be translated into the representation.

**Definition 6.1.1** A procedure is said to be reachable if there is a chain of direct or indirect calls from `main` to it.

□

**Definition 6.1.2** A pointer-related assignment in a reachable procedure is one of the following:

- a pointer assignment

- a structure or union assignment such that the structure or union type contains pointer members

- an actual at a direct call statement and the corresponding formal of the procedure being called such that the two are either of pointer type or of structure or union type with pointer members

- an actual at an indirect call statement and the corresponding formal of the procedure found to be called such that the two are either of pointer type or of structure or union type with pointer members
Program ::= (Procedure)^+
Procedure ::= (L: Statement)^+ (labeled statements)
PossibleCast ::= \( \epsilon \) (type casting)
Statement ::= entry of P(FmlName_1,...,FmlName_m) (procedure entry)
| exit of P (procedure exit)
| call P(PossibleCast ArgName_1,..., PossibleCast ArgName_m) (direct call)
| call fp(PossibleCast ArgName_1,..., PossibleCast ArgName_m) (call through a function pointer)
| return (return)
| PrmName = Exp (non pointer assignment)
| PtrName = NULL (pointer assignment)
| PtrName = PossibleCast &Name (pointer assignment)
| PtrName = PossibleCast PtrName_1 (pointer assignment)
| PtrName = PtrName_1
| PlusOrMinusOp IntName (pointer arithmetic)
| StrtName = StrtName_1 (structure or union assignment)
| if (PrmName) (goto L_1) (goto L_2) (conditional goto)
| goto L (goto statement)

Exp ::= Constant (constant)
| PrmName (object name of primitive types)
| Exp_1 Op Exp_2 (arithmetic or relational operation)

FmlName_1, ..., FmlName_m: formal variable names
IntName: object names or constants of integer type
PrmName, PrmName_1, PrmName_2: object names or constants of primitive types
PtrName, PtrName_1: object names of pointer types
StrtName, StrtName_1: object names of structure or union types
Name, ArgName_1, ..., ArgName_m: object names or constants of any type
L, L_1, L_2: IDs for statement
PlusOrMinusOp: addition or subtraction operator
Op: primitive operators (e.g., arithmetic, relational)
NULL: nil pointer

Figure 6.1: Intermediate Representation
6.2 Relations on Sets of Typed Object Names

We define sets of typed object names and relations on these sets.

Definition 6.2.1 A set of typed object names, \( S \), is \textit{closed with respect to prefixes} if the following are true:

- If \(<\&o, t \ast> \in S\), then \(<o, t> \in S\).
- If \(<o \cdot m, t> \in S\) and the type of the structure or union containing \( m \) is \( t_1 \), then \(<o, t_1> \in S\).
- If \(<*o, t> \in S\), then \(<o, t \ast> \in S\).
- If \(<o[\cdot], t> \in S\), then \(<o, t [\cdot]> \in S\).

\( \square \)

Intuitively, if \( S \) is closed with respect to prefixes, then for any name in \( S \), all its prefixes should also be in \( S \).

Assume we have the following declaration:

\[
\text{struct foo \{ int a; float *b; float *c; \};}
\]

The set \{ \(<p \rightarrow c, float \ast>, <\&y, float \ast> \} \) is not closed with respect to prefixes because prefixes of \( p \rightarrow c \) such as \( p \) and \(*p \) are not in the set. The following set is closed with respect to prefixes.

\[
\left\{ <p, struct foo \ast>, <*p, struct foo>, <p \rightarrow c, float \ast>, <&y, float \ast>, <y, float> \right\}
\]

Definition 6.2.2 Given a set of reachable procedures in a program, \( P^0 \), a set of typed object names \( B^0 \), which is closed with respect to prefixes, can be defined for \( P^0 \) inductively as follows:

- If an object name \( o \) syntactically appears anywhere in a reachable procedure in \( P^0 \), then \(<o, t> \in B^0\), where \( t \) is the declared type of \( o \).
• If \( <l, t> \in B^0 \), where \( l \) is a location name and \( t \) is either a structure or a union type, then \( <l.m, \text{member-type}(t, m)> \in B^0 \), where \( m \) is any member of the structure or union.

• If \( <l, t[]> \in B^0 \), where \( l \) is a location name, then \( <l[], t> \in B^0 \).

• If \( <&o, t*> \in B^0 \), then \( <o, t> \in B^0 \).

• If \( <o.m, \text{member-type}(t, m)> \in B^0 \), then \( <o, t> \in B^0 \).

• If \( <o[], \text{elem-type}(t)> \in B^0 \), then \( <o, t> \in B^0 \).

• If \( <*o, t> \in B^0 \), then \( <o, t*> \in B^0 \).

\[ \square \]

Basically, the set \( B^0 \) contains all names in reachable procedures in \( P^0 \) and their prefixes; these names are used according to their declared types. It also has all location names in reachable procedures in \( P^0 \) that can be accessed as their declared types (except heap names).

**Definition 6.2.3** A relation \( R \) on a set of typed object names is said to be *type consistent* if one of the following is true for any \( (<o_1, t_1>, <o_2, t_2>) \in R \).

• \( t_1 \) and \( t_2 \) are the same type.

• \( t_1 \) and \( t_2 \) are both pointer types.

• \( t_1 \) and \( t_2 \) are both array types.

• \( t_1 \) is a pointer type and \( t_2 \) is an array type.

• \( t_1 \) is an array type and \( t_2 \) is a pointer type.

\[ \square \]

---

\(^1\) A heap name \( heap.id \) has a declared type \( char [] \). We do not create a name \( <heap.id[], char> \) right away and instead create a name \( <heap.id[], t> \) if there is a pointer of type \( t * \) pointing to \( heap.id \).
A object name of an array type implicitly represents a pointer name. Thus for each tuple of two names in a type consistent relation, either the two are of the same type or the two are both pointer types.

We will be interested in type consistent relations on sets of typed object names closed with respect to prefixes.

**Definition 6.2.4** Let $S$ be a set of typed object names closed with respect to prefixes and $R$ be a type consistent relation on $S$. $R$ is a *weakly right-regular* relation on $S$ if the following are true:

- If $(<o_1, t>, <o_2, t>) \in R$, both $<o'_1, t'> = apply_T(<o_1, t>, <m, t>)$ and $<o'_2, t'> = apply_T(<o_2, t>, <m, t>)$ are in $S$, then $(<o'_1, t'>, <o'_2, t'>) \in R$.
- If $(<o_1, t[], <o_2, t[]>) \in R$, both $<o'_1, t> = apply_T(<o_1, t>, <[], t[]>)$ and $<o'_2, t> = apply_T(<o_2, t>, <[], t[]>)$ are in $S$, then $(<o'_1, t>, <o'_2, t>) \in R$.
- If $(<o_1, t_1>, <o_2, t_2>) \in R$, both $<o'_1, t> = apply_T(<o_1, t_1>, <*, t*>)$ and $<o'_2, t> = apply_T(<o_2, t_2>, <*, t*>)$ are in $S$, then $(<o'_1, t>, <o'_2, t>) \in R$.

Let $S$ be the following set:

$$
\{ <p, \text{struct foo } *>>, <p, \text{struct foo}>, <p\rightarrow a, \text{int}>, <p\rightarrow b, \text{float } *>>, <p\rightarrow c, \text{float } *>, <&s, \text{struct foo } *>>, <s, \text{struct foo}>, <s.a, \text{int}>, <s.b, \text{float } *>>, <s.c, \text{float } *> \}
$$

The relation $\{ (<p, \text{struct foo } *>>, <&s, \text{struct foo } *>), (<p, \text{struct foo } *>), (<p\rightarrow a, \text{int}>, <p\rightarrow b, \text{float } *>), <p\rightarrow c, \text{float } *>), <&s, \text{struct foo } *>), <s, \text{struct foo}>, <s.a, \text{int}>, <s.b, \text{float } *>>, <s.c, \text{float } *> \}$ on $S$ is type-consistent, but not weakly right-regular. The following relation is type-consistent and weakly right-regular.

---

2It is possible that one of $\{ t_1, t_2 \}$ is a pointer type and another is an array type.
Let S be a set of typed object names closed with respect to prefix. If there are a tuple \((\text{tobj}_1, \text{tobj}_2) \in R\) and a sequence of accessors \(A = <a_1, t_1> <a_2, t_2> \ldots <a_n, t_n>\) \((n \geq 1)\) such that both \(\text{tobj}_1' = \text{apply}_T(\text{tobj}_1, A)\) and \(\text{tobj}_2' = \text{apply}_T(\text{tobj}_2, A)\) are in S, then \((\text{tobj}_1', \text{tobj}_2') \in R\).

Proof by induction on the number of accessors \(n\).

**Definition 6.2.5** Let S be a set of typed object names closed with respect to prefixes and R be a type-consistent relation on S. \(R^e\) is the smallest equivalence relation on S containing R.

In another words, \(R^e\) is the reflexive, symmetric and transitive closure of R.

**Definition 6.2.6** Let S be a set of typed object names closed with respect to prefixes and R be a type-consistent relation on S. \(R^{wr}\) is the smallest weakly right-regular equivalence relation on S containing R.

If R is type consistent, both \(R^e\) and \(R^{wr}\) are type consistent.

Since both \(R^e\) and \(R^{wr}\) are equivalence relations, they can be represented as sets of equivalence classes.

---

\(3^\text{By smallest, we mean the least number of tuples.}\)
Let R = \{ (\texttt{<p, struct foo *>, <&s, struct foo *>>} \} be a type-consistent relation on S. R\textsuperscript{c} consists of the following equivalence classes:

\[
\begin{align*}
\{ \texttt{<p, struct foo *>, <&s, struct foo *>>} & \\
\{ \texttt{<*p, struct foo> } & \\
\{ \texttt{<p->a, int> } & \\
\{ \texttt{<p->b, float *>} & \\
\{ \texttt{<p->c, float *>} & \\
\{ \texttt{<s, struct foo *>} & \\
\{ \texttt{<s.a, int> } & \\
\{ \texttt{<s.b, float *>} & \\
\{ \texttt{<s.c, float *>} & \\
\end{align*}
\]

And R\textsuperscript{wr} consists of the following equivalence classes:

\[
\begin{align*}
\{ \texttt{<p, struct foo *>, <&s, struct foo *>>} & \\
\{ \texttt{<*p, struct foo> , <s, struct foo *>>} & \\
\{ \texttt{<p->a, int>, <s.a, int> } & \\
\{ \texttt{<p->b, float *>, <s.b, float *>>} & \\
\{ \texttt{<p->c, float *>, <s.c, float *>} & \\
\end{align*}
\]

R\textsuperscript{c} and R\textsuperscript{wr} can also be represented as graphs, where nodes represent equivalence classes and edges are annotated with a direct prefix relation between typed object names in equivalence classes (e.g. \texttt{<*, struct foo *>} and \texttt{<a, struct foo>}).

### 6.3 Program Decomposition with Unions and Type Casting

In Figure 6.2, we show the overview of our implementation of program decomposition for programs with indirect calls through function pointers, unions, and type casting. As the first step, we calculate an initial PE relation by considering only procedures reachable through direct calls. We then apply the points-to analysis algorithm in Chapter 4 to
Figure 6.2: Program Decomposition with Indirect Calls, Unions, and Type Casting
program segments that may affect function pointer aliasing and resolve indirect calls through function pointers. Finally we again use the points-to analysis algorithm to determine locations being accessed by pointers involving assignments with either type casting or pointer arithmetic. The initial PE relation is incrementally updated in the two steps; we obtain a final PE relation, which implies a program decomposition and provides a basis for the flow-insensitive aliasing analysis.

6.3.1 The Initial Program Decomposition

Definition of Initial PE Relation For the initial program decomposition, we will only consider procedures that are reachable because of direct calls in a program. A simple flow analysis will be performed to determine these reachable procedures.

Let \( P^1 \) be the set of these reachable procedures. Let \( B^1 \) be the set of typed object names defined for \( P^1 \) according to Definition 6.2.2. Let \( R^1 \) be a relation on \( B^1 \) defined below:

\[
\left\{ (<lhs, t_{lhs}>, <rhs, t_{rhs}>) \mid \begin{array}{l}
\text{lhs = rhs is a pointer-related assignment in areachable procedure in } P^1, \\
t_{lhs} \text{ is the declared type of lhs, and } t_{rhs} \text{ is the declared type of rhs}
\end{array} \right\}
\]

Let \( E^1 \) be the equivalence relation implied by access patterns of declared unions. The initial PE relation is \( (R^1 \cup E^1)^{wr} \). The initial \( G_{PE} \) is the graph representation of the initial PE relation; it provides a decomposition of the program consisting of only reachable procedures through direct calls.

Calculation of Initial PE Relation We assume the following routines are available for initializing and maintaining equivalence classes:

- INIT-EQUIV-CLASS\((tobj)\), where \( tobj \) is a typed object name, initializes an equivalence class with the typed object name.
- FIND\((tobj)\), where \( tobj \) is a typed object name, returns the equivalence class for the name.
- UNION\((e_1, e_2)\), where \( e_1 \) and \( e_2 \) are two equivalence classes, returns an equivalence class that consists of the typed object names in both \( e_1 \) and \( e_2 \).
add-a-typed-obj-name(\langle \alpha, t \rangle)
{
    if (the name \langle \alpha, t \rangle already exists)
        return

    INIT-EQUIV-CLASS(\langle \alpha, t \rangle)
    PREFIX(FIND(\langle \alpha, t \rangle)) = \{ \}

    if (\alpha == &\alpha_1)
        \{ /* case 1 */
            let t be t_1 *
            add-a-typed-obj-name(\langle \alpha_1, t_1 \rangle)
            add (\langle *, t_1 * \rangle, \langle \alpha_1, t_1 \rangle) to PREFIX(FIND(\langle \alpha, t \rangle))
        \}
    else if (\alpha == *\alpha_1)
        \{ /* case 2 */
            add-a-typed-obj-name(\langle \alpha_1, t * \rangle)
            let e_1 be FIND(\langle \alpha_1, t * \rangle)
            if there is (\langle *, t * \rangle, tobj) \in PREFIX(e_1)
                merge-two-equiv-classes(FIND(\langle \alpha, t \rangle), FIND(tobj))
            else if there is (\langle [], t [] \rangle, tobj) \in PREFIX(e_1)
                \{
                    PREFIX(e_1) = (PREFIX(e_1) - \{ (\langle [], t [] \rangle, tobj) \}) \cup \{ \langle *, t * \rangle \}
                    merge-two-equiv-classes(FIND(\langle \alpha, t \rangle), FIND(tobj))
                \}
            else
                add (\langle *, t * \rangle, \langle \alpha, t \rangle) to PREFIX(e_1)
        \}
    else if (\alpha == \alpha_1[1])
        \{ /* case 3 */
            add-a-typed-obj-name(\langle \alpha_1, t [] \rangle)
            let e_1 be FIND(\langle \alpha_1, t [] \rangle)
            if there is (\langle [], t [] \rangle, tobj) \in PREFIX(e_1)
                merge-two-equiv-classes(FIND(\langle \alpha, t \rangle), FIND(tobj))
            else if there is (\langle *, t * \rangle, tobj) \in PREFIX(e_1)
                merge-two-equiv-classes(FIND(\langle \alpha, t \rangle), FIND(tobj))
            else
                add (\langle [], t [], \langle \alpha, t \rangle) to PREFIX(e_1)
        \}
    else if (\alpha == \alpha_1.m)
        \{ /* case 4 */
            let the structure or union type containing m be t_1
            add-a-typed-obj-name(\langle \alpha_1, t_1 \rangle)
            if there is (\langle m, t_1 \rangle, tobj) \in PREFIX(FIND(\langle \alpha_1, t_1 \rangle))
                merge-two-equiv-classes(FIND(\langle \alpha, t \rangle), FIND(tobj))
            else
                add (\langle m, t_1 \rangle, \langle \alpha_1.m, t \rangle) to PREFIX(FIND(\langle \alpha_1, t_1 \rangle))
        \}
}
merge-two-equiv-classes(e_1, e_2)
{
    if (e_1 == e_2) return

    e = UNION(e_1, e_2) /* union the two classes */

    /* calculate the new prefix set */
    new-prefix = PREFIX(e_1)
    for each (<a, t>, obj) ∈ PREFIX(e_2)
        if there is (<a, t>, obj_1) ∈ new-prefix
            merge-two-equiv-classes(FIND(obj), FIND(obj_1))
        else if <a, t> == <[], t_1 []> and there is (<*, t_1 >, obj_1) ∈ new-prefix
        {
            merge-two-equiv-classes(FIND(obj), FIND(obj_1))
        }
        else if <a, t> == <*, t_1 *> and there is (<[], t_1 []>, obj_1) ∈ new-prefix
        {
            merge-two-equiv-classes(FIND(obj), FIND(obj_1))
            new-prefix = (new-prefix - { (<[], t_1 []>, obj_1) } ) ∪ { (<*, t_1 >, obj) }
        }
        else
            new-prefix = new-prefix ∪ { (<a, t>, obj) }

    PREFIX(e) = new-prefix /* set the prefix set */
}

Figure 6.4: merge-two-equiv-classes()
Each equivalence class $e$ maintains a prefix set, $\text{PREFIX}(e)$, which indicates relations between names in this class and other classes. If there is a tuple $(<a, t>, \text{tobj}) \in \text{PREFIX}(e)$, where $a$ is an accessor, $t$ is a type, and $\text{tobj}$ is a typed object name, then there are a name $<o_1, t_1>$ in $e$ and a name $<o_2, t_2>$ in $\text{FIND}(\text{tobj})$ such that $<o_2, t_2> = \text{apply}_T(<o_1, t_1>, <a, t>)$. For example, the following are some prefix sets:

Let $e_1$ be an equivalence class with two names:

$$<p, \text{struct foo }>$$ and $$<&s, \text{struct foo } *>$$

Let $e_2$ be an equivalence class with two names:

$$<*p, \text{struct foo}>$$ and $$<s, \text{struct foo } *>$$

$$\text{PREFIX}(e_1) = \{ (<* , \text{struct foo } *>, <s, \text{struct foo } *>), \}$$

$$\text{PREFIX}(e_2) = \{ (<a, \text{struct foo }>, <s.a, \text{int } >), (<b, \text{struct foo }>, <s.b, \text{float } *>),$$

$$<c, \text{struct foo }>, <s.c, \text{float } *> \}$$

Equivalence classes are represented by nodes in $G_{\text{PE}}$; tuples in a prefix set of an equivalence class are represented by edges in $G_{\text{PE}}$. There are two basic operations in calculating the PE relation (constructing $G_{\text{PE}}$). One is to add a typed object name and another is to merge two equivalence classes.

In Figure 6.3, we give the routine for adding a typed object name. When a name is added, we first check if the name already exists; if not, an equivalence class for the name is created and the prefix set for the class is initialized to be empty.

If the added name is $<&o_1, t_1 *>$ (case 1), the name $<o_1, t_1>$ is added by recursively invoking add-a-typed-obj-name() and an edge is then added from the node for $<&o_1$, $t_1 *>$ to the node for $<o_1, t_1 *>$.

If the added name is $<*o_1, t>$ (case 2), the name $<o_1, t *>$ is added by recursively invoking add-a-typed-obj-name(). The outgoing edges from the node for $<o_1, t *>$ (i.e., tuples in $\text{PREFIX}(\text{FIND}(<o_1, t *>))$) are examined. There are three cases:

* If there is already an edge annotated with $<* , t *>$, the target node of the edge is merged with the node for $<*o_1, t *>$. 
If there is already an edge annotated with <[], t []>, the annotation for the edge is changed into <*, t *> and the target node of the edge is merged with the node for <*o1, t>.

If there is no outgoing edge annotated with either <*, t *> or <[], t []>, an edge is added from the node for <o1, t *> to the node for <*o1, t>.

If the added name is <o1[], t> (case 3), the name <o1, t []> is added by recursively invoking add-a-typed-obj-name(). The outgoing edges from the node for <o1, t *> are examined. The three cases are similar to the ones for added name <* o1, t>.

Lastly, if the added name is <o1.m, t> and the structure or union type containing member m is t1 (case 4), the name <o1, t1> is added by recursively invoking add-a-typed-obj-name(). The outgoing edges from the node for <o1, t1> are examined. If there is already an edge annotated with <m, t1>, the target node of the edge is merged with the node for <o1.m, t>; otherwise an edge is added from the node for <o1, t1> to the node for <o1.m, t>.

In Figure 6.4, we give the routine for merging two equivalence classes. When two classes are merged, they are first unioned and the outgoing edges from the two (i.e., their PREFIX sets) are examined to determine the edges from the new class as the result of the union. If each class has an edge with same annotation, the new class has one edge with the annotation and the targeted equivalence classes of the edges are merged. If one class has an edge annotated with <*, t *> and another has an edge annotated with <[], t []>, the new class has an edge annotated with <*, t *> only and the targeted classes of the edges are merged. If one class has an edge with an annotation that another does not have, the new class will have the edge. Intuitively, merge-two-equiv-classes() is used to maintain weakly right-regular equivalence relations.

In both operations, an edge annotated with <*, t *> is preferred over an edge with <[], t []>.

The calculation of the initial PE relation involves the following steps:

1. add each name in B1

2. for each (<lhs, tlhs>, <rhs, trhs>) in R1, merge the two equivalence classes:
done = FALSE
do {
  equiv-class-set = find-PE-equiv-classes-for-indirect-calls()
  typed-obj-name-set = find-related-typed-object-names(equiv-class-set)
  lhs-rhs-set = find-related-lhs-rhs(equiv-class-set)
  done = incremental-points-to-analysis(typed-obj-name-set, lhs-rhs-set)
  if (done == FALSE)
    { resolve-indirect-calls()
      update-PE-graph()
    }
  }
} until (done == TRUE)

Figure 6.5: Resolving Indirect Calls by Points-to Analysis

\begin{align*}
\text{FIND}(\langle lhs, ti_{2k}hs \rangle) \text{ and } \text{FIND}(\langle rhs, t_{r,li}hs \rangle)
\end{align*}

3. for each \( \langle l_1, t_1 \rangle, \langle l_2, t_2 \rangle \) in \( E^1 \), merge the two equivalence classes:

\begin{align*}
\text{FIND}(\langle l_1, t_1 \rangle) \text{ and } \text{FIND}(\langle l_2, t_2 \rangle)
\end{align*}

6.3.2 Function Pointers and Indirect Calls

If there is an indirect call in any reachable procedure, we need to know what procedures may be invoked by the call. This can be achieved by an aliasing or a points-to analysis algorithm. We will use the points-to analysis presented in Chapter 4. Furthermore, we will use the program decomposition provided by \( G_{PE} \) and analyze only program segments related to function pointers used in indirect calls, that is, we will do a partial points-to analysis. \( G_{PE} \) may be changed by the results of the partial points-to analysis, for instance, when a procedure is found to be reachable because it is invoked by an indirect call, names and pointer-related assignments in the procedure will be added to \( G_{PE} \). Therefore an incremental approach is necessary.
Calculation of PE Relation After Resolving Indirect Calls In Figure 6.5, we show the high-level description of an iterative algorithm for resolving indirect calls. Below we explain the steps in each iteration one by one.

\textbf{find-PE-equiv-classes-for-indirect-calls()}

For each indirect call \( f_p(...) \) in a reachable procedure, the PE equivalence class for \( f_p \) is of interest for resolving indirect calls. This routine returns the set of PE equivalence classes for function pointers used in indirect calls in reachable procedures. Each of these classes corresponds to a node in \( G_{PE} \). Let us call the set of these nodes \( N_1 \). For example, in the connected component shown in Figure 6.6 (a), the dashed node is in \( N_1 \).

Names and pointer-related assignments in connected components in \( G_{PE} \) without nodes in \( N_1 \) are not of interest for resolving indirect calls and thus are not considered in the partial points-to analysis. Even within a connected component with nodes in \( N_1 \), it is not necessary to consider all names or all pointer-related assignments in the points-to analysis for resolving indirect calls. The next two routines will find the related names and assignments.

\textbf{find-related-lhs-rhs()}

Given the set of nodes \( N_1 \), this routine finds all nodes in \( G_{PE} \) such that there exists a directed path from each of them to a node in \( N_1 \). Let us call the set of these nodes \( N_2 \). Note that \( N_1 \subseteq N_2 \). For example, in Figure 6.6 (b), the dashed nodes are in \( N_2 \).

The pointer-related assignments (\( lhs = rhs \)) involving names associated with nodes in \( N_2 \) are of interest for resolving indirect calls and will be considered in the partial points-to analysis. Intuitively, assignments involving names associated with nodes that are \textit{not} in \( N_2 \), can not create aliases related to names associated with nodes in \( N_1 \). Therefore they do not have to be considered for resolving indirect calls.

\textbf{find-related-typed-object-names()}

Given the set of nodes \( N_2 \), this routine finds all the nodes such that there exists a directed path from a node in \( N_2 \) to each of the nodes. Let us call the set of these nodes \( N_3 \). Note that \( N_2 \subseteq N_3 \). For example, in Figure 6.6 (c), the dashed nodes are in \( N_3 \).
Figure 6.6: Partial Points-to Analysis for Indirect Calls within One Connected Component of $G_{PE}$

(a) find-PE-equiv-classes-for-indirect-calls()

(b) find-related-lhs-rhs()

(c) find-related-typed-object-names()
The typed object names associated with nodes in $N_3$ are of interest for resolving indirect calls and will be considered in the partial points-to analysis. Intuitively, the pointer-related assignments being considered for the points-to analysis may create aliases involving names associated with nodes in $N_3$.

**incremental-points-to-analysis()**

This is a modified version of the points-to analysis algorithm in Chapter 4. It takes a set of typed object names and a set of pointer-related assignments as arguments. It maintains a pointer value flow graph, which is initially empty, incrementally creates one node for each typed object name if there does not exist one for the name already, and creates one $\rightarrow$ edge for each pointer-related assignment if there does not exist one for the assignment already. When a node or a $\rightarrow$ edge is created, a worklist will be updated with points-to pairs to be propagated in the pointer value flow graph. If the worklist is empty after considering all typed object names and all pointer-related assignments, this routine returns TRUE, which means no iteration is required. If the worklist is not empty, the routine will propagate points-to pairs in the worklist and then returns FALSE, which means another iteration is necessary.

If any pointer-related assignment with type casting is considered in the points-to analysis, locations may be found to be accessed as types other than their declared types. Thus the points-to analysis may create new typed object names and may find new access patterns caused by effective unions. For example, a location $l$ may be accessed as type $t$, which is not its declared type, because a pointer of type $t\ast$ points to it. In this case, a new access pattern for the location is found and the name $\langle l, t\rangle$ is created; for the purpose of program decomposition, we assume the name $\langle &l, t \ast \rangle$ is also created. Furthermore, if $t$ is either a structure type, or a union type, or an array type, more location names are created by the points-to analysis (see Figure 4.21 in Chapter 4).

**resolve-indirect-calls()**

Let $fp(...)$ be an indirect call in a reachable procedure and $t_{fp}$ is the declared type of $fp$. For each $\langle proc, t_{fp} \rangle$ in pts($\langle fp, t_{fp} \rangle$), the procedure $proc$ is considered being invoked at the indirect call.

When a procedure $proc$, which is not reachable, is found to be called through a
function pointer, any procedure such that there is a chain of direct or indirect calls from proc to it, will be considered reachable if it is not already considered so.

$G_{PE}$ is updated for procedures found reachable due to indirect calls. Given such a procedure, for each of the typed object names and their prefixes in the procedure, $<o, t>$, a node is added to $G_{PE}$ if there does not exist one already; for each of the pointer-related assignments in the procedure, $lhs = rhs$, where $t_{lhs}$ and $t_{rhs}$ are the declared types of $lhs$ and $rhs$ respectively, the node for $<lhs, t_{lhs}>$ and the node for $<rhs, t_{rhs}>$ are merged in $G_{PE}$. If any new location name in the procedure is of union type, access patterns and common initial sequences for the location will be determined.

**update-PE-graph()**

This routine updates $G_{PE}$ with the results of the partial points-to analysis. Specifically, it does the following:

1. update $G_{PE}$ with new typed object names created in the points-to analysis

   For each name created in the points-to analysis, a node is added to $G_{PE}$.

2. update $G_{PE}$ with the points-to information

   Let $<p, t *>$ be a pointer name. For each $<l, t>$ in $pts(<p, t *>)$, one of the following must be true:

      - $l$ is of the form $l[i]$ and $<l_i, t[i]>$ is used in a reachable procedure.
      - $<&l, t *>$ is used in a reachable procedure.
      - $l$ is accessed as type $t$ because the pointer $<p, t *>$ points to it. In this case, the name $<&l, t *>$ is created by the points-to analysis.

   In the first case, the node for $<p, t *>$ and the node for $<l_i, t[i]>$ are merged in $G_{PE}$. In the other two cases, the node for $<p, t *>$ and the node for $<&l, t *>$ are merged in $G_{PE}$.

   Basically, the results of the points-to analysis induce a relation; in the first case above, $(<p, t>, <l_i, t[i]>)$ is in the relation. In the other two cases, $(<p, t>, <&l, t *>)$ is in the relation.
the Initial Connected Component

the Connected Component after the First Iteration
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Figure 6.7: Changes in One Connected Component of $G_{PE}$
3. update $G_{PE}$ with the equivalence relation implied by the access patterns which are found by the points-to analysis.

For each $<l_1, t_1>,<l_2, t_2>$ in the equivalence relation implied by access patterns of declared unions and effective unions found by the points-to analysis, the node for $<l_1, t_1>$ and the node for $<l_2, t_2>$ are merged in $G_{PE}$.

Figure 6.7 shows the changes of one connected component through two iterations. The dashed nodes (equivalence classes) are either added or updated with new names.

**Definition of PE Relation After Resolving Indirect Calls** Let $P^2$ be the set of all reachable procedures after resolving indirect calls by partial points-to analysis. Let $B^2$ be the set of typed object names defined for $P^2$ according to Definition 6.2.2. Let $R^2$ be a relation on $B^2$ defined below:

$$
(\langle \text{lhs}, t_{\text{lhs}} \rangle, \langle \text{rhs}, t_{\text{rhs}} \rangle) \quad \text{lhs is a pointer-related assignment in a reachable procedure in } P^2, \text{ t}_{\text{lhs}} \text{ is the declared type of lhs, and } t_{\text{rhs}} \text{ is the declared type of rhs}
$$

Let $B^1_{pts}$ be the set of all new typed object names created in the points-to analysis. For each name in $B^1_{pts}$, there is a node in $G_{PE}$.

Let $T^1$ be the relation on $(B^2 \cup B^1_{pts})$ induced by the points-to analysis. Let $<p, t*>$ be any pointer name. For $<l[1], t> \in pts(<p, t*>), (<p, t*>,<l_1, t[1]>) \in T^1$; the node for $<p, t*>$ and the node for $<l_1, t[1]>$ are merged in $G_{PE}$ by update-PE-graph(). For any other $<l[1], t> \in pts(<p, t*>), (<p, t*>,<&l, t*>) \in T^1$; the node for $<p, t*>$ and the node for $<&l, t*>$ are merged in $G_{PE}$ by update-PE-graph().

Let $E^2$ be the equivalence relation implied by access patterns of declared unions and effective unions. For each $<l_1, t_1>,<l_2, t_2> \in E^2$, the node for $<l_1, t_1>$ and the node for $<l_2, t_2>$ are merged in $G_{PE}$ by update-PE-graph().

$R^2$, $T^1$, and $E^2$ are relations on $(B^2 \cup B^1_{pts})$. The PE relation after resolving indirect calls is $(R^2 \cup T^1 \cup E^2)^{wr}$.

Note that the following are true:

- $P^2 \supseteq P^1$
When indirect calls are resolved, some procedures, which are not reachable before, may become reachable. $P^2$ contains procedures that are reachable due to both direct calls and indirect calls; $P^1$ contains procedures that are reachable due to direct calls only.

- $B^2 \supseteq B^1$

By Definition 6.2.2, $B^2$ contains names in procedures in $P^2$ and $B^1$ contains names in procedures in $P^1$.

- $R^2 \supseteq R^1$

For $R^2$, all pointer-related assignments in procedures in $P^2$ are considered; for $R^1$, those in procedures in $P^1$ are considered.

- $E^2 \supseteq E^1$

$E^2$ is the equivalence relation implied by access patterns of the effective unions found by the partial points-to analysis and the declared unions in procedures reachable through direct/indirect calls; $E^1$ is the one implied by access patterns of the declared unions in procedures reachable through direct calls only.

### 6.3.3 Type Casting

If there is a pointer-related assignment with type casting in a reachable procedure, or if there are two pointer names of different types in a PE equivalence class, it is possible that a location may be accessed in more than one way, that is, the location may be used effectively as a union. In this case, we need to find these effective unions as they induce aliases. Again we will use the points-to analysis presented in Chapter 4 and moreover we will use the program decomposition provided by $G_{PE}$ and analyze only program segments related to type casting. $G_{PE}$ may be changed by the results of the partial points-to analysis, for instance, when two locations in an effective union are found to be aliased, their corresponding PE equivalence classes will be merged. Therefore an iterative approach is necessary.

**Calculation of PE Relation After Resolving Type Casting** In Figure 6.8, we
done = FALSE
do {
    equiv-class-set = find-PE-equiv-classes-for-type-casting()
    typed-obj-name-set = find-related-typed-object-names(equiv-class-set)
    lhs-rhs-set = find-related-lhs-rhs(equiv-class-set)
    done = incremental-points-to-analysis(typed-obj-name-set, lhs-rhs-set)
    if (done == FALSE)
        { update-PE-graph() }
} until (done == FALSE)

Figure 6.8: Resolving Type Casting by Points-to Analysis

show the high-level description of an iterative algorithm for resolving type casting. The
algorithm is similar to the one for resolving indirect calls; the routine that is new here
is find-PE-equiv-classes-for-type-casting() and all the other routines are the same as
explained earlier. Basically, the routine find-PE-equiv-classes-for-type-casting() returns
the set of PE equivalence classes, each of which contains two typed object names, <o_1, t_1>
and <o_2, t_2>, such that one of the following is true:

- t_1 == t'_1 * , t_2 == t'_2 * , t_1 and t_2 are not the same type.

- t_1 == t'_1 [ ], t_2 == t'_2 * , t_1 and t_2 are not the same type.

Intuitively, each of these equivalence classes has pointer names of different types.
This handles cases of two pointers of different types in the same PE equivalence due
to assignments with type casting in the program or due to merges of PE equivalence
classes.

Definition of PE Relation After Resolving Type Casting Let B_{pts}^2 be the set of
all new typed object names created by the points-to analysis. For each name in B_{pts}^2,
a node has been added to G_{PE} by update-PE-graph().
Let $T^2$ be the relation on $(B^2 \cup B^2_{\text{pts}})$ induced by results of the points-to analysis. Let $<p, t *>$ be any pointer name. For $<l_1[,], t> \in \text{pts}(<p, t *>), (<p, t *> ,<l_1, t [ ]>) \in T^2$; the node for $<p, t *>$ and the node for $<l_1, t [ ]>$ are merged in $G_{rE}$ by update-PE-graph(). For any other $<l[,], t> \in \text{pts}(<p, t *>), (<p, t *> ,<\&l, t *> ) \in T^2$; the node for $<p, t *>$ and the node for $<\&l, t *>$ are merged in $G_{rE}$ by update-PE-graph().

Let $E^3$ be the equivalence relation implied by access patterns of declared unions and effective unions. It is a relation on $(B^2 \cup B^2_{\text{pts}})$. For each $(<l_1, t_1>,<l_2, t_2>) \in E^3$, the node for $<l_1, t_1>$ and the node for $<l_2, t_2>$ are merged in $G_{rE}$ by update-PE-graph().

Note that new names are created and new access patterns are found by points-to analysis because of pointer assignments with type casting. The points-to analysis for type casting considers all these assignments in reachable procedures in $P^2$ and the points-to analysis for indirect calls considers these affecting function pointers used in indirect calls. Therefore we have $B^2_{\text{pts}} \supseteq B^1_{\text{pts}}$ and $E^3 \supseteq E^2$.

$R^2$ and $T^1$ are relations on $(B^2 \cup B^1_{\text{pts}})$; since $B^2_{\text{pts}} \supseteq B^1_{\text{pts}}$, they are also relations on $(B^2 \cup B^2_{\text{pts}})$. $T^2$ and $E^3$ are relations on $(B^2 \cup B^2_{\text{pts}})$. The PE relation after resolving type casting is $(R^2 \cup T^1 \cup T^2 \cup E^3)_{wr}$.

When there is no indirect call, union, or type casting, the following are true:

- $R^2 = R^1$
- $B^2_{\text{pts}} = \emptyset$
- $T^1 = T^2 = \emptyset$
- $E^3 = \emptyset$

Therefore the PE relation defined here subsumes the one defined in Chapter 5 where there is no indirect call, union, or type casting.
6.3.4 Final Program Decomposition

The resulting PE relation can be represented as a directed multi-graph \((G_{PE})\), where nodes are equivalence classes, edges indicate prefix relations between names in equivalence classes, and edges are annotated with typed accessors.

\(G_{PE}\) can be decomposed into weakly connected components. These components partition the names and the pointer-related assignments in the program.

Without the step for resolving type casting, we still get a program decomposition at the level of weakly connected components. With the step for resolving type casting, we have a further decomposition within each weakly connected component. Each node in a component has a set of pointer-related assignments; the assignments at one node \(n_1\) will affect the assignments at another node \(n_2\) if and only if there is a path from \(n_1\) to \(n_2\) in \(G_{PE}\). This fine decomposition is used in partial points-to analysis for indirect calls through function pointers and type casting.

6.4 Flow-insensitive Aliasing Analysis with Unions and Type Casting

**Definition of FA Relation** Let \(n\) be a node in \(G_{PE}\). \(B_{PE}(n)\) is the set of typed object names associated with the node \(n\) in \(G_{PE}\).

Given the \(G_{PE}\) for a program, \(B\) is the set of typed object names defined below:

\[
B = \left\{ \begin{array}{l}
<o, t> \\
\begin{array}{l}
\text{there is a path from a node } n \text{ to a node } m \text{ in } G_{PE} \text{ such} \\
\text{that the path is annotated with a sequence of accessors}
\end{array} \\
\begin{array}{l}
<a_1, t_1> <a_2, t_2> \cdots <a_j, t_j> (j \geq 0), \\
\langle o, t \rangle = apply^n_T(<o', t'> , <a_1, t_1> <a_2, t_2> \cdots <a_j, t_j>), \\
\langle o', t' \rangle \in B_{PE}(n)\text{, and } o \text{ is not of the form } &o_1
\end{array}
\end{array} \right\}
\]

Any name \(<o, t> \in (B^2 \cup B^2_{pts})\) such that \(o\) is not of the form \(&o_1\), is in \(B\).

Let \(R\) be a relation on \(B\) defined below:
Calculation of FA Relation

Let \( E^3 \) be the equivalence relation implied by access patterns of declared unions and effective unions; it is calculated by the points-to analysis for resolving type casting. \( E^3 \) is a relation on \((B^2 \cup B_{pta}^2)\) and none of the names in \( E^3 \) contains \&; thus it is a relation on \( B \). The FA relation is \((R \cup E^3)^\text{wr}\).

Calculation of FA Relation

We use the idea in Chapter 5 and represent the FA relation by a directed graph called \( G_{FA} \). The graph has the similar structure as \( G_{FE} \), that is, nodes represent equivalence classes of typed object names; edges represent prefix relation between names and are annotated with typed accessors such as \(<* , t >\) and \(<m , t >\). The calculation of the FA relation, shown in Figure 6.9, is tantamount to the construction of \( G_{FA} \). The algorithm represents nodes by equivalence classes and edges by tuples in PREFIX sets.

Given the set of typed object names in the final \( G_{FE} : (B^2 \cup B_{pta}^2) \), the initial \( G_{FA} \) has one node for each name \(<o , t >\) in the set such that \( o \) is not of the form \&\( o_1 \) and has no edges.

First, each edge in \( G_{FE} \) annotated with a member of a structure or a union, \(<m , t >\), is examined. Assume the edge is from node \( n_1 \) to node \( n_2 \) in \( G_{FE} \). For each name \(<o , t >\) in \( B_{FE}(n_1) \), an edge annotated with \(<m , t >\) is added in \( G_{FA} \) from the node for \(<o , t >\) to the node for \( \text{apply}_T(<o , t > , <m , t >) \) if \( \text{apply}_T(<o , t > , <m , t >) \in B_{FE}(m) \).

Second, each edge in \( G_{FE} \) annotated with an array reference, \(<[] , t [] >\), is examined. Assume the edge is from node \( n_1 \) to node \( n_2 \) in \( G_{FE} \). For each name \(<o , t [] >\) in \( B_{FE}(n_1) \), an edge annotated with \(<[] , t [] >\) is added in \( G_{FA} \) from the node for \(<o , t [] >\) to the node for \( \text{apply}_T(<o , t [] > , <[] , t [] >) \) if \( \text{apply}_T(<o , t [] > , <[] , t [] >) \in B_{FE}(m) \).
calculate-FA-relation()
{
for each $<o, t> \in (B^2 \cup B^2_{pm})$ such that $o$ is not of the form $&o_1$
{
INIT-EQUIV-CLASS($<o, t>$)
PREFIX(FIND($<o, t>$)) = \{ \}
}

for each edge in $G_{pe}$ from $n_1$ to $n_2$ annotated with accessor $<m, t>$,
where $t$ is a structure or a union type and $m$ is a member of the type
{
for each $<o, t> \in B_{pe}(n_1)$ such that $apply_T(<o, t>, <m, t>) \in B_{pe}(n_2)$
   add ($<m, t>, apply_T(<o, t>, <m, t>)$) to PREFIX(FIND($<o, t>$))
}

for each edge in $G_{pe}$ from $n_1$ to $n_2$ annotated with accessor $<[ ], t [ ]>$
{
for each $<o, t [ ]> \in B_{pe}(n_1)$ such that $apply_T(<o, t [ ]>, <[ ], t [ ]>) \in B_{pe}(n_2)$
   add ($<[ ], t [ ]>, apply_T(<o, t [ ]>, <[ ], t [ ]>)$) to PREFIX(FIND($<o, t [ ]>$))
}

for each edge in $G_{pe}$ from $n_1$ to $n_2$ annotated with accessor $<*, t *>$
{
tobj-set = \{$obj | obj \in B_{pe}(n_2), tobj_1 \in B_{pe}(n_1),$
    and tobj = apply_T(tobj_1, <*, t *>) \}
let tobj be an arbitrary name in tobj-set
for each tobj_2 \in obj-set other than tobj
   merge-two-equiv-classes(FIND(tobj_2),FIND(tobj))
for each $<o_1, t_1> \in B_{pe}(n_1)$ such that $o_1$ is not of the form $&o_1$,
   if there is not a ($<*, t >, tobj_3$) in PREFIX(FIND($<o_1, t_1>$)) such that
      FIND(tobj_3) == FIND(tobj)
   add ($<*, t >, tobj$) to PREFIX(FIND($<o_1, t_1>$))
}

for each ($<l_1, t_1>,<l_2, t_2>$) \in $E^3$
   merge-two-equiv-classes(FIND($<l_1, t_1>$),FIND($<l_2, t_2>$))
}

Figure 6.9: Calculation of the FA Relation
Finally, each edge in $G_{PE}$ annotated with a pointer dereference, $<*\, t\, *>$, is examined. Assume the edge is from node $n_1$ to node $n_2$ in $G_{PE}$. As the first step, we get all names $tobj$ in $B_{PE}(m)$ such that there exits a name $tobj_1$ in $B_{PE}(n_1)$ and $tob = apply_1(tobj_1, *<*\, t\, *>*)$. The equivalence classes for these names (nodes in $G_{FA}$) are merged in $G_{FA}$; let $n$ be the node for the resulting equivalence class in $G_{FA}$. As the next step, for each name $<o_1, t_1>$ in $B_{PE}(n_1)$ such that $o_1$ does not contain &e, an edge annotated with $<*, t\, *>$ is added in $G_{FA}$ from the node for $<o_1, t_1>$ to the node $n$ if no such edge exists already.

In the final $G_{FA}$, each node represents an equivalence class and is annotated with the set of typed object names in the class; each edge from a node for equivalence class $e_1$ to a node for equivalence class $e_2$, corresponds to a tuple $(<a, t>, tob)$ in $PREFIX(e_1)$ such that $e_2 = FIND(tobj)$, and the edge is annotated with the typed accessor $<a, t>$. The partial FA relation, induced by the equivalence classes associated with nodes in $G_{FA}$, can be used as compile-time aliasing information and will be used to solve Thru-deref MOD/REF problems in our empirical study.

6.5 Empirical Results

We have implemented a prototype of the program decomposition algorithm and the flow-insensitive aliasing analysis presented in Section 6.3 and 6.4. Our prototype implementation is written in C and compiled by gcc with optimization turned on (-O2). Our implementation utilizes the blackbox language [AL95] to specify effects of library functions so that one call to a library function can be treated independent of other calls to the same function; by doing this, we avoid forcing actual arguments for the same formal argument of a library function to be in the same PE equivalence class.

In this section, we show some empirical results of the implementation.

Test Programs The test programs will be the same as those in Table 4.1.

Program Decomposition In Figure 6.10 and 6.11, we show the time used by the program decomposition for each of the test programs; for comparison, we also show the time of a simple compilation using gcc without any optimization for each program. The
Figure 6.10: Timings for the Program Decomposition (Part 1)
Figure 6.11: Timings for the Program Decomposition (Part 2)
<table>
<thead>
<tr>
<th>program name</th>
<th>number of weakly connected components</th>
<th>number of pointer-related assignments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k=1$</td>
<td>$k=2$</td>
</tr>
<tr>
<td>chomp</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>lex</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>stanford</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>poker</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>sm</td>
<td>17</td>
<td>4</td>
</tr>
<tr>
<td>clancroid</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>assembler</td>
<td>15</td>
<td>4</td>
</tr>
<tr>
<td>email</td>
<td>17</td>
<td>5</td>
</tr>
<tr>
<td>rolo</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>simulator</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>flex</td>
<td>42</td>
<td>4</td>
</tr>
<tr>
<td>agrep</td>
<td>18</td>
<td>6</td>
</tr>
<tr>
<td>bc</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>zip</td>
<td>22</td>
<td>1</td>
</tr>
<tr>
<td>bison</td>
<td>43</td>
<td>8</td>
</tr>
<tr>
<td>023li</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>lex</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>espresso</td>
<td>30</td>
<td>4</td>
</tr>
<tr>
<td>T-W-MC</td>
<td>53</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 6.1: Numbers of Weakly Connected Components and Pointer-related Assignments
Timing results are obtained by averaging over ten runs of the program decomposition implementation or the compilation on a Sun SPARCstation 20 running Solaris 2.5.1 with 100M byte physical memory and 350M byte swap space. For all programs but 008.espresso, the program decomposition takes a fraction of the time for compilation. For all programs but two (008.espresso and T-W-MC), it takes less than 3 seconds; it uses about 22 seconds for 008.espresso and about 8 seconds for T-W-MC.

In Table 6.1, we show the results of program decomposition for the test programs; specifically, for each program, we give the total number of weakly connected components and pointer-related assignments resulting from our program decomposition. The numbers are broken down by the value of $k$ for each weakly connected component, which is the maximum number of pointer dereferences ($\ast$) on any path in the component. If $k$ is $\infty$ for a component, then there is a cycle in that component. The values of $k$ for weakly connected components capture certain characteristics of the pointer-related assignments associated with them. For instance, if $k$ is 1 for a component, then there are only single-level pointers in the pointer-related assignments for the component; if $k$ is $\infty$ for a component, then some of the pointer-related assignments for the component involve recursive data structures. For example, the program simulator has 10 components with $k = 1$, 6 components with $k = 2$ and 2 components with $k = \infty$; there are 105 pointer-related assignments for components with $k = 1$, 298 for components with $k = 2$ and 35 for components with $k = \infty$.

For most of the programs, there are more than 10 weakly connected components; the minimum is 4 for 022.li and the maximum is 82 for T-W-MC. All programs have one or more components with $k = \infty$, which means there are recursive data structures in all programs. Two or more components with $k = \infty$ usually mean that there are recursive data structures which are not related to each other; for example, for simulator, there are two components, each of which is for a linked list that is independent of the other.

The distribution of pointer-related assignments is mixed. They can be very concentrated in components with $k = \infty$, for example, chomp, bc, 022.li, and 008.espresso; for these programs, the program decomposition is not effective at the component level. On the other hand, pointer-related assignments can also be concentrated in components
with \( k = 1 \) or \( k = 2 \), for example, \textit{sim}, \textit{simulator}, and \textit{flex}. For most programs, the results show we do get a reasonable program decomposition.

**Partial Points-to Analysis for Indirect Calls and Type Casting** In Figure 6.12 and 6.13, we show the time used by the points-to analysis for resolving indirect calls and type casting respectively in comparison with the time for program decomposition on each of test programs. The timing results are obtained by averaging over ten runs of the program decomposition implementation. There are 9 programs out of the test programs that have indirect calls through function pointers. For all but one (\textit{T-W-MC}), the partial points-to analysis for resolving indirect calls takes less than 1 second; it takes about 1.8 seconds for \textit{T-W-MC}. In most cases, the time is less than 1/4 of the time for program decomposition and in the worst case (022.li), it is close to 1/2 of the
Figure 6.12: Timings for Resolving Indirect Calls and Type Casting (Part 1)
Figure 6.13: Timings for Resolving Indirect Calls and Type Casting (Part 2)
<table>
<thead>
<tr>
<th>program name</th>
<th>indirect calls</th>
<th>procedure called</th>
<th>locations of locations w/ &gt;1 access patterns</th>
<th>access patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>avg</td>
<td>min</td>
<td>max</td>
</tr>
<tr>
<td>chomp</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>loader</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>stanford</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>pokerd</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sim</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>di@roIII</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>assembler</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>small</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>archie-client</td>
<td>1</td>
<td>2.0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>023-equitt</td>
<td>9</td>
<td>2.5</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>rolo</td>
<td>1</td>
<td>1.0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>simulator</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>flex</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>agrep</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>bc</td>
<td>19</td>
<td>1.4</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>zip</td>
<td>1</td>
<td>1.0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>bison</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>022li</td>
<td>3</td>
<td>15.0</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>larn</td>
<td>1</td>
<td>6.0</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>008-espresso</td>
<td>15</td>
<td>3.2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>T-W-MC</td>
<td>18</td>
<td>2.0</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 6.3: Indirect Calls and Access Patterns
time for program decomposition. For all programs but two (008.espresso and T-W-MC), the partial points-to analysis for resolving type casting takes less than 1 second; it takes about 15.4 seconds for 008.espresso and about 1.4 seconds for T-W-MC. For all programs but one (008.espresso), the partial points-to analysis takes less than 1/2 of the time for program decomposition; for 008.espresso, it uses about 7/10 of the time for program decomposition.

In Table 6.2, we present the number of iterations required, the total number of pointer-related assignments and object names considered in resolving indirect calls and type casting. For indirect calls, only a very small fraction of pointer-related assignments and object names need to be considered and the exception is 022.li, where nearly 70 percent of pointer-related assignments and 98 percent of the names are taken into account; for the 9 programs with indirect calls, two iterations are required. For type casting, 1/3 of programs require more than 50 percent of pointer-related assignment be examined and the worst case is close to 73% (022.li); for most programs, we consider many object names (the worst case is 99.6% for 022.li) because of the way we determine names as related (see explanation of find-related-typed-object-names()).

In our implementation, we have done two optimizations when resolving type casting. One optimization is for heap names created for calls to library functions that allocate memory. For example, with the following assignment:

\[
\text{int } sp = (\text{int } *) \text{malloc}(10 \times \text{sizeof(int)}).\]

a heap name of type char [] is created for the call to malloc(), that is, we have a name <heap, char [ ]>. This name is in the same equivalence class as the name <p, int *>, but the two have different types. In such a case, we will create a new name <heap, int [ ]> and add it to the same equivalence class prior to the partial points-to analysis for type casting. If this is the only casting in a program, no additional points-to analysis is necessary; this is the case for chomp and stanford, where no assignments or names are considered even though they both have type casting.

\footnote{If it is of a structure or union type, more new names are created.}
Another optimization is to reduce number of iterations for resolving type casting. This is achieved by checking if there is any merging of PE equivalence classes in calls to routine update-PE-graph(). If there is no merging, no further iteration is necessary; this is the case for those programs such as loader and poked, where one iteration of the partial points-to analysis is required.

In Table 6.3, we show the number of procedures that are found to be invoked at indirect calls by the points-to analysis for resolving indirect calls and the number of access patterns found by the points-to analysis for resolving type casting. The column named "locations of union type" in the table gives the number of locations that are declared to be of union type in each program; the column named "locations w/ > 1 access patterns" in the table shows the total number of declared and effective unions in each program.

**FA Analysis** In Figure 6.14 and 6.15, we present the Thru-deref MOD/REF results of the FA analysis for the test programs; for comparison, we also show the results of the PT analysis for all programs and the results of an extended version of Landi/Ryder FS analysis for 8 programs. Note that this version of the FS analysis handles unions and type casting in a different way from ours (see Page 76 for more explanation). Overall, the results show the FA analysis is less precise than the PT analysis; in some cases, for example, assembler, smail, bc, and 008.espresso, the average number of locations found modified or referenced by the FA analysis is twice as much as that found by the PT analysis. In a few cases, for example, sim and dineroIII, the FA analysis is almost as precise as the PT analysis.

In Figure 6.16 and 6.17, we present the time used by the FA analysis on each of the test programs; for comparison, we also show the time of a simple compilation using gcc without any optimization for each of the test programs. The timing results are collected by averaging over ten runs of the FA analysis or the compilation on a Sun SPARCstation 20 running Solaris 2.5.1 with 100M byte physical memory and 350M byte swap space. The time of the FA analysis does not include the time of program decomposition. From the two figures, we can see that the FA analysis is very fast after program decomposition. For all programs but two (008.espresso and T-W-MC),
Figure 6.14: Thru-deref MOD Results for the FA Analysis
Figure 6.15: Thru-deref REF Results for the FA Analysis
Figure 6.16: Timings for the FA Analysis (Part 1)
Figure 6.17: Timings for the FA Analysis (Part 2)
it takes less than 0.3 seconds; for 008.espresso and T-W-MC, it takes less than 1 second. In another words, after program decomposition, we can very quickly obtain the flow-insensitive aliasing information.

### 6.6 An Example for Program Decomposition and Flow-insensitive Aliasing Analysis

In this section, we show the results of the program decomposition and flow-insensitive aliasing analysis for an example program.

The program is given in Figure 6.18. There is an indirect call in the program (fp()). It takes three iterations to resolve the call: in the first iteration, funcB is found being invoked through fp; in the second iteration, funcA is found to be called. The $G_{PI}$ after resolving indirect calls is shown in Figure 6.19, where typed object names in boldface are added in the first iteration and the underlined ones are added in the second iteration; these names are added because FuncB and funcA are found reachable due to the indirect call. The points-to analysis itself does not create any new names; thus the set $B^1_{pts}$ is empty. Since there is no declared union and no effective union is discovered in the points-to analysis for indirect calls, both $E^1$ and $E^2$ are empty.

It takes two iterations to resolve type casting for the example program. In the first iteration, the following PE equivalence class is found to have names of different pointer types:

$$\{ <p, \text{struct foo } \ast >, <r, \text{struct bar } \ast >, <\&s, \text{struct bar } \ast > \}$$

The following typed object names are created:

$$\left\{ <\&s, \text{struct foo } \ast >, <s, \text{struct foo }>, <s.b, \text{float } \ast >, <s.c, \text{float } \ast > \right\}$$

And an effective union is found for location s, which is accessed as struct bar through pointer r or itself and as struct foo through pointer p. The equivalence relation implied by access patterns of the union indicates that $<s.b, \text{float } \ast >$ and $<s.c, \text{int } \ast >$ refer
struct foo
{
    int a;
    float *b;
    float *c;
} *p;

struct bar
{
    int d;
    int *e;
    float f;
    float *g;
} s, *r;

struct tor
{
    int *val;
    float *ptr;
    void (*fpr)();
} t, *q;

int u, **i;

float w, x, y, z, **f;

void (*fp)(), (**pp)();

void funcA()
{
    q->ptr = &w;
    *(q->ptr) = 1.0;
    f = &(r->g);
    *f = p->c;
    **f = 1.0;
}

void funcB()
{
    q->fpr = &funcA;
    q->val = &u;
    *(q->val) = 1;
    i = &(q->val);
    **i = 1;
}

void funcC()
{
    ...
}

main()
{
    r = &s;
    r->d = 1;
    r->g = &x;
    p = (struct foo *) r;
    p->a = 2;
    p->b = &y;
    *(p->b) = 1.0;
    p->c = &z;
    *(p->c) = 2.0;
    *(r->e) = 1;
    q = &t;
    q->fpr = &funcB;
    fp = t.fpr;
    fp();
    pp = fp;
    pp = &funcC;
}

Figure 6.18: An Example Program for Program Decomposition
Figure 6.19: The $G_{PE}$ after Points-to Analysis for Indirect Calls
Figure 6.20: The $G_{PE}$ after Points-to Analysis for Type Casting
to the same location. Therefore, in the second iteration, an additional PE equivalence class is found to have names of different pointer types:

\[
\begin{align*}
&\{ <s.b, float *>, <s.e, int *>, <r->e, int *>, \\
&<p->b, float *>, <&y, float *> \}
\end{align*}
\]

The following names are created:

\[
\{ <&y, int *>, <y, int> \}
\]

The \( G_{PE} \) after resolving type casting is shown in Figure 6.20, where names in bold-faces are added by the points-to analysis. The set \( B_{pts}^2 \) consists of the following names:

\[
\begin{align*}
&\{ <&s, struct foo *>, <s, struct foo>, \\
&<s.a, int>, <s.b, float *>, <s.e, float *>, \\
&<&y, int *>, <y, int> \}
\end{align*}
\]

The relation \( E^3 \) consists of the following equivalence classes:

\[
\begin{align*}
&\{ <s.a, int>, <s.d, int> \} \\
&\{ <s.b, float *>, <s.e, int *> \} \\
&\{ <s.c, float *> \} \\
&\{ <s.f, float> \} \\
&\{ <s.g, float *> \} \\
&\{ <y, int> \} \\
&\{ <y, float> \}
\end{align*}
\]

Finally the \( G_{FA} \) is shown in Figure 6.21.
Figure 6.21: The $G_{VA}$ for the Example Program
Chapter 7

Experiments: Combining Aliasing/Points-to Analyses

Our program decomposition enables the application of different aliasing or points-to analysis algorithms to parts of programs. In this chapter, we report the empirical results of applying different aliasing or points-to analyses algorithms to independent sets of pointer-related assignments determined by our program decomposition.

7.1 Test Programs

The test programs will be the same as those in Table 4.1.

7.2 Combined Analysis

Each weakly connected component in our program decomposition has a set of pointer-related assignments associated with it, which is independent of other pointer-related assignments in terms of the aliasing or points-to effects. This set of assignments induces a program segment including these assignments and other control statements, which can be analyzed for pointer aliasing independently.

Combined analysis chooses an aliasing or a points-to analysis algorithm for the program segment associated with each weakly connected component in $G_{pf}$ and thus derives the aliasing information for the whole program. For our experiments with three combined analyses, we have used the following analysis algorithms:

1. the Landi/Ryder flow-sensitive and context-sensitive aliasing algorithm [LR92, SRLZ98] (the FS analysis)

2. a flow-insensitive and context-insensitive points-to analysis algorithm presented in Chapter 4 (the PT analysis)
3. a flow-insensitive and context-insensitive aliasing analysis algorithm presented in Chapter 6 (the FA analysis)

Both the FA and PT analyses can handle unions and type casting with some restrictions. One difference between them is that the pointer-related assignments are treated *symmetrically* in the FA analysis; that is, if there is a pointer-related assignment \( lhs = rhs \) in a program, the FA analysis will union \( *lhs \) and \( *rhs \), put the two names in one equivalence class, and thus effectively assume there is also an assignment \( rhs = lhs \). We believe this is one of the causes of approximation in the FA analysis.

In each of our combined analyses, we use only two of the three algorithms. Our experiments involve grouping the weakly connected components of \( G_{FE} \) into two sets, and assigning one algorithm to program segments associated with components in the first set, and another to those corresponding to components in the second set. We have tried two grouping approaches. In one, we applied the FS analysis to the first set and either the FA or the PT analysis to the second set (\( FSandFA \) and \( FSandPT \) analyses); in the other, we applied the FA analysis to the first set and the PT analysis to the second set (\( FAandPT \) analysis). We also used both the FA and PT analyses on the whole program for comparison. We will use the results of Thru-deref MOD/REF problems to compare various analyses.

The overall structure of our implementation is shown in Figure 7.1. The implementation is written in C and compiled by gcc with -O2. The timing results of each analysis are obtained by averaging over ten runs of the analysis on a SUN SPARCstation 20 running Solaris 2.5.1 with 100M byte physical memory and 350M byte swap space.

### 7.3 Combining a Flow-sensitive and a Flow-insensitive Analyses

The FS analysis is quite precise, but is sometimes slow. The FA and PT analyses are faster, but may not yield as precise a solution as the FS analysis. For the first two combined analyses, we want to assign the FS analysis to those program segments for which it is suitable, and assign either FA or PT analysis to the other segments. The weakly connected components of \( G_{FE} \) are grouped such that any component which
Figure 7.1: The Structure of our Implementation
satisfies all of the following conditions is in the first set and the other components are in the second set.

- There is no cycle in the component.

- There is no location of union type among the names associated with the component.

- There is no type casting in any pointer-related assignment associated with the component.

The presence of recursive data structures seems to be a good predictor of where FS analysis will be expensive as our experience shows that FS is slow in dealing with aliases involving recursive data structures. In our program decomposition, recursive data structures are associated with cyclic components. For efficiency, we will not apply FS analysis to program segments for these components. Also, FS analysis handles unions and type casting differently from the FA and PT analyses; therefore we will use FA or PT analysis for program segments with unions or casting.

In Table 7.1, we show the numbers of components in the first sets of weakly connected components for all test programs. We also present the numbers of pointer-related assignments, object names, variables, Thru-derEF MOD/REF sites associated with components in the first sets, and the percentages of those constructs in the first sets over all in the programs. A Thru-derEF MOD/REF site is associated with a component if the name referenced at the MOD/REF site is in the set of object names associated with the component.

For the second sets of components, we classify them into two kinds, ones with cycles and ones without cycles, but with unions or casting. The ones with cycles are related to recursive data structures. In Table 7.2, we present the numbers of components, pointer-related assignments, object names, and variables associated with each kind of components in the second set. Six programs have components with unions or casting, but without cycles; for these programs, most of the pointer-related assignments are with the components with cycles. The numbers of the Thru-derEF MOD/REF sites associated with the second sets of components, are also reported in Table 7.2.
Table 7.1: The First Sets of Weakly Connected Components for the FSandFA and FSandPT Analyses

<table>
<thead>
<tr>
<th>program</th>
<th>the first set of weakly connected components</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>comp name</td>
</tr>
<tr>
<td>chomp</td>
<td>6 10 (6.8%)</td>
</tr>
<tr>
<td>loader</td>
<td>13 224 (79.4%)</td>
</tr>
<tr>
<td>stanford</td>
<td>15 41 (70.7%)</td>
</tr>
<tr>
<td>pokerd</td>
<td>8 143 (82.7%)</td>
</tr>
<tr>
<td>sim</td>
<td>21 232 (88.9%)</td>
</tr>
<tr>
<td>dineroIII</td>
<td>10 164 (64.6%)</td>
</tr>
<tr>
<td>assembler</td>
<td>19 672 (82.6%)</td>
</tr>
<tr>
<td>small</td>
<td>19 353 (39.9%)</td>
</tr>
<tr>
<td>archie-client</td>
<td>14 125 (17.3%)</td>
</tr>
<tr>
<td>023.equitt</td>
<td>12 201 (25.2%)</td>
</tr>
<tr>
<td>rolo</td>
<td>10 237 (26.4%)</td>
</tr>
<tr>
<td>simulator</td>
<td>16 403 (92.0%)</td>
</tr>
<tr>
<td>flex</td>
<td>45 569 (82.8%)</td>
</tr>
<tr>
<td>agrep</td>
<td>24 392 (59.8%)</td>
</tr>
<tr>
<td>bc</td>
<td>8 80 (5.9%)</td>
</tr>
<tr>
<td>zip</td>
<td>22 237 (18.8%)</td>
</tr>
<tr>
<td>bison</td>
<td>56 1179 (69.1%)</td>
</tr>
<tr>
<td>023.iii</td>
<td>3 23 (1.6%)</td>
</tr>
<tr>
<td>lara</td>
<td>25 1054 (66.8%)</td>
</tr>
<tr>
<td>008.espresso</td>
<td>34 767 (10.2%)</td>
</tr>
<tr>
<td>T-W-MC</td>
<td>68 1626 (35.7%)</td>
</tr>
</tbody>
</table>
Table 7.2: The Second Sets of Weakly Connected Components for the FSandFA and FSandPT Analyses
By restricting the FS analysis to the first set of weakly connected components, we have the following combinations:

- **FSandFA analysis**: apply the FS analysis to program segments for the first set of components and apply the FA analysis to segments for the second set.

- **FSandPT analysis**: apply the FS analysis to program segments for the first set of components and apply the PT analysis to segments for the second set.

In Figures 7.2 and 7.3, we show the Thru-deref MOD/REF results for these two analyses, FA, and PT. Overall, the results of the FSandFA analysis are better than the results of the FA analysis, especially for *pokerd*, *assembler* and *simulator*. In some cases, the results of the two analyses are very close (e.g., *smail*, *bc*, and *008.espresso*). We believe the FA part of the FSandFA analysis for these programs yields a very approximate aliasing solution and dominates any improvement made by the FS part. The results of the FSandPT analysis are the most precise, but the results of the PT analysis are almost identical. Also, the PT analysis is shown to be consistently much better than the FA analysis.

To further investigate the impact of the FS part of the two analyses, we present the Thru-deref MOD/REF results for the first sets of components only in Figure 7.4 and 7.5. A Thru-deref MOD/REF site in a program is associated with the first set of components if the dereferenced name is associated with a component in the set. For the program *022.li*, there is no such Thru-deref MOD site. The results of the FS analysis are better than those of the FA or PT analysis; that is, the FS analysis yields more precise solutions. However, the PT analysis is very close in terms of the Thru-deref MOD/REF results for most programs; this indicates that flow-sensitivity and context-sensitivity may not play a very important role in aliasing analysis for the first sets of components of these programs.

In Figures 7.6 and 7.7, we present the Thru-deref MOD/REF results for the second sets of components to compare the FA and PT analyses for these components. For most programs, the difference is more dramatic and the PT analysis reports half the Thru-deref MOD/REF effects as compared to the FA analysis.
Figure 7.2: Thru-deref MOD Results for the FSandFA and FSandPT Analyses
Figure 7.3: Thru-deref REF Results for the FSandFA and FSandPT Analyses
Figure 7.4: Thru-deref MOD Results for the First Sets of Weakly Connected Components (FSandFA and FSandPT Analyses)
Figure 7.5: Thru-deref REF Results for the First Sets of Weakly Connected Components (FSandFA and FSandPT Analyses)
Figure 7.6: Thru-deref MOD Results for the Second Sets of Weakly Connected Components (FSandFA and FSandPT Analyses)
Average Number of Locations Referenced (2)

Figure 7.7: Thru-deref REF Results for the Second Sets of Weakly Connected Components (FSandFA and FSandPT Analyses)
Figure 7.8: Timings for the FSandFA and FSandPT Analyses (Part 1)
Figure 7.9: Timings for the FSandFA and FSandPT Analyses (Part 2)
In Figures 7.8 and 7.9, we present the timings for the two combined analyses, FA, and PT. The timings do not include the time required for program decomposition. The FSandFA and FSandPT analyses are slower than either the FA or the PT analysis alone, especially for large programs. This is caused by the slowness of the FS part of the analyses. The timings for FSandFA and FSandPT analyses are similar for most programs.

The two combined analyses allow the FS analysis to be used for parts of a program, even if it may be too slow to be applied to the whole program. However, the Thru-deref MOD/REF results show that the precision of the FS analysis may not be worth the cost because the PT analysis is almost as precise.

### 7.4 Combining Two Flow-insensitive Analyses

The FA analysis is fast\(^1\), but may yield a very approximate aliasing solution because assignments are treated symmetrically. The PT analysis remedies this problem, but is slower. For the third combined analysis, we want to use the FA analysis as much as possible, but for program segments where we expect it to be overly approximate, we will use the PT analysis.

The grouping of weakly connected components is based on the maximum number of names of the form \&o associated with any equivalence class in a component. If there is more than one name of the form \&o in an equivalence class, a name aliased to any of the names o will be considered to be aliased to all of the names by the FA analysis. Thus, the maximum number of these names associated with any node in a component is a heuristic predictor of the approximation of the FA analysis for the program segment associated with the component.

For this combined analysis, any weakly connected component with the maximum number of names of the form \&o less than or equal to a threshold, is put in the first set; all other components are placed in the second set. We apply the FA analysis to program segments for the first set of components and apply the PT analysis to segments for the

\(^1\)That is, if we do not include the time required for program decomposition.
Table 7.3: The First Sets of Weakly Connected Components for the FAandPT Analysis

<table>
<thead>
<tr>
<th>program name</th>
<th>first set of weakly connected components</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>com comp</td>
</tr>
<tr>
<td>chomp</td>
<td>7</td>
</tr>
<tr>
<td>loader</td>
<td>13</td>
</tr>
<tr>
<td>stanford</td>
<td>16</td>
</tr>
<tr>
<td>pokerd</td>
<td>8</td>
</tr>
<tr>
<td>sim</td>
<td>22</td>
</tr>
<tr>
<td>dineroIf</td>
<td>11</td>
</tr>
<tr>
<td>assembler</td>
<td>20</td>
</tr>
<tr>
<td>small</td>
<td>19</td>
</tr>
<tr>
<td>archie-client</td>
<td>19</td>
</tr>
<tr>
<td>023.equittot</td>
<td>16</td>
</tr>
<tr>
<td>rolo</td>
<td>9</td>
</tr>
<tr>
<td>simulator</td>
<td>14</td>
</tr>
<tr>
<td>flex</td>
<td>43</td>
</tr>
<tr>
<td>agrep</td>
<td>26</td>
</tr>
<tr>
<td>bc</td>
<td>10</td>
</tr>
<tr>
<td>zip</td>
<td>23</td>
</tr>
<tr>
<td>bison</td>
<td>60</td>
</tr>
<tr>
<td>022.dli</td>
<td>3</td>
</tr>
<tr>
<td>larn</td>
<td>22</td>
</tr>
<tr>
<td>008.espresso</td>
<td>33</td>
</tr>
<tr>
<td>T-W-MC</td>
<td>75</td>
</tr>
</tbody>
</table>

The resultant analysis is called FAandPT. The idea is that when there are lots of names of the form \&o in one equivalence class, the aliasing solution obtained by the FA analysis for the component is likely to be poor and we want to use the PT analysis to get a more precise solution.

We have chosen 5 for the threshold. By varying the threshold value, we can experiment with a spectrum of analyses. The extreme cases are: (1) the threshold is 0 forcing the first set to be empty, which means we use the PT analysis on the whole program; (2) the threshold is sufficiently large, forcing the second set to be empty, which means we use the FA analysis on the whole program.

In Table 7.3 and 7.4, we show the numbers of components in the two sets of weakly connected components by the above partition. We also present the numbers of pointer-related assignments, object names, variables, Thru-deref MOD/REF sites associated.
### Table 7.4: The Second Sets of Weakly Connected Components for the FAandPT Analysis

<table>
<thead>
<tr>
<th>Program</th>
<th>k=∞ comp</th>
<th>other comp</th>
<th>pointer assignment</th>
<th>object name</th>
<th>variables</th>
<th>Thru-deref MOD site</th>
<th>Thru-deref REF site</th>
</tr>
</thead>
<tbody>
<tr>
<td>chomp</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>loader</td>
<td>0</td>
<td>2</td>
<td>65</td>
<td>68</td>
<td>34</td>
<td>8</td>
<td>19</td>
</tr>
<tr>
<td>stanford</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>pokerd</td>
<td>0</td>
<td>1</td>
<td>117</td>
<td>137</td>
<td>35</td>
<td>46</td>
<td>89</td>
</tr>
<tr>
<td>sim</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>diseroIII</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>assembler</td>
<td>0</td>
<td>1</td>
<td>325</td>
<td>258</td>
<td>154</td>
<td>57</td>
<td>171</td>
</tr>
<tr>
<td>small</td>
<td>1</td>
<td>0</td>
<td>532</td>
<td>445</td>
<td>225</td>
<td>76</td>
<td>161</td>
</tr>
<tr>
<td>archie-client</td>
<td>1</td>
<td>0</td>
<td>410</td>
<td>470</td>
<td>136</td>
<td>123</td>
<td>231</td>
</tr>
<tr>
<td>023.equottt</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>rolo</td>
<td>1</td>
<td>1</td>
<td>671</td>
<td>600</td>
<td>269</td>
<td>81</td>
<td>177</td>
</tr>
<tr>
<td>simulator</td>
<td>0</td>
<td>4</td>
<td>152</td>
<td>180</td>
<td>88</td>
<td>18</td>
<td>101</td>
</tr>
<tr>
<td>flex</td>
<td>1</td>
<td>3</td>
<td>196</td>
<td>206</td>
<td>99</td>
<td>33</td>
<td>66</td>
</tr>
<tr>
<td>agrep</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>bc</td>
<td>2</td>
<td>0</td>
<td>1245</td>
<td>1217</td>
<td>373</td>
<td>237</td>
<td>737</td>
</tr>
<tr>
<td>022-li</td>
<td>1</td>
<td>4</td>
<td>1105</td>
<td>698</td>
<td>289</td>
<td>95</td>
<td>175</td>
</tr>
<tr>
<td>lara</td>
<td>1</td>
<td>4</td>
<td>1105</td>
<td>698</td>
<td>289</td>
<td>95</td>
<td>175</td>
</tr>
<tr>
<td>008.espresso</td>
<td>1</td>
<td>2</td>
<td>6065</td>
<td>4643</td>
<td>2150</td>
<td>1129</td>
<td>3361</td>
</tr>
<tr>
<td>T-W-MC</td>
<td>6</td>
<td>1</td>
<td>2374</td>
<td>3933</td>
<td>572</td>
<td>1621</td>
<td>4303</td>
</tr>
</tbody>
</table>
with components in the two sets.

In Figures 7.10 and 7.11, we show the Thru-deraf MOD/REF results for this combined analysis, FA, and PT. The FAandPT analysis yields results of similar precision to these of the PT analysis. For those programs, where the FA analysis produces approximate solutions (e.g., assembler, smail, bc, 008.espresso), the FAandPT analysis is able to improve the precision. For six programs (chomp, stanford, sim, dinerIII, 023.eqntott, and agrep), the FAandPT analysis is effectively the same as the FA analysis because the second sets of components are empty. For these programs, the precision of the FA analysis is comparable to the PT analysis. With the threshold of 5, the first set of components is not empty for any of the test programs, which means the FA part of the combined analysis is always applied for each program.

In Figures 7.12 and 7.13, we present the timings for this combined analysis, FA, and PT. Note that the timing results do not include the time required for program decomposition. In general, the FAandPT analysis is slower than the FA analysis and faster than the PT analysis. In many cases, the FAandPT analysis is very close to the PT analysis in cost. This is because the PT part of the FAandPT analysis is the dominant cost.

These figures indicate that this combined analysis is able to improve the aliasing precision when the FA analysis yields a very approximate solution. The heuristic predictor is effective in identifying program segments, for which the FA analysis is not good. In terms of efficiency, the FAandPT analysis is a little faster than the PT analysis. We plan to conduct more experiments by varying the threshold to explore the tradeoff of efficiency and precision.

7.5 Conclusion

We have experimented with three combined analyses using three different aliasing methods – two that are flow-insensitive and context-insensitive (FA and PT), and one that is flow-sensitive and context-sensitive (FS). The experimental results obtained yielded several conclusions:
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Figure 7.10: Thru-deref MOD Results for the FAandPT Analysis
Figure 7.11: Thru-deref REF Results for the FAandPT Analysis
Figure 7.12: Timings for the FAandPT Analysis (Part 1)
Figure 7.13: Timings for the FAandPT Analysis (Part 2)
The first two combined analyses verify that FS can be applied to segments of a large program, which may be too large to be completely analyzed by FS.

The use of FS on program segments based on our heuristics, does not yield increased precision unobtainable by other means (e.g., PT). We need to study other means of choosing where to use FS, for example, based on interesting variables so designated by a programmer.

For all the programs, especially the large ones such as *larn*, *008.espresso*, and *T-W-MC*, PT analysis, and combinations with PT are much better than FA analysis at relatively little increased cost. There is evidence that for many data-flow applications, the FA analysis may not yield useful results.

The heuristic predictor used in the third combined analysis proves more useful than the one used in the first two combined analyses. The FA and PT analysis provides accurate aliasing solutions; although more expensive overall, the precision gained seems worthwhile.

There are two potential areas of future work with the combined analysis. One is to trade off analysis efficiency and precision. We can easily achieve the tradeoff at the program level, but with our program decomposition, we can do this at the program segment level. Another is to study the relationship between program characteristics and the suitable aliasing/points-to analysis algorithm. For instance, our initial experiments show the FA analysis applied to the components involving recursive data structures, unions, or casting (the second sets), yields aliasing information that is much more approximate than the one of the PT analysis. This indicates for more precise aliasing solutions on pointers related to recursive data structures, the FA analysis may not be a good choice. On the other hand, for the components only involving pointers of finite levels of dereferences, our experiments show that the FA analysis seems to yield quite a precise aliasing solution, except for few components, the FS and PT analyses yield aliasing solutions of similar precision. This suggests that for pointers of finite levels of dereferences, the FS analysis may not be necessary.
Chapter 8

Summary and Future Work

8.1 Summary of the Thesis

The work in this thesis provides solutions to several problems of practical pointer aliasing analysis. Here we summarize the results.

We proposed a uniform way of dealing with unions and type casting in aliasing analyses. Our approach to handling unions is consistent with the C standard; our approach to handling type casting as a way of creating unions at run-time is unique and is proved practical by our empirical results. The use of type information to determine common initial sequences makes our approach independent of specific implementations or machines. Being able to handle these features helps to scale analyses to large programs.

Our program decomposition technique is able to separate pointers/assignments into independent sets in terms of their aliasing effects. For pointers/assignments considered related, the technique can show how they are related. This kind of information can potentially be useful for aliasing analysis. We can focus on a set of pointers and analyze their aliases only, without analyzing the whole program; for example, we can analyze indirect calls through function pointers, shapes of some dynamic data structures, or shapes of some dynamically allocated arrays. We can also choose different analysis methods for different sets of pointers/assignments; for example, we can use a flow- and context-insensitive analysis for functions pointers.

Both the points-to analysis (PT) and the aliasing analysis (FA) scale well to large programs as shown by our empirical results; both handle unions and type casting. The PT analysis treats assignments asymmetrically while the FA analysis treats them symmetrically. This provides a good comparison of analysis cost/precision tradeoff.
Our experiments with combined analysis explore possible tradeoff of analysis cost and precision using the results of program decomposition and several analysis methods. We are able to apply the FS analysis to parts of programs even though the analysis is too costly for the whole program. We also show a way to improve the aliasing results for some program segments by using the PT analysis instead of the FA analysis.

We have shown empirical results from our prototype implementation for all the algorithms in this thesis. We believe empirical study on real programs is very important in the research area of program analysis, in particular, the aliasing analysis.

8.2 Future Work

While the results in the thesis are promising, there is more that can be done. Here we discuss some future work.

- Our prototype implementation of the various analyses can be improved to be more efficient in terms of time and space. We plan to optimize the prototype implementation.

- The current algorithm for program decomposition treats procedure calls (other than calls to library functions) in a context-insensitive way. The effect of this is that pointers that otherwise are not related, are now considered related; for instance, if the same insert routine is invoked for two list data structures, our algorithm will consider the two lists related. We want to study the use of context-sensitive (polyvariant) analysis to improve the program decomposition.

- We have some restrictions on unions and type casting; because of them, there are programs that can not be analyzed by our analyses. We want to relax some of these restrictions and hope to apply the program decomposition technique, the aliasing analysis, and the points-to analysis to more programs.

- We want to study empirically what pointer/program characteristics may affect the cost/precision of analysis methods and how to choose effective analysis methods based on these characteristics.
The graph representation of the equivalence relation for program decomposition can be thought as the result of a *preliminary* shape analysis for all pointers in a program. We want to use the result to identify dynamic data structures or dynamically allocated arrays and study ways to analyze them effectively.

The methodology of program decomposition and combined analysis can be extended to compile-time analyses other than pointer aliasing. We believe there is potential for achieving scalability as well as investigating tradeoffs between efficiency and precision.
Appendix A

$G_{FA}$ as Representation of the FA Relation

In this appendix, we show that the $G_{FA}$ constructed by the algorithm given in Section 5.4.2 represents the FA relation defined in Section 5.4.1.

In Section 5.4.1, we define the set $B$ as follows:

$$B = \begin{cases} 
  o & \text{there is a path from a node } n \text{ to a node } m \text{ in } G_{PE} \text{ such that the} \\
  & \text{path is annotated with a sequence of accessors } a_1 a_2 \ldots a_j \text{ } (j \geq 0) \\
  & \text{and } o = apply^*(o_1 a_1 a_2 \ldots a_j), \text{ where } o_1 \in (B_{PE}(n) \cap B_1) 
\end{cases}$$

In Section 5.4.2, we present an algorithm that constructs $G_{FA}$ and define the set $O_{FA}(x)$ for any node $x$ in $G_{FA}$ as follows.

$$O_{FA}(x) = \begin{cases} 
  o & \text{there is a path in } G_{FA} \text{ from a node } y \text{ to } x, \text{ which is} \\
  & \text{annotated with a sequence of accessors } a_1 a_2 \ldots a_j \text{ } (j \geq 0), \\
  & \text{such that } o = apply^*(o_1 a_1 a_2 \ldots a_j), \text{ where } o_1 \in B_{FA}(y) 
\end{cases}$$

In this appendix, we will first prove that these sets, $O_{FA}(x)$, where $x$ is a node in $G_{FA}$, form a partition of the set $B$ and therefore induce an equivalence relation on $B$ (Section A.2); we will then show that the induced equivalence relation is exactly the FA relation defined (Section A.3). Thus $G_{FA}$ constructed by the algorithm is a representation of the FA relation.

### A.1 Notations

In order to use inductive proofs, we will consider the effects of the algorithm in Section 5.4.2 as applying a sequence of operations to an initial graph to construct the final graph $G_{FA}$. The initial graph has one node for each object name in $B_1$ and has no edges between nodes. The following are four kinds of operations that can be applied:
• add an edge annotated with a member name

This corresponds to adding a tuple \((\text{member}, \text{apply}(o, \text{member}))\) to \(\text{PREFIX}(\text{FIND}(o))\) in the algorithm.

• add an edge annotated with *

This corresponds to adding a tuple \((*, o_1)\) to \(\text{PREFIX}(\text{FIND}(o))\) in the algorithm.

• union two nodes

A new node is used to replace the two nodes, such that all incoming edges to any of the two nodes will be to the new node and all outgoing edges from any of the two nodes will be from the new node.

This corresponds to \(\text{union}(e_1, e_2)\) in \(\text{MERGE}()\) routine.

• delete a redundant edge

An edge between two nodes is \textit{redundant} if there is another edge between the two nodes with the same edge annotation. When two nodes are unioned, there might be redundant edges, which will be deleted.

This corresponds to the calculation of the new prefix relation in \(\text{MERGE}()\) routine, which allows only one tuple for each possible edge annotation.

Given \(G_{FE}\), we assume total \(k\) operations of the above kinds are applied to construct \(G_{FA}\) and we will use \(G_{FA_i}\) for the partial \(G_{FA}\) after the \(i^{th}\) operations, where \(1 \leq i \leq k\). \(G_{FA_0}\) is the initial graph and \(G_{FA_k}\) is \(G_{FA}\).

We will use \(B_{FA_i}(x)\) for the set of object names for a node \(x\) in \(G_{FA_i}\). Given \(G_{FA_i}\), where \(0 \leq i \leq k\), we define the set \(O_{FA_i}(x)\) for each node \(x\) in the graph as follows:

\[
O_{FA_i}(x) = \begin{cases} 
\emptyset & \text{there is a path in } G_{FA_i} \text{ from a node } y \text{ to } x, \text{ which is} \\
\{o\} & \text{annotated with a sequence of accessors } a_1a_2...a_j \ (j \geq 0), \\
& \text{such that } o = \text{apply}^*(o_1,a_1a_2...a_j), \text{ where } o_1 \in B_{FA_i}(y) 
\end{cases}
\]

By definition, \(B_{FA_i}(x) \subseteq O_{FA_i}(x)\), where \(x\) is any node in \(G_{FA_i}\).

The following are the other notations that are used in this appendix:
• $n, n', n_1, n_2, \ldots, n_j, n_{j+1}, m, m'$, etc. are nodes in $G_{PE}$.

• $v, w, x, x_1, x_2, \ldots, x_j, x_{j+1}, y, z$, etc. are nodes in $G_{FA}$, where $0 \leq i \leq k$.

• $\text{node}_{PE}(o)$, where $o \in B_0$, is the node $n$ in $G_{PE}$ such that $o \in B_{PE}(n)$.

• $\text{node}_{FA}(o)$, where $o \in B_1$, is the node $x$ in $G_{FA}$ such that $o \in B_{FA}(x)$.

A.2 $G_{FA}$ as a Representation of Object Names in $B$

In this section, we show that the sets, $O_{FA}(x)$, where $x$ is a node in $G_{FA}$, constitute a partition of $B$ and therefore induce an equivalence relation on $B$. In Section A.2.1, we prove that each object name in $B$ is in some $O_{FA}(x)$, where $x$ is a node in $G_{FA}$. In Section A.2.2, we prove that $O_{FA}(x)$, where $x$ is a node in $G_{FA}$, is a subset of $B$. In Section A.2.3, we show that $O_{FA}(x)$ and $O_{FA}(y)$ do not have any object name in common if $x$ and $y$ are different nodes in $G_{FA}$.

A.2.1 Object Names in $B$ Are Represented by $G_{FA}$

In this section, we show that each edge in $G_{PE}$ corresponds to one or more edges in $G_{FA}$ (Lemma A.2.1.1) and each path in $G_{PE}$ corresponds to one or more paths in $G_{FA}$ (Lemma A.2.1.2). We conclude that each object name in $B$ is in $O_{FA}(x)$, for some node $x$ in $G_{FA}$ (Lemma A.2.1.3).

**Lemma A.2.1.1** Let $n$ and $m$ be any two nodes in $G_{PE}$ such that there is an edge in $G_{PE}$ from $n$ to $m$, annotated with an accessor $a$.

For any object name $o$ in $(B_{PE}(n) \cap B_1)^1$, there is an object name $o_1 \in (B_{PE}(m) \cap B_1)$, such that there is an edge in $G_{FA}$ from $\text{node}_{FA}(o)$ to $\text{node}_{FA}(o_1)$, that is annotated with the accessor $a$.

□

**Proof:**

\footnote{$(B_{PE}(n) \cap B_1)$, where $n$ is a node in $G_{PE}$, is the set of object names in $B_{PE}(n)$ that do not contain \\&.}
The accessor $a$ for the edge from $n$ to $m$ in $G_{PE}$ can be either $*$ or a member name.

We consider the two cases:

- The accessor $a$ is member.

  In this case, $o$ is of structure type and member is a member of the structure type.
  
  Let $o_1 = apply(o,\text{member})$. By the construction of $G_{PE}$, $o_1 \in B_{PE} (m)$.
  
  By definition of $B_1$, $o \in B_1$ and $o_1 \in B_1$. By the algorithm that constructs $G_{FA}$, for the edge from $n$ to $m$ in $G_{PE}$, an edge from $node_{FA}(o)$ to $node_{FA}(o_1)$, annotated with member, is in $G_{FA}$.

- The accessor $a$ is $*$.

  By the algorithm that constructs $G_{FA}$, for the edge from $n$ to $m$ in $G_{PE}$, there is an object name $o_1 \in B_{PE} (m)$ such that $o_1 = apply(o,* )$, where $o \in B_{PE} (n)$, and there is an edge from $node_{FA}(o)$ to $node_{FA}(o_1)$, annotated with $*$, in $G_{FA}$.

\[\square\]

**Lemma A.2.1.2** Let $n$ and $m$ be any two nodes in $G_{PE}$ such that there is a path in $G_{PE}$ from $n$ to $m$, which is annotated with a sequence of accessors $A$.

For any object name $o$ in $(B_{PE} (n) \cap B_1)$, there is an object name $o_1 \in (B_{PE} (m) \cap B_1)$ such that there is a path in $G_{FA}$ from $node_{FA}(o)$ to $node_{FA}(o_1)$, that is annotated with $A$.

\[\square\]

**Proof:** By Lemma A.2.1.1 and induction on the length of the path from $n$ to $m$ in $G_{PE}$.

\[\square\]

**Lemma A.2.1.3** Each object name in $B$ is in some $O_{FA}(x)$, where $x$ is a node in $G_{FA}$.

\[\square\]

**Proof:**

Let $o$ be any object name in $B$. 

\[\square\]
By definition of $B$, $o$ corresponds to a path from a node $n$ to a node $m$ in $G_{PE}$, such that the path is annotated with a sequence of accessors $A$ and $o = apply^*(o_1, A)$, where $o_1 \in (B_{PE}(n) \cap B_1)$.

By Lemma A.2.1.2, for $o_1$, there is an object name $o'_1 \in (B_{PE}(m) \cap B_1)$, such that there is a path in $G_{FA}$ from $node_{FA}(o_1)$ to $node_{FA}(o'_1)$, that is annotated with $A$.

Let $x$ be $node_{FA}(o'_1)$ in $G_{FA}$. Then by definition of $O_{FA}(x)$, $o \in O_{FA}(x)$.

\[\Box\]

**A.2.2 Object Names Represented by $G_{FA}$ Are in $B$**

In this section, we show that each node in $G_{FA}$ can be mapped to a node in $G_{PE}$ so that each edge in $G_{FA}$ corresponds to an edge in $G_{PE}$ (Lemma A.2.2.1) and each path in $G_{FA}$ corresponds to a path in $G_{PE}$ (Lemma A.2.2.2). We conclude that each object name in $O_{FA}(x)$, where $x$ is any node in $G_{FA}$, is in $B$ (Lemma A.2.2.3).

By the construction of $G_{PE}$, if there is an edge from a node $n$ to a node $m$ in $G_{PE}$, annotated with an accessor $a$, then there exist $o_1 \in B_{PE}(n)$ and $o_2 \in B_{PE}(m)$ such that $o_2 = apply(o_1, a)$. Since we consider only well-typed C programs without type casting, all object names in $B_{PE}(n)$, where $n$ is any node in $G_{PE}$, have the same type; type-wise an edge from a node to itself in $G_{PE}$ is not possible.

**Lemma A.2.2.1** For any $G_{FA,i}$ where $0 \leq i \leq k$, the following are true:

1. Let $x$ be any node in $G_{FA,i}$ and $o$ be any object name in $B_{FA,i}(x)$. If $o \in B_{PE}(n)$, where $n$ is a node in $G_{PE}$, then $B_{FA,i}(x) \subseteq B_{PE}(n)$.

   In other words, given a node $x$ in $G_{FA,i}$, there is a unique node $n$ in $G_{PE}$ such that $B_{FA,i}(x) \subseteq B_{PE}(n)$.

2. Let $x$ and $y$ be any two nodes in $G_{FA,i}$ such that there is an edge in $G_{FA,i}$ from $x$ to $y$, annotated with an accessor $a$.

   Let $n$ be the node in $G_{PE}$ such that $B_{FA,i}(x) \subseteq B_{PE}(n)$ and $m$ be the node in $G_{PE}$ such that $B_{FA,i}(y) \subseteq B_{PE}(m)$. Then there is an edge in $G_{PE}$ from $n$ to $m$, which is annotated with the accessor $a$. 
Proof:

We will prove this lemma by induction on the number of operations applied to construct $G_{FA}$.

**Induction Basis:**

$G_{FA_0}$ has one node for each object name in $B_1$ and has no edges. So the lemma holds for $G_{FA_0}$.

**Induction Hypothesis:**

The lemma holds for $G_{FA_i}$, where $i \geq 0$.

**Induction Step:**

Consider the following case analysis of the $(i+1)^{th}$ operation that is applied to $G_{FA_i}$:

- An edge annotated with a member name `member`, is added.

Assume the edge is added from node $x$ to node $y$ in $G_{FA_i}$. The resulting graph is $G_{FA_{i+1}}$.

There is no change to object names associated with nodes in $G_{FA_i}$, that is, for any node $x$ in $G_{FA_{i+1}}$, $B_{FA_{i+1}}(x) = B_{FA_{i}}(x)$.

By the induction hypothesis, (1) holds for any node in $G_{FA_{i+1}}$ and (2) holds for all edges in $G_{FA_{i+1}}$ except the one added. We just have to prove that (2) holds for the edge added.

By the algorithm that constructs $G_{FA}$, this edge is added because the following are true:

- There is an edge in $G_{PE}$ from a node $n$ to a node $m$, annotated with `member`.

- There is an object name $o_1 \in (B_{PE}(n) \cap B_1)$ such that

  1. $o_1 \in B_{FA_{i}}(x)$
  2. $o_2 = apply(o_1, \text{member}) \in B_{FA_{i}}(y)$

By definition, $o_2 \in B_0$. By the construction of $G_{PE}$, $o_2 \in B_{PE}(m)$. 

□
Because \( o_1 \in B_{PE}(n) \) and \( o_2 \in B_{FA_i}(x) \), we have \( B_{FA_i}(x) \subseteq B_{PE}(n) \) by the induction hypothesis.

Because \( o_2 \in B_{PE}(m) \) and \( o_2 \in B_{FA_i}(y) \), we have \( B_{FA_i}(y) \subseteq B_{PE}(m) \) by the induction hypothesis.

So (2) holds for the edge added.

The lemma holds for \( G_{FA_{i+1}} \) in this case.

- An edge annotated with \(*\), is added.

Assume the edge is added from node \( x \) to node \( y \) in \( G_{FA_i} \). The resulting graph is \( G_{FA_{i+1}} \).

For any node \( x \) in \( G_{FA_{i+1}} \), \( B_{FA_{i+1}}(x) = B_{FA_i}(x) \).

By the induction hypothesis, (1) holds for any node in \( G_{FA_{i+1}} \) and (2) holds for all edges in \( G_{FA_{i+1}} \) except the one added. We just have to prove that (2) holds for the edge added.

By the algorithm that constructs \( G_{FA_{i}} \), this edge is added because the following are true:

- There is an edge in \( G_{PE} \) from a node \( n \) to a node \( m \), annotated with \(*\).
- There are two object names, \( o_1 \in B_{PE}(n) \) and \( o_2 \in B_{PE}(m) \), such that
  1. \( o_1 \in B_{FA_i}(x) \)
  2. \( o_2 \in B_{FA_i}(y) \)
  3. \( o_2 = apply(o, *) \), where \( o \in B_{FE}(n) \)

Because \( o_1 \in B_{PE}(n) \) and \( o_1 \in B_{FA_i}(x) \), by the induction hypothesis, we have \( B_{FA_i}(x) \subseteq B_{PE}(n) \).

Because \( o_2 \in B_{PE}(m) \) and \( o_2 \in B_{FA_i}(y) \), by the induction hypothesis, we have \( B_{FA_i}(y) \subseteq B_{PE}(m) \).

So (2) holds for the edge added.

The lemma holds for \( G_{FA_{i+1}} \) in this case.
Two nodes are unioned.

Assume two nodes in \( G_{FA_i} \), \( x \) and \( y \), are unioned. The resulting graph is \( G_{FA_{i+1}} \).

The effect of this union is as follows.

- A new node \( z \) in \( G_{FA_{i+1}} \) supersedes \( x \) and \( y \).
- \( B_{FA_{i+1}}(z) = B_{FA_i}(x) \cup B_{FA_i}(y) \)
- All incoming edges to \( x \) or \( y \) in \( G_{FA_i} \) will be to \( z \) in \( G_{FA_{i+1}} \).
- All outgoing edges from \( x \) or \( y \) in \( G_{FA_i} \) be from \( z \) in \( G_{FA_{i+1}} \).

By the induction hypothesis, (1) holds for any node in \( G_{FA_{i+1}} \) except \( z \) and (2) holds for any edge in \( G_{FA_{i+1}} \) except the ones to \( z \) or from \( z \).

Let \( n_1 \) be the node in \( G_{PE} \) such that \( B_{FA_i}(x) \subseteq B_{PE}(n_1) \) and \( n_2 \) be the node in \( G_{PE} \) such that \( B_{FA_i}(y) \subseteq B_{PE}(n_2) \).

We first prove that \( n_1 \) and \( n_2 \) are the same node in \( G_{PE} \); then we argue that (1) holds for \( z \) and (2) holds for any edge to \( z \) or from \( z \) in \( G_{FA_{i+1}} \).

Nodes are unioned in two cases, either in the call to MERGE() routine in calculate-FA-relation(), i.e., the top-level call, or in a recursive call to MERGE() routine.

We prove that \( n_1 \) and \( n_2 \) are the same node in \( G_{PE} \) by a case analysis:

- \( x \) and \( y \) are unioned in the top-level call to MERGE().

In this case, \( x \) and \( y \) are unioned because the following are true:

* There is an edge in \( G_{PE} \) from a node \( n \) to a node \( m \), annotated with \( * \).
* There are two object names in \( B_{PE}(n) \), \( b_1 \) and \( b_2 \), such that
  \[ b_1' = apply(b_1, *) \in B_{PE}(m) \]
  \[ b_2' = apply(b_2, *) \in B_{PE}(m) \]
  \[ b_1' \in B_{FA_i}(x) \]
  \[ b_2' \in B_{FA_i}(y) \]

Because \( b_1' \in B_{PE}(m) \) and \( b_1' \in B_{FA_i}(x) \), by the induction hypothesis, we have \( B_{FA_i}(x) \subseteq B_{PE}(m) \).
Because \( b'_2 \in B_{PE}(m) \) and \( b'_2 \in B_{FA_i}(y) \), by the induction hypothesis, we have \( B_{FA_i}(y) \subseteq B_{PE}(m) \).

So \( n_1 \) is node \( m \) and \( n_2 \) is node \( m \).

- \( x \) and \( y \) are unioned in a recursive call to \text{MERGE}().

In this case, \( x \) and \( y \) are unioned because there is a node \( w \) in \( G_{FA_i} \), such that there are two edges, one from \( w \) to \( x \) and another from \( w \) to \( y \) in \( G_{FA_i} \), both of which are annotated with an accessor \( a \).

Let \( n' \) be the node in \( G_{PE} \) such that \( B_{FA_i}(w) \subseteq B_{PE}(n') \).

Because of the edge from \( w \) to \( x \) in \( G_{FA_i} \), by the induction hypothesis, there is an edge in \( G_{PE} \) from node \( n' \) to node \( n_1 \), which is annotated with \( a \).

Because of the edge from \( w \) to \( y \) in \( G_{FA_i} \), by the induction hypothesis, there is an edge in \( G_{PE} \) from node \( n' \) to node \( n_2 \), which is annotated with \( a \).

By construction of \( G_{PE} \), there can be only one outgoing edge from \( n' \) in \( G_{PE} \), annotated with \( a \). Thus \( n_1 \) and \( n_2 \) must be the same node.

So we have proved that \( n_1 \) and \( n_2 \) are the same node in \( G_{PE} \). Let \( n \) be the node; we have \( B_{FA_i}(x) \subseteq B_{FA_i}(n) \) and \( B_{FA_i}(y) \subseteq B_{FA_i}(n) \).

Because \( B_{FA_i+1}(z) = (B_{FA_i}(z) \cup B_{FA_i}(y)) \), we have \( B_{FA_i+1}(z) \subseteq B_{PE}(n) \), that is, (1) holds for the node \( z \) in \( G_{FA_i+1} \).

Now we prove that (2) holds for any edge to \( z \) in \( G_{FA_i+1} \). Similarly, we can show that (2) holds for any edge from \( z \) in \( G_{FA_i+1} \).

Assume there is an edge from a node \( v \) to \( z \) in \( G_{FA_i+1} \). By the induction hypothesis, each edge in \( G_{FA_i} \) corresponds to an edge in \( G_{PE} \). Since there is no edge from a node to itself in \( G_{PE} \), there is no edge from \( z \) to \( y \) in \( G_{FA_i} \); otherwise there would have been an edge from \( n \) to \( n \) in \( G_{PE} \). Also there is no edge from a node to itself in \( G_{FA_i} \), either. So \( v \) is not the same node as \( z \).

This edge from \( v \) to \( z \) in \( G_{FA_i+1} \) must correspond to an edge from \( v \) to \( x \) or an edge from \( v \) to \( y \) in \( G_{FA_i} \). Without loss of generality, assume it corresponds to an edge from \( v \) to \( x \) in \( G_{FA_i} \).
Let \( m' \) be the node in \( G_{PE} \) such that \( B_{FA_i}(v) \subseteq B_{PE}(m') \). Because of the edge from \( v \) to \( x \) in \( G_{FA_i} \), by the induction hypothesis, there is an edge in \( G_{PE} \) from \( m' \) to \( n \). So (2) holds for this edge to \( z \) in \( G_{FA_{i+1}} \).

The lemma holds for \( G_{FA_{i+1}} \) in this case.

- A redundant edge is deleted.

Because the edge is redundant, both (1) and (2) hold for the resulting graph, \( G_{FA_{i+1}} \).

So we have proved that no matter what the \((i+1)\)th operation is, the lemma holds for \( G_{FA_{i+1}} \).

\[ \square \]

**Lemma A.2.2.2** For any \( G_{FA_i} \), where \( 0 \leq i \leq k \), let \( x \) and \( y \) be any two nodes in \( G_{FA_i} \) such that there is a path in \( G_{FA_i} \) from \( x \) to \( y \), annotated with a sequence of accessors \( A \).

Let \( n \) be the node in \( G_{PE} \) such that \( B_{FA_i}(x) \subseteq B_{PE}(n) \) and \( m \) be the node in \( G_{PE} \) such that \( B_{FA_i}(y) \subseteq B_{PE}(m) \). Then there is a path in \( G_{PE} \) from \( n \) to \( m \), that is annotated with \( A \).

\[ \square \]

**Proof:** By Lemma A.2.2.1 and induction on the length of the path from \( x \) to \( y \) in \( G_{FA_i} \).

\[ \square \]

**Lemma A.2.2.3** For any \( G_{FA_i} \), where \( 0 \leq i \leq k \), let \( x \) and \( y \) be any two nodes in \( G_{FA_i} \) such that there is a path in \( G_{FA_i} \) from \( x \) to \( y \), annotated with a sequence of accessors \( A \). For any \( o \in B_{FA_i}(x) \), apply\(^\ast\)\((o, A) \in B \). In other words, \( O_{FA_i}(y) \subseteq B \), where \( y \) is any node in \( G_{FA_i} \).

\[ \square \]

This lemma is a result of Lemma A.2.2.2.

\[ \square \]

By this lemma, \( O_{FA}(x) \subseteq B \), for any node \( x \) in \( G_{FA_i} \).
A.2.3 Object Names Represented by $G_{FA}$ Partitions $B$

In this section, we show that $O_{FA}(x)$ and $O_{FA}(y)$, for two different nodes $x$ and $y$ in $G_{FA}$, do not have any object name in common. Together with the results in the last two sections,

Lemma A.2.3.1 Let $o$ be any object name in $B_1$. Let $a$ be an accessor such that $a_1 = \text{apply}(o, a) \in B_1$. There is an edge in $G_{FA}$ from $\text{node}_{FA}(o)$ to $\text{node}_{FA}(o_1)$, annotated with the accessor $a$.

Proof:

Since $o \in B_1$, $o_1 \in B_1$ and $B_1 \subseteq B_0$, we have $o \in B_0$ and $o_1 \in B_0$. Let $n$ be $\text{node}_{PE}(o)$ and $m$ be $\text{node}_{PE}(o_1)$. By construction of $G_{PE}$, there is an edge in $G_{PE}$ from $n$ to $m$, annotated with the accessor $a$.

The accessor $a$ can be either $*$ or a member name. We consider the two cases:

- The accessor $a$ is member.

  By the algorithm that constructs $G_{FA}$, for the edge from $n$ to $m$ in $G_{PE}$, an edge from $\text{node}_{FA}(o)$ to $\text{node}_{FA}(o_1)$, annotated with member, is in $G_{FA}$.

- The accessor $a$ is $*$.

  By the algorithm that constructs $G_{FA}$, for the edge from $n$ to $m$ in $G_{PE}$, all object names $o'_1$ such that $o'_1 \in B_{PE}(m)$ such that $o'_1 = \text{apply}(o', *)$, where $o' \in B_{PE}(n)$, will be collected; nodes for these object names will be merged. In other words, there is a node $x$ in $G_{FA}$ such that all object names collected are in $B_{FA}(x)$. Clearly $o_1 \in B_{FA}(x)$, that is, $x$ is $\text{node}_{FA}(o_1)$.

  By the algorithm that constructs $G_{FA}$, there is an edge from $\text{node}_{FA}(o)$ to $x$ (i.e., $\text{node}_{FA}(o_1)$), annotated with $*$, in $G_{FA}$.

\qed
Lemma A.2.3.2 Let $o$ be any object name in $B_1$. Let $A$ be a sequence of accessors such that $o_1 = \text{apply}^*(o, A) \in B_1$. There is a path in $G_{FA}$ from $\text{node}_{FA}(o)$ to $\text{node}_{FA}(o_1)$, annotated with $A$.

\[\square\]

Proof: By Lemma A.2.3.1 and induction on the number of accessors in $A$.

\[\square\]

Lemma A.2.3.3 Let $o$ be any object name in $B_1$. If there is a path in $G_{FA}$ from $\text{node}_{FA}(o)$ to a node $x$, such that the path is annotated with a sequence of accessors $A$ and $o_1 = \text{apply}^*(o, A)$ is in $B_1$, then $o_1 \in B_{FA}(x)$.

\[\square\]

Proof:

By Lemma A.2.3.2, there is a path in $G_{FA}$ from $\text{node}_{FA}(o)$ to $\text{node}_{FA}(o_1)$, annotated with $A$.

By the algorithm that constructs $G_{FA}$, there can be only one path in $G_{FA}$ from $\text{node}_{FA}(o)$, which is annotated with $A$, $\text{node}_{FA}(o_1)$ must be the node $x$. $\text{node}_{FA}(o_1)$ is node $x$, that is, $o_1 \in B_{FA}(x)$.

\[\square\]

Lemma A.2.3.4 For any two different nodes in $G_{FA}$, $x$ and $y$, $O_{FA}(x) \cap O_{FA}(y) = \emptyset$.

\[\square\]

Proof: By contradiction.

Assume that $x$ and $y$ are different nodes in $G_{FA}$ such that there is an object name $o$ in both $O_{FA}(x)$ and $O_{FA}(y)$.

By definition of $O_{FA}(x)$, $o$ corresponds to a path in $G_{FA}$ from a node $z_1$ to $x$, annotated with a sequence of accessors $A_1$, such that $o = \text{apply}^*(o_1, A_1)$, where $o_1 \in B_{FA}(z_1)$.

By definition of $O_{FA}(y)$, $o$ corresponds to a path in $G_{FA}$ from a node $z_2$ to $y$, annotated with a sequence of accessors $A_2$, such that $o = \text{apply}^*(o_2, A_2)$, where $o_2 \in B_{FA}(z_2)$. 

\[\square\]
Since \( \text{apply}^*(o_1, A_1) \) and \( \text{apply}^*(o_2, A_2) \) are the same object name, there exist a sequence of accessors \( A \) such that either \( o_1 = \text{apply}^*(o_2, A) \) or \( o_2 = \text{apply}^*(o_1, A) \).

Without loss of generality, we assume \( o_2 = \text{apply}^*(o_1, A) \).

Because \( \text{apply}^*(o_1, A_1) = \text{apply}^*(o_2, A_2) \), we have \( A_1 = A \cdot A_2 \).

Because \( o_2 = \text{apply}^*(o_1, A, o_1) \in B \) and \( o_2 \in B \), by Lemma A.2.3.2, there is a path in \( G_{FA} \) from \( z_1 \) (i.e., \( \text{node}_{FA}(o_1) \)) to \( z_2 \) (i.e., \( \text{node}_{FA}(o_2) \)), annotated with \( A \).

So we have two paths from \( z_1 \) annotated with the same sequence of accessors \( A \), one from \( z_1 \) to \( x \) and another from \( z_1 \) through \( z_2 \) to \( y \). By the algorithm that constructs \( G_{FA} \), there can be only one path from \( z_1 \) annotated with \( A \); so \( x \) and \( y \) must be the same node. This contradicts our assumption that they are different nodes.

Therefore, the lemma holds.

\[ \square \]

### A.3 \( G_{FA} \) as a Representation of the FA Relation

In Section A.2, we have shown that the sets, \( O_{FA}(x) \), where \( x \) is a node in \( G_{FA} \), induce an equivalence relation on \( B \). In this section, we prove that the equivalence relation is the FA relation.

First, we define the equivalence relation.

**Definition A.3.0.1** The sets, \( O_{FA}(x) \), where \( x \) is a node in \( G_{FA} \), induce an equivalence relation on \( B \). We call it the \( EQ_{cFA} \) relation.

\[ \square \]

Now, we show that the \( EQ_{cFA} \) relation contains the FA relation.

**Lemma A.3.0.1** Let \( n_1 n_2 \ldots n_j n_{j+1} \) be a path in \( G_{FE} \), annotated with a sequence of accessors, \( A \), such that \( \text{NumOfDerefs}(A) \geq 1 \). Let \( o_1 \) and \( o_2 \) be any two object names in \( B_{FE}(n_1) \). Let \( o'_1 = \text{apply}^*(o_1, A) \) and \( o'_2 = \text{apply}^*(o_2, A) \). There is a node \( x \in G_{FA} \) such that \( B_{FA}(x) \subseteq B_{FE}(n_{j+1}) \), \( o'_1 \in O_{FA}(x) \), and \( o'_2 \in O_{FA}(x) \).

\[ \square \]
\textbf{Proof:} By induction on the length of the path \( n_1 n_2 \ldots n_j n_{j+1} \) in \( G_{FE} \).

Note that the path length is at least one since \( \text{NumOffDerefs}(A) \geq 1 \).

\textbf{Induction Basis:}

The path length is 1, that is, it consists of one edge in \( G_{FE} \) from \( n_1 \) to \( n_2 \).

Since the annotation for the path has at least one *, the edge from \( n_1 \) to \( n_2 \) must be annotated with *, \( o_1' = \text{apply}(o_1, *) \) and \( o_2' = \text{apply}(o_2, *) \).

We proceed by a case analysis of whether or not \( o_1 \) and \( o_2 \) contain &:

- Both \( o_1 \) and \( o_2 \) contain &.

  In this case, \( o_1 = \& o_1' \) and \( o_2 = \& o_2' \). \( o_1' \) and \( o_2' \) do not contain &.

  Because both \( o_1 \) and \( o_2 \) are in \( B_0 \), by definition of \( B_0 \), \( o_1' \in B_0 \) and \( o_2' \in B_0 \).

  By construction of \( G_{FE} \), \( o_1' \in B_{FE}(n_2) \) and \( o_2' \in B_{FE}(n_2) \).

  Since \( o_1' \) and \( o_2' \) do not contain &, \( o_1' \in B_1 \) and \( o_2' \in B_1 \). Because of the edge from \( n_1 \) to \( n_2 \) in \( G_{FE} \), by the algorithm that constructs \( G_{FA} \), the node for \( o_1' \) and the node for \( o_2' \) are unioned. In other words, there is a node \( x \) in \( G_{FA} \) such that both \( o_1' \) and \( o_2' \) are in \( B_{FA}(x) \).

  By definition of \( O_{FA}(x) \), \( B_{FA}(x) \subseteq O_{FA}(x) \); therefore \( o_1' \in O_{FA}(x) \) and \( o_2' \in O_{FA}(x) \).

  Since \( o_1' \in B_{FA}(x) \) and \( o_1' \in B_{FE}(n_2) \), by Lemma A.2.2.1, \( B_{FA}(x) \subseteq B_{FE}(n_2) \).

- Only one of \( o_1 \) and \( o_2 \) contains &.

  Without loss of generality, assume \( o_1 \) contains & and \( o_2 \) does not. In this case, \( o_1 = \& o_1' \).

  Because \( o_1 \in B_0 \), by definition of \( B_0 \), \( o_1' \in B_0 \).

  By construction of \( G_{FE} \), \( o_1' \in B_{FE}(n_2) \).

  Since neither \( o_1' \) nor \( o_2 \) contain &, \( o_1' \in B_1 \) and \( o_2 \in B_1 \). Because of the edge from \( n_1 \) to \( n_2 \) in \( G_{FE} \), by the algorithm that constructs \( G_{FA} \), an edge will be added in \( G_{FA} \) from \( \text{node}_{FA}(o_2) \) to \( \text{node}_{FA}(o_1) \), annotated with * . Let \( x \) be \( \text{node}_{FA}(o_1') \) and \( y \) be \( \text{node}_{FA}(o_2) \); in other words, \( o_1' \in B_{FA}(x) \) and \( o_2 \in B_{FA}(y) \).

  By definition of \( O_{FA}(x) \), \( \text{apply}(o_2, *) \in O_{FA}(x) \), i.e., \( o_2' \in O_{FA}(x) \).
Because $o'_1 \in B_{FA}(x)$, by definition of $O_{FA}(x)$, $o'_1 \in O_{FA}(x)$.

Since $o'_1 \in B_{FA}(x)$ and $o'_1 \in B_{PE}(n_2)$, by Lemma A.2.2.1, $B_{FA}(x) \subseteq B_{PE}(n_2)$.

- Neither $o_1$ nor $o_2$ contains $\&$.

In this case, we have both $o_1 \in B_1$ and $o_2 \in B_1$. Because of the edge from $n_1$ to $n_2$ in $G_{PE}$, by the algorithm that constructs $G_{FA}$, the following will be true in $G_{FA}$:

- Nodes for any object name in the following set:
  \[
  \{ \text{o} \mid o \in B_{PE}(n_2) \text{ and } o = apply(o', \star), \text{ where } o' \in B_{PE}(n_1) \}
  \]
  will be unioned. By construction of $G_{PE}$, there is at least one such object name. Let $o$ be any such name and $x$ be the node in $G_{FA}$ such that $o \in B_{FA}(x)$.

- There is an edge from $node_{FA}(o_1)$ to node $x$ in $G_{FA}$, annotated with $\star$.

- There is an edge from $node_{FA}(o_2)$ to node $x$ in $G_{FA}$, annotated with $\star$.

Therefore, $apply(o_1, \star) \in O_{FA}(x)$ and $apply(o_2, \star) \in O_{FA}(x)$, that is, $o'_1 \in O_{FA}(x)$ and $o'_2 \in O_{FA}(x)$.

Since $o \in B_{PE}(n_2)$ and $o = B_{PE}(n_2)$, by Lemma A.2.2.1, $B_{FA}(x) \subseteq B_{PE}(n_2)$.

So we have proved that the lemma holds for paths of length 1.

**Induction Hypothesis:**

Assume the lemma is true for path length of $(j - 1)$ in $G_{PE}$, where $j \geq 2$.

**Induction Step:**

Consider a path, $n_1n_2...n_jn_{j+1}$, of length $j$ in $G_{PE}$, annotated with a sequence of accessors $A=a_1a_2...a_{j-1}a_j$, such that

- $\text{NumOfDerefs}(A) \geq 1$, and

- $o'_1 = apply^*(o_1, A)$, where $o_1 \in B_{PE}(n_1)$, and

- $o'_2 = apply^*(o_2, A)$, where $o_2 \in B_{PE}(n_1)$.

The path from $n_1$ to $n_j$ in $G_{PE}$ is of length $(j - 1)$ and is annotated with $a_1a_2...a_{j-1}$.

There is an edge in $G_{PE}$ from $n_j$ to $n_{j+1}$, annotated with accessor $a_j$.

Consider the number of pointer dereferences ($\star$) in $a_1a_2...a_{j-1}$:
• \text{NumOfDerefs}(a_1 a_2 \ldots a_{j-1}) = 0.

In this case, \(a_1, a_2, \ldots, a_{j-1}\) are all member names. Since \(\text{NumOfDerefs}(a_1 a_2 \ldots a_{j-1} a_j) \geq 1\), \(a_j\) must be \(\ast\).

Because \(a_1\) is a member name, both \(o_1\) and \(o_2\) are of structure type; therefore neither \(o_1\) nor \(o_2\) contain \&. We have \(o_1 \in B_1\) and \(o_2 \in B_1\).

Because of the path in \(G_{\text{PE}}\) from \(n_1\) to \(n_j\), by Lemma A.2.1.2, for \(o_1\), there is an object name \(b_1\), such that:

- \(b_1 \in (B_{\text{PE}}(n_j) \cap B_1)\) and
- there is a path in \(G_{FA}\) from \(\text{node}_{FA}(o_1)\) to \(\text{node}_{FA}(b_1)\), annotated with the sequence of accessors \(a_1 a_2 \ldots a_{j-1}\).

Similarly, for \(o_2\), there is an object name \(b_2\), such that:

- \(b_2 \in (B_{\text{PE}}(n_j) \cap B_1)\) and
- there is a path in \(G_{FA}\) from \(\text{node}_{FA}(o_2)\) to \(\text{node}_{FA}(b_2)\), annotated with the sequence of accessors \(a_1 a_2 \ldots a_{j-1}\).

Because the edge in \(G_{\text{PE}}\) from \(n_j\) to \(n_{j+1}\) is annotated with \(\ast\) (i.e., \(a_j\)), by the algorithm that constructs \(G_{FA}\), there is an object name \(b \in B_{\text{PE}}(n_{j+1})\) such that there are two edges, one from \(\text{node}_{FA}(b_1)\) to \(\text{node}_{FA}(b)\) and another from \(\text{node}_{FA}(b_1)\) to \(\text{node}_{FA}(b)\), both of which are annotated with \(\ast\). Let \(x\) be \(\text{node}_{FA}(b)\), i.e., \(b \in B_{FA}(x)\).

So there are a path from \(\text{node}_{FA}(o_1)\) through \(\text{node}_{FA}(b_1)\) to \(x\) and a path from \(\text{node}_{FA}(o_2)\) through \(\text{node}_{FA}(b_2)\) to \(x\) in \(G_{FA}\), both of which are annotated with \(a_1 a_2 \ldots a_{j-1} a_j\). By definition, we have

\[
\text{apply}^\ast(o_1, a_1 a_2 \ldots a_j) \in O_{FA}(x) \text{ and } \text{apply}^\ast(o_2, a_1 a_2 \ldots a_j) \in O_{FA}(x)
\]

Since \(b \in B_{\text{PE}}(n_{j+1})\) and \(b \in B_{FA}(x)\), by Lemma A.2.2.1, \(B_{FA}(x) \subseteq B_{\text{PE}}(n_{j+1})\).

• \(\text{NumOfDerefs}(a_1 a_2 \ldots a_{j-1}) \geq 1\).

By the induction hypothesis, there is a node \(y \in G_{FA}\) such that
- \( B_{FA}(y) \subseteq B_{PE}(n_j) \), and
- \( apply^*(o_1, a_1 a_2 \ldots a_{j-1}) \in O_{FA}(y) \), and
- \( apply^*(o_2, a_1 a_2 \ldots a_{j-1}) \in O_{FA}(y) \).

Let \( o \) be an object name such that \( o \in B_{FA}(y) \).

Since \( B_{FA}(y) \subseteq B_{PE}(n_j) \), \( o \in B_{PE}(n_j) \).

Because of the edge in \( G_{PE} \) from \( n_j \) to \( n_{j+1} \) annotated with accessor \( a_j \), by Lemma A.2.1.1, for \( o \), there is an object name \( o' \in (B_{PE}(n_{j+1}) \cap B_1) \), such that there is an edge in \( G_{FA} \) from node \( FA(o) \) (i.e., \( y \)) to node \( FA(o') \), that is annotated with \( a_j \).

Let \( x \) be node \( FA(o') \). In other words, \( o' \in B_{FA}(x) \).

Because we have

\[
apply^*(o_1, a_1 a_2 \ldots a_{j-1}) \in O_{FA}(y) \quad \text{and} \quad apply^*(o_2, a_1 a_2 \ldots a_{j-1}) \in O_{FA}(y)
\]

and there is an edge from \( y \) to \( x \) annotated with \( a_j \), we have

\[
apply^*(o_1, a_1 a_2 \ldots a_{j}) \in O_{FA}(x) \quad \text{and} \quad apply^*(o_2, a_1 a_2 \ldots a_{j}) \in O_{FA}(x)
\]

Since \( o' \in B_{PE}(n_{j+1}) \) and \( o' \in B_{FA}(x) \), by Lemma A.2.1, \( B_{FA}(x) \subseteq B_{PE}(n_{j+1}) \).

So we have proved that the lemma is true for paths of length \( j \) in \( G_{FA} \).

\( \square \)

**Lemma A.3.0.2** The \( EQ_{G_{FA}} \) relation contains the \( FA \) relation.

\( \square \)

**Proof:**

By definition, FA is the smallest equivalence relation containing \( R_1 \), where \( R_1 \) is defined as follows:

\[
R_1 = \begin{cases} 
(o_1, o'_2) & \text{there is a path from a node } n \text{ to a node } m \text{ in } G_{PE} \text{ such that} \\
& \text{the path is annotated with a sequence of accessors } a_1 a_2 \ldots a_j, \\
& \text{NumOfDerefs}(a_1 a_2 \ldots a_j) \geq 1, o'_1 = apply^*(o_1, a_1 a_2 \ldots a_j) \text{ and} \\
& o'_2 = apply^*(o_2, a_1 a_2 \ldots a_j), \text{ where } o_1 \in B_{PE}(n) \text{ and } o_2 \in B_{PE}(n)
\end{cases}
\]
By Lemma A.3.0.1, the $EQ_{G_{FA}}$ relation contains $R_1$. Since $EQ_{G_{FA}}$ is an equivalence relation, the $EQ_{G_{FA}}$ relation contains the FA relation.

\[\square\]

We show that the FA relation contains the $EQ_{G_{FA}}$ relation.

**Lemma A.3.0.1** Given $G_{FA,i}$, where $0 \leq i \leq k$, the following are true:

1. Let $x$ be any node in $G_{FA,i}$. For any two object names in $B_{FA,i}(x)$, $o_1$ and $o_2$, $(o_1,o_2) \in FA$.

2. Let $x$ and $y$ be two nodes in $G_{FA,i}$ such that there is an edge from $x$ to $y$ in the graph and the edge is annotated with an accessor $a$. There exist $o_1 \in B_{FA,i}(x)$ and $o_2 \in B_{FA,i}(y)$ such that $(\text{apply}(o_1,a),o_2) \in FA$.

\[\square\]

**Proof:** By induction on the number of operations to construct $G_{FA}$.

**Induction Basis:**

Initially, $G_{FA,0}$ has one node for each object name in $B_1$ and has no edges. So the lemma holds for $G_{FA,0}$.

**Induction Hypothesis:**

The lemma holds for $G_{FA,i}$, where $i \geq 0$.

**Induction Step:**

Consider a case analysis of the $(i+1)^{th}$ operation that is applied to $G_{FA,i}$:

- An edge annotated with a member name *member*, is added.

Assume the edge is added from node $x$ to node $y$ in $G_{FA,i}$. The resulting graph is $G_{FA,i+1}$.

There is no change to object names associated with nodes in $G_{FA,i}$; so for any node $x$ in $G_{FA,i+1}$, $B_{FA,i+1}(x) = B_{FA,i}(x)$.

By the induction hypothesis, (1) holds for any node in $G_{FA,i+1}$ and (2) holds for all edges in $G_{FA,i+1}$ except the one added. We just have to prove that (2) holds for the edge added.
By the algorithm that constructs $G_{FA}$, this edge is added because the following are true:

- There is an edge in $G_{PE}$ from a node $n$ to a node $m$, annotated with \textit{member}.

- There is an object name $o_1 \in B_{vE}(n)$ such that
  1. $o_1 \in B_{FA,i}(x)$
  2. $o_2 = apply(o_1,\text{member}) \in B_{vA}(y)$

Since the FA relation is reflexive, $(apply(o_1,\text{member}), o_2) \in FA$.

So (2) holds for the edge added.

The lemma holds for $G_{FA,i+1}$ in this case.

An edge annotated with $\ast$, is added.

Assume the edge is added from node $x$ to node $y$ in $G_{FA,i}$. The resulting graph is $G_{FA,i+1}$.

For any node $x$ in $G_{FA,i+1}$, $B_{FA,i+1}(x) = B_{FA,i}(x)$.

By the induction hypothesis, (1) holds for any node in $G_{FA,i+1}$ and (2) holds for all edges in $G_{FA,i+1}$ except the one added. We just have to prove that (2) holds for the edge added.

By the algorithm that constructs $G_{FA}$, this edge is added because the following are true:

- There is an edge in $G_{PE}$ from a node $n$ to a node $m$, annotated with $\ast$.

- There are two object names, $o_1 \in B_{vE}(n)$ and $o_2 \in B_{vE}(m)$, such that
  1. $o_1 \in B_{FA,i}(x)$
  2. $o_2 \in B_{FA,i}(y)$
  3. $o_2 = apply(o,\ast)$, where $o \in B_{vE}(n)$

By definition of FA relation, $(apply(o_1,\ast), o_2) \in FA$.

So (2) holds for the edge added.

The lemma holds for $G_{FA,i+1}$ in this case.
Two nodes are unioned.

Assume two nodes in $G_{FA_i}$, $x$ and $y$, are unioned. The resulting graph is $G_{FA_{i+1}}$.

The effect of this union is as follows.

- A new node $z$ in $G_{FA_{i+1}}$ supersedes $x$ and $y$.
- $B_{FA_{i+1}}(z) = B_{FA_i}(x) \cup B_{FA_i}(y)$
- All incoming edges to $x$ or $y$ in $G_{FA_i}$ will be to $z$ in $G_{FA_{i+1}}$.
- All outgoing edges from $x$ or $y$ in $G_{FA_i}$ be from $z$ in $G_{FA_{i+1}}$.

By the induction hypothesis, (1) holds for any node in $G_{FA_{i+1}}$ except $z$ and (2) holds for any edge in $G_{FA_{i+1}}$. By the induction hypothesis, (1) holds for node $x$ and node $y$ in $G_{FA_i}$. So if we can prove that there exist $o_1 \in B_{FA_i}(x)$ and $o_2 \in B_{FA_i}(y)$ such that $(o_1,o_2) \in FA$, then (1) holds for node $z$. Below we show that is the case.

Nodes are unioned in two cases, either in the call to MERGE() routine in calculate-FA-relation(), i.e., the top-level call, or in a recursive call to MERGE() routine.

Consider the following case analysis:

- $x$ and $y$ are unioned in the top-level call to MERGE().

In this case, $x$ and $y$ are unioned because the following are true:

* There is an edge in $G_{PE}$ from a node $n$ to a node $m$, annotated with *.
* There are two object names in $B_{PE}(n)$, $b_1$ and $b_2$, such that

  - $o_1 = apply(b_1,\text{DerefOp}) \in B_{PE}(m)$
  - $o_2 = apply(b_2,* \in B_{PE}(m)$
  - $o_1 \in B_{FA_i}(x)$
  - $o_2 \in B_{FA_i}(y)$

By definition of FA relation, $(o_1,o_2) \in FA$.

- $x$ and $y$ are unioned in a recursive call to MERGE().
In this case, $x$ and $y$ are unioned because there is a node $w$ in $G_{FA_i}$, such that there are two edges, one from $w$ to $x$ and another from $w$ to $y$ in $G_{FA_i}$, both of which are annotated with an accessor $a$.

Due to the edge from $w$ to $x$ in $G_{FA_i}$, by the induction hypothesis, there is $o \in B_{FA_i}(w)$ and $o_1 \in B_{FA_i}(x)$ such that $(apply(o, a), o_1) \in FA$.

Similarly, due to the edge from $w$ to $y$ in $G_{FA_i}$, by the induction hypothesis, there is $o' \in B_{FA_i}(w)$ and $o_2 \in B_{FA_i}(y)$ such that $(apply(o', a), o_2) \in FA$.

By the induction hypothesis, $(o, o') \in FA$. Because $FA$ is a weakly right-regular relation, $(apply(o, a), apply(o', a)) \in FA$. Because $FA$ is an equivalence relation, $(o_1, o_2) \in FA$.

So (1) holds for $x$.

The lemma holds for $G_{FA_{i+1}}$ in this case.

- A redundant edge is deleted.

Because the edge is redundant, both (1) and (2) hold for $G_{FA_{i+1}}$.

So no matter what the $(i + 1)^{th}$ operation is, the lemma holds for $G_{FA_{i+1}}$.

$\square$

**Lemma A.3.0.2** Given $G_{FA_i}$, where $0 \leq i \leq k$, let $x$ be any node in the graph.

For any $o_1 \in O_{FA_i}(x)$, there is $o_2 \in B_{FA_i}(x)$ such that $(o_1, o_2) \in FA$.

$\square$

**Proof:** By Lemma A.3.0.1 and induction on the length of the path in $G_{FA_i}$ for $o_1$.

$\square$

**Lemma A.3.0.3** Given $G_{FA_i}$, where $0 \leq i \leq k$, let $x$ be any node in the graph.

For any two object names in $O_{FA_i}(x)$, $o_1$ and $o_2$, $(o_1, o_2) \in FA$.

$\square$

**Proof:** By Lemma A.3.0.1 and Lemma A.3.0.2.
Since $G_{FA}$ is same as $G_{FA_k}$, by this lemma, the FA relation contains the $EQ_{G_{FA}}$ relation.
Appendix B

The FA Relation as Compile-time Alias Information

In this appendix, we proof that the FA relation defined in Section 5.4.1 is safe as compile-time aliasing information.

We first present an operational semantics for programs in our intermediate representation given in Figure 5.1. By using the semantics, we can describe run-time alias relations at program points. We then prove that the FA relation for a program safely estimates the run-time aliases at any program point along any execution path of the program.

This appendix has four sections. In Section B.1, we present the syntax of our intermediate language. In Section B.2, we give the operational semantics. In Section B.3, we define run-time aliases. Finally, in Section B.4, we show that the FA relation is safe to be used as compile-time aliasing relation.

B.1 Syntax

The syntax of our intermediate representation is given in Figure 5.1 (Chapter 5). Each procedure has a unique entry statement and a unique exit statement; each procedure call in the source has a call statement and a corresponding return statement in our representation. Any \textit{return}(\textit{exp}) in a C procedure is transformed into an assignment for a special variable representing the returned value of the procedure and a goto to the exit statement for the procedure. An important feature of the representation is that each intermediate value in arithmetic or relational expressions is explicitly named in the intermediate language.
B.2 Semantics

B.2.1 Tagged Location Names

We will define an operational semantics that explicitly represents pointer values by location names. Because of recursion and dynamic allocation, simple location names do not uniquely identify locations. We will use tagged location names to distinguish locations allocated in different invocations of the same procedure or locations dynamically allocated at the same statement. There are basically two kinds of tags. One is a call string consisting of a sequence of calls and returns, which uniquely identifies formal parameters and local variables allocated for an invocation of a procedure. Another is simply an integer value, which is used to distinguish locations dynamically allocated at the same statements. The syntax for tags and tagged location names is given in Figure B.1.

We assume global variables are considered locals of the special procedure _init(); thus their tag is the empty call string ε. Given a call string and a variable name visible in the procedure current being called, the function Tag() returns the tag for the variable, which is either the call string (if the variable is a formal parameter or a local variable) or the empty call string ε (if the variable is a global).
B.2.2 A Transition System Semantics

\[
\begin{align*}
\text{LValues} & ::= \text{TaggedLoc} \quad \text{(locations of primitive types)} \\
\text{Values} & ::= \text{integer} \\
& \quad | \text{float} \\
& \quad | \text{nil} \quad \text{(NULL pointer value)} \\
& \quad | \text{TaggedLoc} \quad \text{(pointer values)} \\
\text{Environment:} & \quad \text{TaggedLoc} \rightarrow \text{TaggedLoc}_\bot \\
\text{Store:} & \quad \text{Lvalues} \rightarrow \text{Values}_\bot \\
\text{State:} & \quad \text{CallString} \times \text{HeapCount} \times \text{Environment} \times \text{Store}
\end{align*}
\]

Figure B.2: Abstract Machine

We define the semantics of programs via an abstract machine that explicitly represents pointer values by tagged location names. The state of the machine consists of a call string, a heap counter, an environment and a store. The call string and the heap counter are mainly used for tagging object names. The environment maps a tagged location name to itself if the location has been allocated and to \( \bot \) if the location is out of scope or freed. The store maps a tagged location of primitive type to its value, which can be either a constant (i.e., a numeric value) or a tagged location name (i.e., a pointer value). The definition of the machine state is given in Figure B.2.

Before we present the transition rules, we give a few auxiliary functions in Figure B.3, which will be used in the transition rules. Given a variable name or a heap name, \( \text{locations}() \) returns a set of locations that can be derived from the name and \( \text{members}() \) returns a set of member sequences that can be applied to the name to derive locations of primitive type. Let \( v \) be either a variable name or a heap name. Intuitively, \( \text{locations}(v) \) is the set of locations that can be referenced through \( v \) after \( v \) is allocated and \( \text{members}(v) \) is the set of sequences of member accessors, which can be applied to \( v \) to obtain locations of primitive type, which are locations that can be assigned values. By definition of \( B_1 \), \( \text{locations}(v) \subseteq B_1 \).

In Figure B.4, we show two functions for evaluating object names and expressions.
locations(o) = \begin{cases} \{ o \} & \text{o is of a primitive type} \\ \{ o \} \cup \bigcup_{i=1}^{k} locations(o.f_i) & \text{o is of a structure type with members } f_1, \ldots, f_k \end{cases}

members(o) = \begin{cases} \{ e \} & \text{o is either a variable or a heap name and is of a primitive type} \\ \{ F \} & \text{o is of a primitive type and } o = apply^*(loc,F), \text{ where } loc \text{ is either a variable or heap name and } F \text{ is a sequence of members} \\ \bigcup_{i=1}^{k} members(o.f_i) & \text{o is of a structure type with members } f_1, \ldots, f_k \end{cases}

Examples:

```plaintext
struct \{ int a; struct \{ int b; float c; \} s; float d; \} v;
locations(v) = \{ v, v.a, v.s, v.s.b, v.s.c, v.d \}
members(v) = \{ a, s.b, s.c, d \}
```

Figure B.3: Auxiliary Functions

Function \( \mathcal{L} \mathcal{E} \) evaluates an object name to its l-value and function \( \mathcal{E} \) evaluates an expression to its r-value.

For an object name \( o \), \( \text{VAR}(o) \) is the variable or heap name from which \( o \) is derived. An object name \( o \) can get its tag from \( \text{VAR}(o) \) and the current call string \( c \) by using the function \( \text{Tag}(c, \text{VAR}(o)) \). Function \( \mathcal{L} \mathcal{E} \), evaluates a tagged object name to its l-value.

Function \( \text{next}(l) \) returns the label of the statement immediate following the statement labeled with \( l \).

The semantics of statements are defined through transition rules, where a configuration

\[ l: (e,h,e,s) \]

consists of a label and a state, where the label represents a program point. We will use the notation \( e[<\text{tag}, loc> \rightarrow <\text{tag}, loc>] \) to denote an environment that is same as \( e \) except that it maps \( <\text{tag}, loc> \) to \( <\text{tag}, loc> \), and use the notation \( s[<\text{tag}, loc> \rightarrow val] \) to denote a store that is same as \( s \) except that it maps \( <\text{tag}, loc> \) to
\[
\mathcal{L}E \ll o \gg (c,h,e,s) = \mathcal{L}E_1[<\text{Tag}(c,\text{VAR}(o)), o> \gg (e,s)
\]

\[
\mathcal{L}E_1[<\text{tag}, \text{var}>] (e,s) = e(<\text{tag}, \text{var}>)
\]
\[
\mathcal{L}E_1[<\text{tag}, \text{heapid}>] (e,s) = e(<\text{tag}, \text{heapid}>)
\]
\[
\mathcal{L}E_1[<\text{tag}, \text{so}>] (e,s) = e(s(\mathcal{L}E_1[<\text{tag}, o> \gg (e,s)]))
\]
\[
\mathcal{L}E_1[<\text{tag}, \text{o-f}>] (e,s) = e(<\text{tag}_1, \text{loc}_1.f>)
\]
\[
\text{where } <\text{tag}_1, \text{loc}_1> = \mathcal{L}E_1[<\text{tag}, o> \gg (e,s)]
\]

\[
\mathcal{E}[k] (c,h,e,s) = k
\]
\[
\mathcal{E}[o] (c,h,e,s) = s(\mathcal{L}E \ll o \gg (c,h,e,s))
\]
\[
\mathcal{E}[e_1 \text{ op } e_2] (c,h,e,s) = \mathcal{E}[e_1] (c,h,e,s) \text{ op } \mathcal{E}[e_2] (c,h,e,s)
\]
\[
\mathcal{E}[\&o] (c,h,e,s) = \mathcal{L}E \ll o \gg (c,h,e,s)
\]

Figure B.4: Evaluation Functions

\[val.\] The transition rules for statements are given in Figure B.5 and B.6. The initial configuration is \(l_0(\epsilon,0,e_0,s_0)\), where \(l_0\) is the label for entry of the procedure \_init\(_()\), \(e_0\) maps any tagged location name to \(\bot\) and \(s_0\) maps any tagged location name to \(\bot\).

An execution path can be described by a sequence of configurations:

\[l_0:t_0 \rightarrow l_1:t_1 \rightarrow \ldots \rightarrow l_n:t_n\]

where \(t_0 = (\epsilon,0,e_0,s_0)\). The intuition of the transition rules for various kinds of statements is given below:

- **l**: entry of P

  At entry of a procedure, a number of locations are allocated for local variables of the procedure.

- **l**: exit of P

  At exit of a procedure, a number of locations are deallocated.

- **l**: call P\(\text{P}(a_1,\ldots,a_m)\)

  At a call statement, a number of locations are allocated for formal parameters of the procedure being called and the call string is adjusted with the label of this call statement. Formal-actual parameter bindings are handled as assignments.
Because it is possible that formal and actual parameters are of structure types, values of structure members may be evaluated and assigned.

- \( l: \) return from \( P \)
  
  At a return statement, a number of locations are deallocated and the call string is adjusted with the label of this return statement.

- \( l: \) \( o = \text{exp} \)
  
  At a non-pointer assignment statement, the object name on the left hand side is evaluated to a location and the expression on the right hand side is evaluated to a value. The value at the location is updated.

- \( l: \) \( o = \text{NULL} \)
  
  At a pointer assignment with NULL as right hand side, the object name on the left hand side is evaluated to a location and the value of the location is updated to be \( \text{nil} \).

- \( l: \) \( o = \&o_1 \)
  
  At a pointer assignment with \& in its right hand side, the object name on the left hand side is evaluated to a location and the right hand side is evaluated to the location name whose address is being taken. The value of the former is updated to be the latter, i.e., the latter is pointed to by the former.

- \( l: \) \( o = o_1 \)
  
  At a pointer assignment with object names as both sides, the object name on the left hand side is evaluated to a location and the right hand side is evaluated to a pointer value, which is a location name. The value of the former is updated to be the latter.

- \( l: \) \( s = s_1 \)
  
  At a structure assignment, the value of each member of primitive type for the right hand side is assigned to the corresponding member for the left hand side.
• \( l: \text{HeapAlloc}(o) \)
  
  At a dynamic allocation statement, a number of locations are allocated. The object name is evaluated to a location and the heap location name is stored at the location.

• \( l: \text{HeapDealloc}(o) \)
  
  At a dynamic deallocation statement, a number of locations are deallocated.

• \( l: \text{if } (o) \text{ (goto } l_{\text{true}} \text{) (goto } l_{\text{false}} \text{)} \)
  
  At a conditional statement, the object name is evaluated to its value. Depending on the value, one of the two branches is taken.

• \( l: \text{goto } l' \)
  
  At a goto statement, the target branch is taken.

### B.3 Run-time Aliases and Store Structures

For a configuration on an execution path, an alias relation can be defined.

**Definition B.3.1** Given a configuration \( l:(c,h,e,s) \), two tagged object names,

\[
\langle \text{tag}_1, \text{obj}_1 \rangle \text{ and } \langle \text{tag}_2, \text{obj}_2 \rangle
\]

are aliased with respect to the configuration if and only if the following are true:

- \( \mathcal{L}_1[\langle \text{tag}_1, \text{obj}_1 \rangle ] (e,s) \neq \bot \)
- \( \mathcal{L}_1[\langle \text{tag}_2, \text{obj}_2 \rangle ] (e,s) \neq \bot \)
- \( \mathcal{L}_1[\langle \text{tag}_1, \text{obj}_1 \rangle ] (e,s) = \mathcal{L}_1[\langle \text{tag}_2, \text{obj}_2 \rangle ] (e,s) \)

\( \square \)

The alias relation with respect to a configuration is an equivalence relation on a set of tagged object names. Therefore it implies a set of equivalence classes, each of which contains exactly one tagged location name. The alias relation can also be represented as a directed multi-graph.
\[ l: \text{entry of } P \quad l' = \text{next}(l) \]
\[ \{ v_1, \ldots, v_{k_P} \} = \text{localVariables}(P) \quad \{ \text{loc}_{c_1}, \ldots, \text{loc}_{c_n} \} = \bigcup_{i=1}^{k_P} \text{locations}(v_i) \]
\[ \vdash (e, h, e) \rightarrow l': (e, h, e[<c, \ \text{loc}_{c_1} > \rightarrow <c, \ \text{loc}_{c_1}>] \ldots [<c, \ \text{loc}_{c_n} > \rightarrow <c, \ \text{loc}_{c_n}>], s) \]

\[ l: \text{exit of } P \quad e' \text{'loc}_e = e \quad l' = \text{next}(\text{'loc}_e) \]
\[ \{ v_1, \ldots, v_{k_P} \} = \text{localVariables}(P) \quad \{ \text{loc}_{c_1}, \ldots, \text{loc}_{c_n} \} = \bigcup_{i=1}^{k_P} \text{locations}(v_i) \]
\[ l: (e, h, e) \rightarrow l': (e, h, e[<c, \ \text{loc}_{c_1} > \rightarrow \bot] \ldots [<c, \ \text{loc}_{c_n} > \rightarrow \bot], s) \]

\[ l: \text{call } P(a_1, \ldots, a_m) \quad l' = \text{entry}(P) \]
\[ \{ f_1, \ldots, f_m \} = \text{formalParameters}(P) \quad \{ \text{loc}_1, \ldots, \text{loc}_{k_i} \} = \bigcup_{i=1}^{m} \text{locations}(f_i) \]
\[ \{ F_{i_1}, \ldots, F_{i_k} \} = \text{members}(f_i) \quad \text{val}_{i,j} = \text{E}[^{+}(a_i, F_{i_j})] (c, h, e) \quad 1 \leq i \leq m \quad 1 \leq j \leq k_i \]
\[ e = e[l] \quad s = s[<e', \ \text{apply}^*(f_1, F_{1,1}) > \rightarrow \text{val}_{1,1}] \ldots [<e', \ \text{apply}^*(f_m, F_{m,k_m}) > \rightarrow \text{val}_{m,k_m}] \]
\[ l: (e, h, e) \rightarrow l': (e, h, e[<c, \ \text{loc}_{c_1} > \rightarrow <c, \ \text{loc}_{c_1}>] \ldots [<c, \ \text{loc}_{c_n} > \rightarrow <c, \ \text{loc}_{c_n}>], s) \]

\[ l: \text{return from } P \quad l' = \text{next}(l) \quad e' = e[l] \]
\[ \{ f_1, \ldots, f_m \} = \text{formalParameters}(P) \quad \{ \text{loc}_1, \ldots, \text{loc}_{k_i} \} = \bigcup_{i=1}^{m} \text{locations}(f_i) \]
\[ l: (e, h, e) \rightarrow l': (e, h, e[<c, \ \text{loc}_{c_1} > \rightarrow \bot] \ldots [<c, \ \text{loc}_{c_n} > \rightarrow \bot], s) \]

\[ l: o = \text{exp} \quad l' = \text{next}(l) \quad <	ext{tag}, \ \text{loc} > = \text{LE}[o] (c, h, e) \quad \text{val} = \text{E}[\text{exp}] (c, h, e) \]
\[ l: (e, h, e) \rightarrow l': (e, h, e[<\text{tag}, \ \text{loc} > \rightarrow \text{val}]) \]

\[ l: o = \text{NULL} \quad l' = \text{next}(l) \quad <	ext{tag}, \ \text{loc} > = \text{LE}[\text{NULL}] (c, h, e) \]
\[ l: (e, h, e) \rightarrow l': (e, h, e[<\text{tag}, \ \text{loc} > \rightarrow \text{null}]) \]

Figure B.5: Transition Rules (Part 1)
\[
\begin{align*}
l: & \quad o = o_1 \quad l' = \text{next}(l) \\
\tag{tag, loc} & = \mathcal{E}[o](c,h,e,s) \quad \tag{tag_1, loc_1} = \mathcal{E}[o_1](c,h,e,s) \\
l: & \quad (c,h,e,s) \mapsto l': (c, h, e, s[\tag, loc] \to \tag_1, loc_1]) \\
\tag{tag, loc} & = \mathcal{E}[o](c,h,e,s) \quad \tag{tag_1, loc_1} = \mathcal{E}[o_1](c,h,e,s) \\
l: & \quad (c,h,e,s) \mapsto l': (c, h, e, s[\tag, loc] \to \tag_1, loc_1]) \\
l: & \quad s = s_1 \quad l' = \text{next}(l) \\
\tag{tag, loc} & = \mathcal{E}[s](c,h,e,s) \quad \tag{tag_1, loc_1} = \mathcal{E}[s_1](c,h,e,s) \\
\{ F_1, \ldots, F_{n_1} \} & = \text{members}(loc) \quad \text{val}_i = \mathcal{E}[\text{apply}^* (s_i, F_i)](c,h,e,s) \quad 1 \leq i \leq n_1 \\
s' = & \quad s[\tag, apply^*(loc,F_1) \to \text{val}_1] \ldots [\tag, apply^*(loc,F_{n_1}) \to \text{val}_{n_1}] \\
l: & \quad (c,h,e,s) \mapsto l': (c, h, e, s') \\
l: & \quad \text{HeapAlloc}(o) \quad l' = \text{next}(l) \\
\tag{tag, loc} & = \mathcal{E}[o](c,h,e,s) \quad \{ loc_1, \ldots, loc_{n_1} \} = \text{locations}(heap_1) \\
\text{e} & = \text{e}[\tag, loc_1] \to (c, h, loc_1] \ldots [\tag, loc_{n_1}] \to (c, h, loc_{n_1}] \\
l: & \quad (c,h,e,s) \mapsto l': (c, h + 1, \text{e}, s[\tag, loc] \to (c, h, heap_1]) \\
l: & \quad \text{HeapDealloc}(o) \quad l' = \text{next}(l) \\
\tag{tag, heap_1} & = \mathcal{E}[o](c,h,e,s) \quad \{ loc_1, \ldots, loc_{n_1} \} = \text{locations}(heap_{n_1}) \\
l: & \quad (c,h,e,s) \mapsto l': (c, h, \text{e}[\tag, loc_1] \to \bot] \ldots [\tag, loc_{n_1}] \to \bot], s) \\
l: & \quad \text{if} (o)(\text{goto } l_{true}) (\text{goto } l_{false}) \quad \text{val} = \mathcal{E}[o](c,h,e,s) \quad \text{val} \neq 0 \\
l: & \quad (c,h,e,s) \mapsto l_{true}: (c,h,e,s) \\
l: & \quad \text{if} (o)(\text{goto } l_{true}) (\text{goto } l_{false}) \quad \text{val} = \mathcal{E}[o](c,h,e,s) \quad \text{val} == 0 \\
l: & \quad (c,h,e,s) \mapsto l_{false}: (c,h,e,s) \\
l: & \quad \text{goto } l' \\
l: & \quad (c,h,e,s) \mapsto l: (c,h,e,s)
\end{align*}
\]

Figure B.6: Transition Rules (Part 2)
Definition B.3.2 Given a configuration \( l : (c, h, e, s) \), a directed graph can be constructed as follows:

- There is a node in the graph for each \(<\text{tag}, \text{loc}>\) such that \( e(\text{tag}, \text{loc}) \neq \bot\).
- There is an edge in the graph annotated with \( * \) from the node for \(<\text{tag}, \text{loc}>\) to the node for \(<\text{tag}_1, \text{loc}_1>\) if \( s(\text{tag}, \text{loc}) = <\text{tag}_1, \text{loc}_1>\).
- There is an edge in the graph annotated with \( \text{member} \) from the node for \(<\text{tag}, \text{loc}>\) to the node for \(<\text{tag}, \text{loc}\text{.member}>\).

We call this graph the store structure graph.

Let \( \text{VAR}(o) \), where \( o \in B_0 \), be the variable name or heap name from which the object name \( o \) is derived. Note that this name is always a location name. The next two lemmas show that the store structure graph corresponding to a configuration captures the alias relation defined for the configuration.

Lemma B.3.1 Let \( l : (c, h, e, s) \) be a configuration and \( SG \) be the corresponding store structure graph. \( LE_1[<\text{tag}, \text{obj}>] (e,s) = <\text{tag}_1, \text{loc}_1> \) if and only if there is a path in \( SG \) from the node for \(<\text{tag}, \text{VAR}(\text{obj})>\) to the node for \(<\text{tag}_1, \text{loc}_1>\) such that the path is annotated with a sequence of accessors \( A \) and \( \text{obj} = \text{apply}^* (\text{VAR}(\text{obj}), A) \).

This lemma can be proved by induction on the path length in \( SG \) and induction on the number of accessors applied to derive \( \text{obj} \).

Let \( l : (c, h, e, s) \) be a configuration and \( SG \) be the corresponding store structure graph.

By Lemma B.3.1, if \( LE_1[<\text{tag}, \text{obj}>] (e,s) = <\text{tag}_1, \text{loc}_1> \), there is a path in \( SG \) for \(<\text{tag}, \text{obj}>\) from the node for \(<\text{tag}, \text{VAR}(\text{obj})>\) to the node for \(<\text{tag}_1, \text{loc}_1>\).

Lemma B.3.2 Let \( l : (c, h, e, s) \) be a configuration and \( SG \) be the corresponding store structure graph. Two tagged object names,

\(<\text{tag}_1, \text{obj}_1>\) and \(<\text{tag}_2, \text{obj}_2>\)
are aliased with respect to the configuration if and only if the path in SG for \(<tag_1\), \(obj_1\)> and the path in SG for \(<tag_2\), \(obj_2\)> end up at the same node.

This lemma is a direct result of Lemma B.3.1.

Given an execution path \(l_0:t_0 \rightarrow l_1:t_1 \rightarrow \ldots \rightarrow l_n:t_n\), we can derive a sequence of store structure graphs, each of which corresponds to one configuration. Each transition step performs a sequence of operations on store structure graphs. The following are the basic operations on a store structure graph:

- add a new node and if necessary, add edges annotated with member names to or from the node

This operation corresponds to a change to the environment such as

\[ e[<tag, loc> \rightarrow <tag, loc>] \]

in the transition rules.

The effect of this operation is as follows:

- A new node added. Suppose the node is for the tagged location name \(<tag, loc>\).

- If \(loc = apply(loc_1, member)\), where \(member\) is an member accessor, and there is a node for \(<tag, loc_1>\), an edge annotated with \(member\) is added from the node for \(<tag, loc_1>\) to the new node.

- If there is a node for \(<tag, apply(loc, member)>\) in the graph, where \(member\) is a member accessor, an edge annotated with \(member\) is added from the new node to that node.

- delete a node and delete all edges to or from that node

This operation corresponds to a change to the environment such as

\[ e[<tag, loc> \rightarrow \bot] \]
in the transition rules.

- add an edge annotated with *

  This operation corresponds to a change to the store such as

  \[ s[<tag, loc> \rightarrow <tag_1, loc_1>] \]

  in the transition rules. The effect of this operation on the store structure graph
  is that an edge annotated with * is added (e.g., from the node for \(<tag, loc>\)
  to the node for \(<tag_1, loc_1>\).

- remove an edge annotated with *

  This operation corresponds to a change to the store such as

  \[ s[<tag, loc> \rightarrow \bot] \]

  in the transition rules. The effect of this operation on the store structure graph
  is that an edge (e.g. from the node for \(<tag, loc>\)) annotated with * is deleted.

### B.4 The FA Relation is Safe as Alias Information

Here are some of the notations used in this section:

- \(\text{VAR}(o)\), where \(o \in B_0\), is the variable name or heap name from which the object
  name \(o\) is derived. \(\text{VAR}(o)\) is always a location name.

- \(\text{node}_{\text{PE}}(o)\), where \(o \in B_0\), is the node \(n\) in \(G_{\text{PE}}\) such that \(o \in B_{\text{PE}}(n)\). That is, \(n\)
  represents the equivalence class of the PE relation containing \(o\).

- \(\text{node}_{\text{FA}}(o)\), where \(o \in B_1\), is the node \(x\) in \(G_{\text{FA}}\) such that \(o \in B_{\text{FA}}(x)\).

- \(\text{node}_{SG}(<tag, loc>)\), where \(SG\) is a store structure graph, is the node in \(SG\) for
  \(<tag, loc>\).

**Definition B.4.0.1** Let \(G_1 = (N_1, E_1)\) and \(G_2 = (N_2, E_2)\) be two directed graphs, in
which edges are annotated with * or member names. We say \(G_1\) is embedded in \(G_2\).
under a mapping $M: N_1 \rightarrow N_2$ if for any edge $e_1 \in E_1$: $n \rightarrow m$, there is an edge $e_2 \in E_2$: $M(n) \rightarrow M(m)$, which has the same edge annotation as $e_1$.

We will use $G_1 \sqsubseteq_M G_2$ to mean that $G_1$ is embedded in $G_2$ under mapping $M$.

The mapping $M$ in the definition can be either one-to-one or many-to-one.

For instance, given $G_{FA}$ and $G_{PE}$ for a program, we have $G_{FA} \sqsubseteq_M G_{PE}$, where

$$M_0(\text{node}_{FA}(o)) = \text{node}_{PE}(o), \text{ for any object name } o \in B_1.$$ 

This can be easily verified by use of Lemma A.2.2.1.

In the following lemma, we show that given a program, at any program point on an execution path of the program, the store structure graph $SG$ is embedded in the graph $G_{FA}$ under a mapping. Since $G_{FA}$ represents the FA relation (Appendix A) and $SG$ captures the alias relation at the program point (Lemma B.3.2), we effectively prove that the FA relation of the program is a safe estimate of run-time aliases.

**Lemma B.4.0.1** Given a program, let $G_{FA}$ represent the FA relation for the program. Given an execution path of the program, $l_0 : t_0 \rightarrow l_1 : t_1 \rightarrow \ldots \rightarrow l_n : t_n$, let $SG_i$, $0 \leq i \leq n$, be the store structure graph corresponding to the configuration $l_i : t_i$.

For any $0 \leq i \leq n$, $SG_i \sqsubseteq_M G_{FA}$, where $M_1(\text{node}_{SG_i}(\text{tag, loc})) = \text{node}_{FA}(\text{loc})$.

**Proof:**

We will prove by induction on $i$ that $SG_i \sqsubseteq_M G_{FA}$.

**Induction Basis:** $i = 0$

The initial store structure graph does not have any node. The lemma holds.

**Induction Hypothesis:**

$SG_i \sqsubseteq_M G_{FA}$, where $i \geq 0$.

**Induction Step:**

Let $SG_i$ be the store structure graph corresponding to the configuration $l_i : t_i$. Let the state $t_i$ be $(e, h, e, s)$. We will prove that $SG_{i+1} \sqsubseteq_M G_{FA}$. 

Because of the induction hypothesis, we have the following two results, which will be useful in the induction proof. We will refer them as (1) and (2).

(1) If \( o \in B_1 \) and \(<tag, loc> = \mathcal{L}\in \[ o \in (c,h,e,s), \) then there is a node \( z \) in \( G_{FA} \) such that both \( loc \) and \( o \) are in \( B_{FA}(z) \).

**Proof:** Since we have

\[ <tag, loc> = \mathcal{L}\in \[ o \in (c,h,e,s) \text{(i.e., } \mathcal{L}\in \[ <Tag(c,VAR(o)), o \in (c,h,e,s)) \]

by Lemma B.3.1, there is a path from \( \text{node}_{SG_i}(\text{<Tag(c,VAR(o)), VAR(o)>}) \) to
\( \text{node}_{SG_i}(\text{<tag, loc>}) \) in \( SG_i \) such that the path is annotated with a sequence of accessors \( A \) and \( o = \text{apply}^*(\text{VAR}(o), A) \). By the induction hypothesis that \( SG_i \sqsubseteq M_i \) \( G_{FA} \), there is a path in \( G_{FA} \) from \( \text{node}_{FA}(\text{VAR}(o)) \) to \( \text{node}_{FA}(\text{loc}) \) and the path is annotated with \( A \). Because of this path and the fact that \( o \in B_1 \), by Lemma A.2.3.3, \( o \in \text{node}_{FA}(\text{loc}) \). Let \( z \) be \( \text{node}_{FA}(\text{loc}) \); both \( loc \) and \( o \) are in \( B_{FA}(z) \).

(2) If \( o_1 \in B_1 \) and \(<tag_1, loc_1> = \mathcal{E}\in \[ o_1 \in (c,h,e,s), \) then there are two nodes, \( y \) and \( z \), in \( G_{FA} \) such that \( loc_1 \in B_{FA}(y), o_1 \in B_{FA}(z) \) and there is an edge from \( z \) to \( y \) annotated with \( * \).

**Proof:** By definition, \( \mathcal{E}\in \[ o_1 \in (c,h,e,s) = s(\mathcal{L}\in \[ o_1 \in (c,h,e,s)) \).

Let \( <tag, loc> = \mathcal{L}\in \[ o_1 \in (c,h,e,s) \). By (1), there is a node \( z \) in \( G_{FA} \) such that both \( loc \) and \( o_1 \) are in \( B_{FA}(z) \). Let \( y \) be the node in \( G_{FA} \) such that \( loc_1 \in B_{FA}(y) \).

Since \( <tag_1, loc_1> = s(<tag, loc>), \) by definition of store structure graphs, there is an edge in \( SG_i \) from \( \text{node}_{SG_i}(\text{<tag, loc>}) \) to \( \text{node}_{SG_i}(\text{<tag_1, loc_1>}) \) and the edge is annotated with \( * \). By the induction hypothesis that \( SG_i \sqsubseteq M_i \) \( G_{FA} \), there is an edge in \( G_{FA} \) from \( \text{node}_{FA}(\text{loc}) \) (i.e., node \( z \)) to \( \text{node}_{FA}(\text{loc_1}) \) (i.e., node \( y \)), which is annotated with \( * \).

We now show that \( SG_{(i+1)} \sqsubseteq M_i \) \( G_{FA} \) by a case analysis of the statement labeled by \( I_i \):
• \(l_i\): entry of \(P\)

The effect of this statement on \(SG_i\) is that a number of nodes are added and edges annotated with member names between the new nodes may be added.

Each node added corresponds to a tagged location name \(<c, loc_j>\), where \(loc_j \in locations(v)\) and \(v\) is a local variable of \(P\). Since \(locations(v) \subseteq B_1\), there is a node \(x\) in \(G_{FA}\) such that \(loc_j \in B_{VA}(x)\).

An edge annotated with a member name \textit{member} may be added from the node for \(<tag, loc>\) to the node for \(<tag, loc.member>\) if the two nodes are just added.

Since both \(loc\) and \(loc.member\) are in \(B_1\), there are nodes, \(n\) and \(m\), in \(G_{PE}\) such that \(loc \in B_{PE}(n)\) and \(loc.member \in B_{PE}(m)\). By the construction of \(G_{PE}\), there is an edge from \(n\) to \(m\) annotated with \textit{member}. Because of this edge, by the construction of \(G_{FA}\), there is an edge from \(node_{FA}(loc)\) to \(node_{VA}(loc.member)\) and the edge is annotated with \textit{member}.

So \(SG(i + 1) \sqsubseteq_{M_1} G_{FA}\).

• \(l_i\): exit of \(P\)

The effect of this statement on \(SG_i\) is that a number of nodes are deleted.

Trivially, \(SG(i + 1) \sqsubseteq_{M_1} G_{FA}\).

• \(l_i\): call \(P(a_1,...,a_m)\)

The effect of this statement on \(SG_i\) is as follows:

– A number of nodes are added.

– Edges annotated with member names between the new nodes may be added.

– Edges annotated with \(*\) from the new nodes to nodes in \(SG_i\) may be added.

Each node added corresponds to a tagged location name \(<c.l_i, loc_j>\), where \(loc_j \in locations(f)\) and \(f\) is a formal parameter of \(P\). Since \(locations(f) \subseteq B_1\), it is easy to prove that there is a corresponding node in \(G_{FA}\) for each new node and
there is a corresponding edge in $G_{FA}$ for each new edge annotated with a member name between new nodes. A similar proof has been given for $l_i$: entry of P.

Each new edge annotated with $*$ is due to a formal-actual parameter binding. Let $f$ be the formal parameter and $a$ be its corresponding actual parameter. The formal-actual binding has the same effect as an assignment: $f = a$. There are three cases.

- $a = \& o_1$.
  
  Let $<tag_1, loc_1> = LE[[o_1] (c,h,e,s)]$. The edge is added from the node for $<c,l_i, f>$ to the node for $<tag_1, loc_1>$. The argument that there is an edge annotated with $*$ from $node_{FA}(f)$ to $node_{FA}(loc_1)$ in $G_{FA}$ is similar to the one for a pointer assignment with $\&$ on right hand side ($l_i: o = \& o_1$).

- $a$ does not contain $\&$ and is of pointer type.
  
  Let $<tag_1, loc_1> = E[[o_1] (c,h,e,s)]$. The edge is added from the node for $<c,l_i, f>$ to the node for $<tag_1, loc_1>$. The argument that there is an edge annotated with $*$ from $node_{FA}(f)$ to $node_{FA}(loc_1)$ in $G_{FA}$ is similar to the one for a pointer assignment with object names on both sides (see the argument for $l_i: o = o_1$).

- $a$ does not contain $\&$ and is of a structure type.
  
  Let $<tag_1, loc_1> = E[apply^*(a,F) (c,h,e,s)]$, where $F$ is a sequence of member accessor applicable to $a$ and $f$. The edge is added from the node for $<c,l_i, apply^*(f,F)>$ to the node for $<tag_1, loc_1>$. The argument that there is an edge annotated with $*$ from $node_{FA}(apply^*(f,F))$ to $node_{FA}(loc_1)$ in $G_{FA}$ is similar to the one for a structure assignment (see the argument for $l_i: s = s_1$).

So $SG_{i+1} \subseteq_{M_i} G_{FA}$.

- $l_i$: return from P

The effect of this statement on $SG_{i}$ is that a number of nodes are deleted.

Trivially $SG_{i+1} \subseteq_{M_i} G_{FA}$.
\( \bullet l_i: o = e \)

This statement has no effect on \( SG_i \); that is, \( SG_{(i+1)} \) is same as \( SG_i \).

Trivially \( SG_{(i+1)} \subseteq M_i \) \( G_{FA} \).

\( \bullet l_i: o = \text{NULL} \)

The effect of this statement on \( SG_i \) is that an edge annotated with \( * \) may be deleted.

Trivially \( SG_{(i+1)} \subseteq M_i \) \( G_{FA} \).

\( \bullet l_i: o = \& o_1 \)

Let \( <\text{tag}, \text{loc}> = \mathcal{E}[o \parallel (c,h,e,s)] \) and \( <\text{tag}_1, \text{loc}_1> = \mathcal{E}[\& o_1 \parallel (c,h,e,s)] \).

Note that by definition, \( \mathcal{E}[\& o_1 \parallel (c,h,e,s)] = \mathcal{E}[o_1 \parallel (c,h,e,s)] \). The effect of this statement on \( SG_i \) is as follows.

- An edge annotated with \( * \) from \( \text{node}_{SG_i}(<\text{tag}, \text{loc}>) \) is deleted if there is one.

- An edge is added from \( \text{node}_{SG_i}(<\text{tag}, \text{loc}>) \) to \( \text{node}_{SG_i}(<\text{tag}_1, \text{loc}_1>) \) and the edge is annotated with \( * \).

We show that there is a corresponding edge in \( G_{FA} \) for the new edge.

Because \( <\text{tag}, \text{loc}> = \mathcal{L}_E[o \parallel (c,h,e,s)] \), by (1), there is a node \( x \) in \( G_{FA} \) such that both \( \text{loc} \) and \( o \) are in \( B_{FA}(x) \).

Because \( <\text{tag}_1, \text{loc}_1> = \mathcal{L}_E[o_1 \parallel (c,h,e,s)] \), by (1), there is a node \( y \) in \( G_{FA} \) such that both \( \text{loc}_1 \) and \( o_1 \) are \( B_{FA}(y) \).

Since the assignment is a pointer-related one, \( o \) and \&\( o_1 \) will be in an equivalence class of the PE relation; in other words, there is a node \( n \) in \( G_{PE} \) such that both \( o \) and \&\( o_1 \) are in \( B_{PE}(n) \).

Because \( o \in B_{FA}(x) \), by Lemma A.2.2.1, \( B_{FA}(x) \subseteq B_{PE}(n) \); so \( \text{loc} \in B_{PE}(n) \).

For node \( y \) in \( G_{FA} \), there is a node \( m \) in \( G_{PE} \) such that \( B_{FA}(y) \subseteq B_{PE}(m) \); so \( \text{loc}_1 \in B_{PE}(m) \) and \( o_1 \in B_{PE}(m) \).
Because \( o_1 \in B_{PE}(n) \) and and \( o_1 \in B_{PE}(m) \), by the construction of \( G_{PE} \), there is an edge from \( n \) to \( m \) annotated with \(*\). Because of this edge in \( G_{PE} \), by the construction of \( G_{FA} \), there is an edge from node_{FA}(o) (i.e., \( z \)) to node_{FA}(o_1) (i.e., \( y \)) annotated with \(*\), which is an edge from node_{FA}(loc) to node_{FA}(loc_1).

So \( SG(i + 1) \subseteq M_1 \) \( G_{FA} \).

- \( l_i : o = o_1 \)

Let \( \langle tag, loc \rangle = \mathcal{L} \mathcal{E}[ o \; ] (c,h,e,s) \) and \( \langle tag_1, loc_1 \rangle = \mathcal{E}[ o_1 \; ] (c,h,e,s) \). The effect of this statement is as follows.

- An edge annotated with \(*\) from node_{SGi}(\( <tag, loc> \)) is deleted if there is one.

- An edge is added from node_{SGi}(\( <tag, loc> \)) to node_{SGi}(\( <tag_1, loc_1> \)) and the edge is annotated with \(*\).

We show that there is a corresponding edge in \( G_{FA} \) for the new edge.

Because \( \langle tag, loc \rangle = \mathcal{L} \mathcal{E}[ o \; ] (c,h,e,s) \), by (1), there is a node \( x \) in \( G_{FA} \) such that both \( loc \) and \( o \) are in \( B_{FA}(x) \).

Because \( \langle tag_1, loc_1 \rangle = \mathcal{E}[ o_1 \; ] (c,h,e,s) \), by (2), there are two nodes, \( y \) and \( z \), in \( G_{FA} \) such that \( loc_1 \in B_{FA}(y), o_1 \in B_{FA}(z) \) and there is an edge from \( z \) to \( y \) annotated with \(*\).

Since the assignment is a pointer-related one, \( o \) and \( o_1 \) will be in an equivalence class of the PE relation; in other words, there is a node \( n \) in \( G_{PE} \) such that both \( o \) and \( o_1 \) are in \( B_{PE}(n) \).

Because \( o \in B_{FA}(x) \), by Lemma A.2.2.1, \( B_{FA}(x) \subseteq B_{PE}(n) \); so \( loc \in B_{PE}(n) \). Similarly \( B_{FA}(z) \subseteq B_{PE}(n) \).

For node \( y \) in \( G_{FA} \), there is a node \( m \) in \( G_{PE} \) such that \( B_{FA}(y) \subseteq B_{PE}(m) \); so \( loc_1 \in B_{PE}(m) \).

Due to the edge from \( z \) to \( y \) in \( G_{FA} \), by Lemma A.2.2.1, there is an edge from \( n \) to \( m \) annotated with \(*\). Because of this edge in \( G_{PE} \), by the construction of \( G_{FA} \),
both $x$ (i.e., $node_{VA}(o)$) and $z$ (i.e., $node_{VA}(o_1)$) have an edge annotated with * to the same node. Since there is an edge from $z$ to $y$ annotated with *, there is an edge in $G_{VA}$ from $z$ to $y$ annotated with * . So there is an edge from $node_{VA}(loc)$ (i.e., $x$) to $node_{VA}(loc_1)$ (i.e., $y$).

So $SG_{i+1} \subseteq M_i \subseteq G_{VA}$.

\- $l_i$: $s = s_1$

Let $<tag, loc> = L \mathcal{E}[s](c,h,e,s)$. Let $F_j$ be a sequence of member accessors applicable to $loc$ and $<tag_j, loc_j> = \mathcal{E}[apply^*(s_1,F_j)](c,h,e,s)$. There may be more than one such $F_j$. The effect of this statement on $SG_i$ is that for each $F_j$,

\- an edge annotated with * from $node_{SG_i}(<tag, apply^*(loc,F_j)>)$ is deleted if there is one, and

\- an edge is added from $node_{SG_i}(<tag, apply^*(loc,F_j)>)$ to $node_{SG_i}(<tag_1, loc_1>)$ and the edge is annotated with *.

Note that by definition of $B_0$ and $B_1$, $apply^*(loc,F_j)$, $apply^*(s,F_j)$ and $apply^*(s_1,F_j)$ are all in $B_1$.

We show that there is a corresponding edge in $G_{VA}$ for each new edge.

Because $<tag, loc> = L \mathcal{E}[s](c,h,e,s)$, by (1), there is a node $x'$ in $G_{VA}$ such that both $loc$ and $s$ are in $B_{VA}(x')$.

Because $<tag_1, loc_1> = \mathcal{E}[apply^*(s_1,F_j)](c,h,e,s)$, by (2), there are two nodes, $y$ and $z$, in $G_{VA}$ such that $loc_1 \in B_{VA}(y)$, $apply^*(s_1,F_j) \in B_{VA}(z)$ and there is an edge from $z$ to $y$ annotated with *.

Because $apply^*(s_1,F_j)$ is of pointer type, the assignment is a pointer-related one; $s$ and $s_1$ will be in an equivalence class of the PE relation. In other words, there is a node $n'$ in $G_{PE}$ such that $s \in B_{PE}(n')$ and $s_1 \in B_{PE}(n')$. Since $s \in B_{VA}(x')$, by Lemma A.2.2.1, $B_{VA}(x') \subseteq B_{PE}(n')$; so $loc \in B_{PE}(n')$.

Since the PE relation is weakly right-regular, there is a node $n$ in $G_{PE}$ such that $apply^*(s,F_j)$, $apply^*(s_1,F_j)$, and $apply^*(loc,F_j)$ are all in $B_{PE}(n)$. Because
apply^*(s_1,F_j) \in B_{FA}(z)$, by Lemma A.2.2.1, $B_{FA}(z) \subseteq B_{PE}(n)$. For node $y$, there is a node $m$ in $G_{PE}$ such that $B_{FA}(y) \subseteq B_{PE}(m)$; so $loc_1 \in B_{PE}(m)$.

Due to the edge from $z$ to $y$ in $G_{FA}$, by Lemma A.2.2.1, there is an edge in $G_{PE}$ from $n$ to $m$ annotated with *. Because of this edge in $G_{PE}$, by the construction of $G_{FA}$, both $node_{FA}(apply^*(loc,F_j))$ and $node_{FA}(apply^*(s_1,F_j))$ have an edge annotated with * to the same node. Since there is an edge from $node_{FA}(apply^*(s_1,F_j))$ (i.e., $z$) to $y$ annotated with *, there is an edge in $G_{FA}$ from $node_{FA}(apply^*(loc,F_j))$ to $y$ annotated with *. So there is an edge from $node_{FA}(apply^*(loc,F_j))$ to $node_{FA}(loc_1)$ (i.e., $y$).

So $SG_{i+1} \subseteq M_i G_{FA}$.

**l_i**: HeapAlloc(o)

Let $<tag, loc> = L\mathcal{E}[o](c,h,e,s)$.

The effect of this statement on $SG_i$ is as follows:

- A number of nodes are added.
- Edges annotated with member names between the new nodes may be added.
- An edge annotated with * from $node_{SG_i}(<tag, loc>)$ is deleted if there is one.
- An edge annotated with * is added from $node_{SG_i}(<h, heap_{l_i}>)$.

Each new node corresponds to a tagged location name $<h, loc_j>$ such that $loc_j \in locations(heap_{l_i})$. Since $locations(heap_{l_i}) \subseteq B_1$, it is easy to prove that there is a corresponding node in $G_{FA}$ for each new node and there is a corresponding edge in $G_{FA}$ for each new edge annotated with a member name between new nodes. A similar proof has been given for $l_i$: entry of P.

Since this statement is considered as a pointer-related assignment: $o = &heap_{l_i}$ in the construction of $G_{FA}$, the argument that there is an edge annotated with * from $node_{FA}(loc)$ to $node_{FA}(heap_{l_i})$ in $G_{FA}$ is similar to the one for a pointer assignment with & on right hand side (see the argument for $l_i$: $o = &o_1$).
So $SG(i + 1) \subseteq M_i G_{FA}$.

- $l_i$: HeapDealloc($o$)

  The effect of this statement on $SG_i$ is that a number of nodes are deleted.

  Trivially $SG(i + 1) \subseteq M_i G_{FA}$.

- $l_i$: if ($o$) (goto $l_{true}$) (goto $l_{false}$)

  This statement has no effect on $SG_i$.

  Trivially $SG(i + 1) \subseteq M_i G_{FA}$.

- $l_i$: goto $l'$

  This statement has no effect on $SG_i$.

  Trivially $SG(i + 1) \subseteq M_i G_{FA}$.

We have proved that no matter what statement is at $l_i$, $SG(i + 1) \subseteq M_i G_{FA}$.

$\square$
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