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Abstract

We present initial empirical experiments with combined analysis, a scalable analysis technique that uses a program decomposition to apply different aliasing algorithms to independent program segments. The effectiveness of the solution strategy is validated through application to side-effect and reference analysis of C programs.

1 Introduction

For programming languages with general-purpose pointer usage (such as C), pointer aliasing is crucial to compile-time side-effect and semantic change analyses. It is also essential for software tool applications such as data-flow-based testing, debugging, semantics-based program understanding and program integration. Many techniques for pointer aliasing analysis have been presented in the literature. These analyses vary in the cost and precision of the aliasing information produced; their scalability is a difficult problem, as precision is usually sacrificed for acceptable cost on large programs. We have experimented with the application of aliasing analyses with different precision/cost characteristics to separate areas of a program to try to achieve scalability. The initial results of the experiments are reported here; the goal is to gain better understanding of how to obtain a scalable pointer aliasing analysis of acceptable precision for large programs. Measurement of analysis effectiveness is accomplished by using both side-effect and reference calculations on C programs.

Previously, we presented a program decomposition technique [23], which partitions the assignments in a program with respect to their aliasing effects. This is accomplished by calculating an equivalence relation on the names in the program. The equivalence relation induces a program decomposition which allows different aliasing analyses to be applied to independent parts of a program, that is, program segments. This technique is termed combined analysis. Given a program decomposition, a particular combined analysis assigns a specific analysis method to each program segment. In [23], we also compared (i) a whole-program analysis by a flow-sensitive and context-sensitive method (FS) [10], and (ii) a whole-program analysis by a flow-insensitive and context-insensitive method (FA), with (iii) one combined analysis using both FS and FA on different segments.

We have extended the decomposition technique and the FA algorithm to handle more features in C such as indirect calls through function pointers, unions and type casting [22]. For the first combined analysis, we repeat the comparison in [23] using more data. We wish to explore the cost/precision tradeoffs in the three methods. At present, FS is not scalable to all large (>10,000 lines of code) programs [19]. Investigating the application of FS to certain segments of large programs is of interest, because it has better precision than flow-insensitive methods. For the second combined analysis, we use another flow-insensitive and context-insensitive aliasing method (PT) [22] on those segments which have FA applied in the first one. In both combined analyses, we use the existence of recursive data structures in a program segment as a heuristic predictor of when FS will be too expensive; we assign FA or PT as the analysis for such a segment.

For the third combined analysis, we use a heuristic predictor of approximation in the FA analysis to choose which analysis, PT or FA, to assign to a program segment. FA, faster and less precise than PT, is used on the program segments where FA is expected to be sufficiently accurate; the other segments are analyzed with PT, presuming they need a more precise (but slower) analysis to obtain usable results. With this analysis, we hope to obtain an analysis of similar precision to that of PT, but more efficient.

These three sets of experiments represent initial findings; clearly, more experimentation is needed to provide strong evidence for choices between combined analyses.
Nevertheless, the experiments did show that: (a) our heuristics for assigning analyses to program segments do not validate the utility of FS analysis over PT, but other heuristics must be tried before we can conclude that the precision of FS is not worth the cost, and (b) combined analysis allows application of FS to segments of a program too large to be analyzed by FS as a whole-program analysis. Several other interesting conclusions are suggested by our experiments, namely: (c) PT analysis seems better than FA analysis singly, and in combination with other techniques (e.g., FS) and (d) the second heuristic is more useful than the first because the gains in precision seem worth the cost.

The paper is organized as follows. In Section 2, we briefly discuss the program decomposition technique. In Section 3, we present the empirical results of the three combined analyses. Finally, we discuss related work in Section 4 and give conclusions in Section 5.

2 Program Decomposition

The following is an informal description of the program decomposition technique in [23]. The key statements that affect pointer aliasing in a C program are assignments involving addresses, pointer values, and structures, referred to as ptr-assignments. From them, we calculate an equivalence relation (PE relation) on the names in the program. Specifically, the names on the left hand side and right hand side of a ptr-assignment are put into the same equivalence class. For example, for ptr-assignment \( *p = q \), \( *p \) and \( q \) will be in equivalence class \( E \). Moreover, names derived from two names in an equivalence class by applying a dereference (\( * \)) or a same field operator will be in the same equivalence class; that is, \( **p \) and \( *q \) will be in class \( F \) and \( (**p)\rightarrow f \) and \( q\rightarrow f \) will be in class \( H \). The PE relation is represented as a directed multi-graph \( G_{PE} \), whose nodes are the equivalence classes and whose edges record the dereference or the field operator which defines the relation between names in connected nodes. For example, an edge labeled \( * \) joins class \( E \) to class \( F \) and an edge labeled \( f \) joins \( F \) to \( H \). Each name in the program is associated with one node in \( G_{PE} \); each ptr-assignment thus is associated with the node to which its constituent names belong. The weakly connected components in \( G_{PE} \) partition the ptr-assignments into independent sets in terms of their pointer aliasing effects; each of these sets induces an independent program segment including the ptr-assignments and other control statements. Each program segment can be analyzed for pointer aliasing separately.

---

Table: Program Decomposition

<table>
<thead>
<tr>
<th>Program Name</th>
<th>ICFG Nodes</th>
<th>Lines of Codes</th>
<th>Indirect Calls</th>
<th>Unions</th>
<th>Ptr Assign w/ Casting</th>
</tr>
</thead>
<tbody>
<tr>
<td>chomp</td>
<td>741</td>
<td>448</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>loader</td>
<td>1564</td>
<td>1219</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>stanford</td>
<td>1772</td>
<td>857</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>pokerd</td>
<td>1856</td>
<td>1241</td>
<td>0</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>sim</td>
<td>3034</td>
<td>1439</td>
<td>0</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td>dinerhill</td>
<td>3477</td>
<td>2961</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>assembler</td>
<td>3662</td>
<td>2673</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>small</td>
<td>3697</td>
<td>3279</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>archive-client</td>
<td>3856</td>
<td>4600</td>
<td>3</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>023-egmont</td>
<td>4748</td>
<td>3548</td>
<td>9</td>
<td>3</td>
<td>26</td>
</tr>
<tr>
<td>role</td>
<td>5169</td>
<td>4860</td>
<td>1</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>simulator</td>
<td>5575</td>
<td>3733</td>
<td>0</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>flex</td>
<td>7377</td>
<td>6970</td>
<td>0</td>
<td>0</td>
<td>75</td>
</tr>
<tr>
<td>agrep</td>
<td>8568</td>
<td>3801</td>
<td>0</td>
<td>0</td>
<td>17</td>
</tr>
<tr>
<td>be</td>
<td>8602</td>
<td>7760</td>
<td>19</td>
<td>3</td>
<td>41</td>
</tr>
<tr>
<td>rip</td>
<td>9290</td>
<td>7462</td>
<td>1</td>
<td>0</td>
<td>37</td>
</tr>
<tr>
<td>bison</td>
<td>9569</td>
<td>7420</td>
<td>0</td>
<td>0</td>
<td>101</td>
</tr>
<tr>
<td>022.1i</td>
<td>10687</td>
<td>7443</td>
<td>3</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>hrs</td>
<td>21185</td>
<td>9050</td>
<td>1</td>
<td>0</td>
<td>22</td>
</tr>
<tr>
<td>00s-expresso</td>
<td>30416</td>
<td>13639</td>
<td>15</td>
<td>0</td>
<td>191</td>
</tr>
<tr>
<td>7-W-MC</td>
<td>51268</td>
<td>23788</td>
<td>18</td>
<td>0</td>
<td>273</td>
</tr>
</tbody>
</table>

Figure 1: Test Programs

We have extended the original decomposition algorithm to handle features of C programs such as indirect calls through function pointers, unions and type casting [22] and have used this general decomposition for the experiments described here.

In Figure 1, we present the test programs, which include Unix utilities, Spec benchmarks, and programs used in [10, 19]. The programs are ordered by the number of nodes in their internal representation (ICFG), a better size estimate than lines of code. Also shown are the number of indirect calls, unions, and ptr-assignments with type casting.

3 Experiments: Combined Analysis

Combined analysis chooses an aliasing or a points-to analysis algorithm for the program segment associated with each weakly connected component in \( G_{PE} \) and thus derives the aliasing information for the whole program. For our experiments with three combined analyses, we have used the following analysis algorithms:

1. the Landi/Ryder flow-sensitive and context-sensitive aliasing algorithm (FS) [10, 19]
2. a flow-insensitive and context-insensitive aliasing analysis algorithm (FA) [22, 23]
3. a flow-insensitive and context-insensitive points-to analysis algorithm (PT) [22]

\(^1\)Note that we consider parameter-argument associations at a call site as assignments.

\(^2\)Aliasing information can be easily derived from points-to information, although with a potential loss of precision.
Both the FA and PT analyses can handle unions and type casting with some minor restrictions. The major difference between them is that the ptr-assignments are treated symmetrically in the FA analysis; that is, if there is a ptr-assignment \( \text{lhs} = \text{rhs} \) in a program, the FA analysis will union \( \text{lhs} \) and \( \text{rhs} \), and thus effectively assume there is also an assignment \( \text{rhs} = \text{lhs} \). We believe this is the main cause of approximation in the FA algorithm and our empirical results confirm this.

In each of our combined analyses, we use only two of the three algorithms. Our experiments involve grouping the weakly connected components of \( G_{re} \) into two sets, and assigning one algorithm to program segments associated with components in the first set, and another to those corresponding to components in the second set. We have tried two grouping approaches. In one, we applied the FS analysis to the first set and either the FA or the PT analysis to the second set (FSandFA and FSandPT analyses): in the other, we applied the FA analysis to the first set and the PT analysis to the second set (FAandPT analysis). We also used both the FA and PT analyses on the whole program for comparison.

The aliasing solution obtained is used to determine the locations modified or referenced through each name containing pointer dereferences (e.g., \( *p, p \rightarrow f \)). Specifically, the two problems are:

- \textbf{Thru-deref MOD} problem: for each dereferenced name appearing as the left hand side of an assignment, the locations whose values may be modified by this assignment due to aliasing is determined.
- \textbf{Thru-deref REF} problem: for each dereferenced name used in a non-lhs context in the program, the locations whose values may be referenced due to aliasing is determined.

We calculate the average number of locations modified or referenced indirectly through dereferenced names for each program as a measurement of the precision of the aliasing solution obtained by the various analyses.

Our implementation is written in C and compiled by \texttt{gcc} with \texttt{-O2}. The timing results of each analysis are obtained by averaging over ten runs of the analysis on a SUN SPARCstation 20 running Solaris 2.5 operating system.

\section*{3.1 Combining a Flow-sensitive and a Flow-insensitive Analyses}

The FS analysis is quite precise, but is sometimes slow. The FA and PT analyses are faster, but may not yield as precise a solution as the FS analysis. For the first two combined analyses, we want to assign the FS analysis to those program segments for which it is suitable, and assign either FA or PT analysis to the other segments. The weakly connected components of \( G_{re} \) are grouped such that any component which satisfies all of the following conditions is in the \textit{first} set and the other components are in the \textit{second} set.

- There is no cycle in the component.
- There is no location of union type among the names associated with the component.
- There is no type casting in any ptr-assignment associated with the component.

The presence of recursive data structures seems to be a good predictor of where FS analysis will be expensive; our experience shows that FS is slow in dealing with aliases involving recursive data structures. In our program decomposition, recursive data structures are associated with cyclic components. For efficiency, we will not apply FS analysis to program segments for these components. Also, FS analysis handles unions and type casting differently from the FA and PT analyses, which makes it impossible to compare the Thru-deref MOD/REF results of FS with either PT or FA. Therefore, we use FA or PT analysis for program segments with unions or casting.

By restricting the FS analysis to the first set of weakly connected components, we have the following combinations:

- FSandFA analysis: apply the FS analysis to program segments for the first set of components and apply the FA analysis to segments for the second set.
- FSandPT analysis: apply the FS analysis to program segments for the first set of components and apply the PT analysis to segments for the second set.

In Figure 2, we show the Thru-deref MOD/REF results for these two analyses, FA, and PT. Overall, the results of the FSandFA analysis are better than the results of the FA analysis, especially for \texttt{pokerd}, \texttt{assembler} and \texttt{simulator}. In some cases, the results of the two analyses are very close (e.g., \texttt{smail}, \texttt{bc} and \texttt{008:espresso}). We believe the FA part of the FSandFA analysis for these programs yields a very approximate aliasing solution and dominates any improvement made by the FS part. The results of the FSandPT analysis are the most precise, but the results of the PT analysis are almost identical. Also, the PT analysis is shown to be consistently much better than the FA analysis; this indicates that the symmetrical treatment of ptr-assignments is the cause of approximation in the FA analysis.
Figure 2: Thru-deref MOD/REF Results for the FSandFA and FSandPT Analyses

To further investigate the impact of the FS part of the two analyses, we present the Thru-deref MOD/REF results for the first sets of components only in Figure 3. A Thru-deref MOD/REF site in a program is associated with the first set of components if the dereferenced name is associated with a component in the set. For the program 022.li, there is no such Thru-deref MOD site. The results of the FS analysis are better than those of the FA or PT analysis; that is, the FS analysis yields more precise solutions. However, the PT analysis is very close in terms of the Thru-deref MOD/REF results for most programs; this indicates that flow-sensitivity and context-sensitivity may not play a very important role in aliasing analysis for these programs.

In Figure 4, we present the timings for the two combined analyses, FA, and PT. The timings for the two combined analyses do not include the time required for program decomposition. The FSandFA and FSandPT analyses are similar for most programs.

These two analyses allow the FS analysis to be used for parts of a program, even if it may be too slow to be applied to the whole program. However, the Thru-deref MOD/REF results show that the precision of the FS analysis may not be worth the cost because the PT analysis is almost as precise.

3.2 Combining Two Flow-insensitive Analyses

The FA analysis is very fast, but may yield a very approximate aliasing solution because assignments are treated symmetrically. The PT analysis remedies this problem, but is slower than the FA analysis. For the third combined analysis, we want to use the FA analysis as much as possible, but for program segments where we expect it to be overly approximate, we will use the PT analysis.

The grouping of weakly connected components is based on the maximum number of names of the form &o
Figure 3: Thru-deref MOD/REF Results for the First Sets of Weakly Connected Components

associated with any equivalence class in a component. If there are more than one name of the form \& or in an equivalence class, a name aliased to any of the names \& will be considered to be aliased to all of the names by the FA analysis. Thus, the maximum number of these names associated with any node in a component is a heuristic predictor of the approximation of the FA analysis for the program segment associated with the component.

For this combined analysis, any weakly connected component with the maximum number of names of the form \& less than or equal to a threshold, is put in the first set; all other components are placed in the second set. We apply the FA analysis to program segments for the first set of components and apply the PT analysis to segments for the second set. The resultant analysis is called FAndPT. The idea is that when there are lots of names of the form \& in one equivalence class, the aliasing solution obtained by the FA analysis for the component is likely to be poor and we want to use the PT analysis to get a more precise solution.

We have chosen 5 for the threshold. By varying the threshold value, we can experiment with a spectrum of analyses. The extreme cases are: (1) the threshold is 0 forcing the first set to be empty, which means we use the PT analysis on the whole program; (2) the threshold is sufficient large forcing the second set to be empty, which means we use the FA analysis on the whole program.

In Figure 6, we show the Thru-deref MOD/REF results for this combined analysis, FA, and PT. The FAndPT analysis yields results of similar precision to those of the PT analysis. For those programs, where the FA analysis produces approximate solutions (e.g., assembler, smail, bc, 008.espresso), the FAndPT analysis is able to improve the precision. For six programs (chomp, stanford, sim, dineroIII, 023.eqntott, and agrep), the FAndPT analysis is effectively same as the FA analysis because the second sets of components are empty. For these programs, the precision of the FA analysis is comparable to the PT analysis. With the
threshold of 5, the first set of components is not empty for any of the test programs, which means the FA part of the combined analysis is always applied for each program.

In Figure 5, we present the timings for this combined analysis, FA, and PT. In general, the FAandPT analysis is slower than the FA analysis and faster than the PT analysis. In many cases, the FAandPT analysis is very close to the PT analysis in cost. This is because the PT part of the FAandPT analysis is the major cost.

These figures indicate that this combined analysis is able to improve the aliasing precision when the FA analysis yields a very approximate solution. The heuristic predictor is effective in identifying program segments for which the FA analysis is not good. In term of efficiency, the FAandPT analysis is little faster than the PT analysis. We plan to conduct more experiments by varying the threshold to explore the tradeoff of efficiency and precision.

4 Related Work

Many pointer aliasing analysis or points-to analysis algorithms have been proposed in the literature. These algorithms can be classified into flow-sensitive and context-sensitive [4, 5, 6, 7, 10, 12, 21], flow-insensitive and context-insensitive [2, 15, 16, 17, 18, 20], flow-sensitive and context-insensitive [3, 13], or flow-insensitive and context-sensitive [1]. They can also be organized into stack-based aliasing analysis [6], heap-based aliasing analysis [3, 5, 7, 8, 9, 11], or both [4, 10, 13, 17, 18, 21].
Any of these algorithms can be employed for program segments associated with individual weakly connected components in our program decomposition and thus can be used in a combined analysis. Shapiro and Horwitz investigated a family of flow-insensitive and context-insensitive points-to algorithms [16]; we believe the heuristic in our third combined analysis is related to the property they use to distinguish between the degree of approximation in these algorithms.

We first presented a program decomposition technique for pointer aliasing [23]. Ruf [14] suggested using declared types or using type inference techniques such as [17, 18] for program decomposition.

5 Conclusion

Combined analysis uses a program decomposition technique to apply aliasing algorithms that differ in cost and precision to independent segments of a program. We have experimented with three combined analyses using three different aliasing methods — two that are flow-insensitive and context-insensitive (FA and PT), and one that is flow-sensitive and context-sensitive (FS). The experimental results obtained yielded several conclusions:

- The first two combined analyses verify that FS can be applied to segments of a large program, which may be too large to be completely analyzed by FS.
- The use of FS on program segments based on our heuristics, does not yield increased precision unobtainable by other means (e.g., PT). We need to study other means of choosing where to use FS, for example, based on interesting variables designated by a programmer.
- For all the programs, especially the large ones such as larn, 008.espresso, and T-W-MC, PT analysis, and combinations with PT are much better than FA analysis at relatively little increased cost.
There is evidence that for many data-flow applications, the FA analysis may not yield useful results.

• The heuristic predictor used in the third combined analysis proves more useful than the one used in the first two combined analyses. The FAandPT analysis provides accurate aliasing solutions; although more expensive overall, the precision gained per unit of cost seems worthwhile.

The methodology of combined analysis can be extended to compile-time analyses other than pointer aliasing. There is the potential for achieving scalability in this manner as well as investigating the tradeoff between efficiency and precision. We plan to explore this extension further.
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