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ABSTRACT	OF	THE	DISSERTATION	
Modeling the Circadian Regulation of HPA Axis Activity 

By ROHIT T. RAO 

Dissertation Director: 

Ioannis P. Androulakis 

The hypothalamic-pituitary-adrenal (HPA) axis constitutes the primary 

physiological stress response mechanism, with cortisol (corticosterone in rodents) being 

the major effector molecule of the HPA axis, mediating an array of metabolic and 

immune-modulatory functions. The circadian dynamics of the mediators of HPA axis are 

considered to significantly modulate their functional characteristics and demonstrate 

remarkable plasticity. This is observed in pathological conditions where circadian 

disruption is often associated with disease etiology, as in the case of chronic 

inflammatory conditions such as rheumatoid arthritis, as well as in physiological 

conditions, where the presence of significant sex differences in numerous aspects of the 

HPA axis, including both basal circadian activity as well as in its response to 

physiological stressors is well established. It is widely suggested that the mechanisms 

that dictate the rhythmic properties of the HPA network might also contribute to its 

functioning in both physiological and pathological conditions. For example, the sex 

differences in the circadian dynamics of the HPA axis are thought to contribute to the 

observed sex disparity in the development of a variety of autoimmune and infectious 

diseases. Moreover, an understanding of these underlying mechanisms is critical to 

development of pharmacological approaches that can appropriately treat HPA axis 
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disorders. Mathematical modeling provides a promising approach to study physiological 

feedback systems such as the HPA axis, and enables the evaluation of the feasibility of 

hypotheses, by providing a phenomenological framework for explaining empirical 

observations as well as making testable predictions. In this work we develop semi-

mechanistic mathematical models of the HPA axis to understand the critical regulatory 

mechanisms that contribute to its functioning in health and disease.  In the first aim we 

develop a mathematical model for the progression of collagen-induced arthritis that 

evaluates the effect of chronic elevation on the proinflammatory cytokines on the 

circadian dynamics of corticosterone and important markers of disease activity such as 

paw edema, thus emphasizing the importance of accounting for circadian rhythms in 

models of chronic inflammation. Subsequently, we study how differences in the 

regulatory features of the HPA network might lead to basal variability, with a focus on 

sex-specific and individual differences in its activity. In doing so, we predict that the host 

can employ diverse regulatory mechanisms to maintain glucocorticoid circadian rhythms 

within strict physiological bounds, ultimately resulting in the existence of trade-offs 

between multiple functional characteristics of the HPA axis. Furthermore, we 

characterize specific chronic stress-induced allostatic adaptations in the regulatory 

dynamics of the HPA axis. Finally, through mathematical modeling, we determine how 

an understanding of the circadian dynamics of the HPA axis could be leveraged for the 

design of chronotherapeutic dosing regimens to minimize the incidence of adverse effects 

associated with chronic glucocorticoid therapy. 
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CHAPTER 1: Background	and	Motivation 

1.1 HPA	Axis	Rhythms	

Despite phylogenetic diversity, nearly all organisms are equipped with elaborate 

intrinsic timing mechanisms, which enable them to optimally adapt to cyclical changes in 

their environment brought about by earth’s continual periodic revolution around the sun 

(1). Circadian clocks have been found in both single-cell prokaryotes such as 

cyanobacteria as well as in eukaryotes and multicellular organisms ranging in complexity 

from drosophila and zebrafish to mammals (2). While there are differences between the 

phyla in the specific genes constituting the circadian clock, all circadian clocks seem to 

have a related genetic architecture composed of an autoregulatory feedback loop 

consisting of positive and negative elements. Importantly, the circadian clock network 

results in self-sustained, cell-autonomous oscillations (3,4). It is widely believed that this 

enables organisms to optimize their physiology and behavior in order to anticipate 

periodic changes in environment, which is expected to confer improved fitness in 

comparison to passively reacting to environmental changes. Additionally, the circadian 

oscillators optimize the activation of physiological networks so as to enable the temporal 

separation of chemically and energetically incompatible pathways (5).   

Since, light can penetrate and directly influence cellular gene expression in single-

cell organisms such as algae and fungi, as well as in all the tissues of simple animals such 

as drosophila and zebrafish, these organisms have evolved largely decentralized circadian 

clock mechanisms (6). However, more complex species have evolved a more centralized, 

hierarchical circadian system (6). In mammals, including humans, the seat of the central 

circadian clock is localized to the central nervous system (CNS), specifically, the 
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hypothalamic suprachiasmatic nucleus (SCN). While nearly all mammalian cells harbor 

their own cell-autonomous circadian clocks, current evidence suggests that it is the 

central circadian pacemaker located in the SCN that synchronizes these numerous 

“peripheral” clocks to environmental signals (3).  The SCN, comprised of approximately 

20,000 neurons, receives photic input from the retina via the retinohypothalamic tract, 

which results in the activation of cAMP-responsive element binding protein, (CREB) 

leading to subsequent activation of the canonical circadian gene Period, thereby 

modulating the phase of the molecular clock in the SCN neurons (3). The SCN then 

relays this photic phase information to the peripheral clocks by modulating the activity of 

systemic neuronal, and humoral signaling cues (3).  

The glucocorticoid (GC) hormones released by the hypothalamic-pituitary-

adrenal axis, constitute one of the primary routes by which circadian information from 

the SCN in distributed to the peripheral clocks (1). Adrenal glucocorticoids have a 

diverse array of effects, from modulating metabolic and immune signaling, to influencing 

host behavior. For example, GCs promote the breakdown of carbohydrates, inhibit 

gluconeogenesis, limit subsequent energy storage by modulating lipid deposition and 

storage, and inhibit the production of a number of immune processes, including the 

production of proinflammatory cytokines (7). Moreover, GCs are able to modulate blood 

pressure, bone resorption, and regulate progression through mitotic cycle. The basal 

concentrations of GCs vary in a predictable time-of-day dependent manner across the 

light/dark cycle (8). In humans and other diurnal species, basal circadian profiles of 

ACTH and cortisol exhibit a peak in activity in the early morning hours, while the 

opposite is true in nocturnal animals, which exhibit a peak just before the onset of the 
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nocturnal active phase. These rhythms are generally very robust in humans as well as 

nocturnal rodents, with the nadir levels of GC nearing the detection limits of most assays. 

The circadian rhythmicity of GCs is considered to play an important role in the optimal 

fuel allocation of energetically intensive processes, with high GC levels during the active 

phase, facilitating energy allocation to the brain, muscles, and immunosurveillance, while 

the nadir levels during the inactive phase, results in decreased immune inhibition, 

facilitating the activation of the immune system (7,9).  

Additionally, the HPA along with the sympathetic branch of the autonomic 

nervous system constitutes the primary stress response mechanism of the host. The basal 

and stress responsive activity of the HPA axis are regulated by a carefully balanced 

signaling network, composed of feed-forward and feedback mechanisms (6). The stress 

response, initiated via several afferent neural pathways including those from the limbic 

and brain-stem structures, results in release of corticotrophin-releasing hormone (CRH) 

and arginine vasopressin from the neurons in paraventricular nucleus (PVN) into portal 

circulation. Through the portal vessels, CRH and AVP reach the pituitary and bind to 

their specific receptors, CRH receptor 1, (CRHR1) and AVP 1B binding receptor (V1bR) 

respectively, which results in the release of ACTH. The binding of ACTH melanocortin-

type 2 receptor, which activates a signaling cascade that ultimately results in the release 

of the GCs, primarily cortisol in humans and corticosterone in rodents. Unlike the peptide 

hormones, CRH, AVP and ACTH, which are released upon receptor-dependent 

activation, GCs are synthesized de novo in the pituitary upon activation of the signaling 

cascade by ACTH. Finally, the GC released from the pituitary, in addition to mediating 
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their physiological effects, also negatively feedback on the HPA axis, by inhibiting the 

release of ACTH and CRH from the pituitary and PVN respectively (10).  

1.2 Differences	in	the	Basal	Activity	of	the	HPA	Axis	

GC circadian rhythms and HPA axis activity in general, exhibit remarkable 

plasticity in a variety of physiological conditions such as pregnancy and across the 

menstrual cycle as well as exhibit significant inter-individual variability.  There are 

conspicuous sex differences in basal GC secretion. Basal corticosterone secretion in 

female rats is significantly enhanced in comparison to male rats (11,12). Moreover, 

female rats also release greater amounts of corticosterone in response to psychological 

and immune stressors. Gonadal steroids have major effects on the circadian and ultradian 

rhythmicity of the HPA axis. Gonadectomy in pre-pubertal and adult male rats, which 

results in a sharp decrease in circulating testosterone levels, leads to an increased 

secretion of basal ACTH and corticosterone levels (13). In contrast, gonadectomy in 

female rats leads to a decrease in overall corticosterone to levels observed in male rats 

(12). Furthermore, corticosterone levels in females vary with the stages of the estrous 

cycle (14). Rats in the diestrous phase of the estrous cycle, when estrogen levels are at 

their lowest, have corticosterone levels that are comparable to those in male rats, whereas 

rats in the proestrous phase when estrogen levels peak, have corticosterone circadian 

rhythms that are almost twice as pronounced as those in male rats. Given these 

observations, it is generally hypothesized that estrogen and testosterone mediate their 

influence on the HPA axis by modulating the strength of negative feedback and 

sensitivity of the HPA signaling network.  
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Furthermore, the mechanisms by which gonadal steroids contribute to sex 

differences in the basal activity of the HPA axis might also contribute to the observed sex 

differences in its response to stress. GC circadian dynamics are important determinants of 

the stress response. The relationships between the time of stress exposure and the extent 

of the HPA axis response have received much attention. Experimental and modeling 

results both suggest that there is a facilitated corticosterone stress response during the 

rising phase of the GC circadian rhythm in comparison to the declining phase, where the 

stress response in relatively inhibited.  Gonadal steroids also manipulate the stress-

responsiveness of the HPA axis (15). Female rats have a much more pronounced 

corticosterone response to immunological challenges as well psychological stressors, 

such as noise stress. Additionally, ovariectomy blunts the stress response in female rats, 

resulting in a stress response that is similar to that of male rats (11,16). Elucidation of the 

feedback processes contributing to such differences in basal circadian activity could 

provide insight into the mechanisms contributing to the observed disparity in a number of 

stress-related and immune disorders between males and females.  

In addition to the substantial sex differences in HPA axis activity, there is 

significant within-sex inter-individual variation in the regulation and stress-responsive 

functioning of the HPA axis.  This inter-individual variation is not simply a result of a 

noisy system, but is considered to arise from underlying differences in the regulatory 

mechanisms of the HPA axis (17). These differences in regulation of the HPA axis are 

also thought to contribute to the apparent inter-individual differences in susceptibility and 

resilience to the development of neuropsychiatric disorders in response to chronic stress 

exposure (18,19). Therefore, insight into the regulatory differences between the male and 
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female HPA axis in the context of inter-individual variability might result in an improved 

understanding of its functioning and dysregulation and might suggest a rationale for 

better diagnostic criteria and the development of personalized therapeutic interventions.  

1.3 Significance	of	the	Circadian	Dynamics	of	the	HPA	Axis	in	

Pathology	and	in	Devising	Pharmacological	Interventions		

1.3.1 Chronic	Activation	of	the	HPA	Axis	
GC circadian dynamics are often disrupted due to behavioral and 

pathophysiological factors, such as shift work, chronic stress conditions, Cushing’s 

syndrome and ageing. For example, ageing is commonly accompanied by a decrease in 

HPA axis amplitude, and reduced responsiveness to stressors (20,21). Similarly, chronic 

inflammation, a model of chronic stress, with much clinical relevance, is associated with 

significant disruptions in circadian activity. These disruptions have been well 

documented in diseases such as rheumatoid arthritis (RA), where patients with high 

disease severity often have a blunted cortisol circadian rhythm. Such a blunted circadian 

rhythm has also been observed in animal models of arthritis such as collagen- and 

adjuvant-induced arthritis (22). Disease symptoms in chronic inflammatory disease, 

especially in the case of RA, often exhibit a circadian variation, with an increase in 

disease severity before the onset of the active phase, which is correlated to the circadian 

maxima in proinflammatory cytokines levels. It is generally believed that in addition to 

the disrupted cortisol circadian rhythm, there is an inadequate secretion of cortisol in 

comparison to the ongoing inflammation, a phenomenon termed adrenal insufficiency. 

Therefore, there are complex interactions between the chronically elevated 
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proinflammatory cytokines and the HPA axis, the dynamics of which are yet to be 

elucidated (23,24).  

On the other hand, as mentioned above, HPA axis activity is highly dynamic in 

nature, and exposure to low-level chronic stressors can also result in habituation or 

adaption to chronic stress regimen (25). Habituation to the chronic stress regimen 

involves a return to basal HPA axis activity upon repeated exposure to the same stressor. 

Such a habituating response is often deemed physiologically beneficial, as prolonged 

increases in the activity of the HPA axis can be deleterious to the survival of the host. 

However, a stress-habituated state does not indicate a return to normal physiological 

functioning of the HPA axis, and often a novel stressor induces a disproportionately large 

adrenal response. This phenomenon, termed chronic stress sensitization, has been 

observed in a number of investigations, studying the habituation to a variety of different 

stressors. Evidence suggests that there is an alteration in the HPA feedback network in 

response to the chronic stressor, with some studies suggesting a decrease in the 

glucocorticoid receptor negative feedback, while others suggest an increase in adrenal 

sensitivity of the HPA axis (26).  

1.3.2 Pharmacological	Manipulation	of	GC	Circadian	Rhythms	
Exogenous administration of synthetic GCs is used to treat a variety of 

inflammatory and autoimmune disorders, such as rheumatoid arthritis. The key 

consideration in the administration of synthetic GCs has been to use an efficacious dose 

and duration of exposure that is as low as possible, in order to limit side effects of GC 

therapy. Excessive plasma GC levels concentrations over prolonged period of time can 

result in a number of side effects including weight gain, osteoporosis and hyperglycemia 
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(21). Furthermore, administration of synthetic GCs at supraphysiological doses often 

results in adrenal suppression, a reduction in endogenous cortisol production, due to the 

inhibitory feedback effects of GCs. Due to the temporal dynamics of the HPA axis, a 

time-of-day dependent response of the HPA axis to the administration of synthetic GCs 

has been considered. Studies investigating the chronotherapeutic administration of GCs, 

have revealed that administration of GCs before the onset of the rising phase, results in 

lower suppression of the adrenal GC production in comparison to administration during 

the end of the active phase (27). Clinical trials studying the effects of low-dose modified 

release (MR) prednisolone on RA symptoms have revealed that administration of MR 

prednisolone at 10 PM such that it is released at 2:00 AM results in an improvement in 

self-reported joint pain and early morning stiffness. In fact, a study by Kirwan et al. has 

shown that HPA axis activity might even be enhanced with late night low-dose MR 

prednisone administration resulting a higher early morning peak and lower evening 

minima (28).  

1.4 Outline	of	Dissertation	

It is evident that the circadian dynamics of the HPA axis are critical determinants 

of HPA axis activity and of much physiological significance. Mathematical modeling 

enables the development and testing of hypotheses within a quantitative framework that 

can provide mechanistic insight and a systems-level understanding into complex 

biological phenomena (29). In subsequent chapters, we will use semi-mechanistic ODE 

models to investigate the circadian dynamics of the HPA axis with the aim of providing 

an improved understanding of the possible mechanisms contributing to the observed 

differences in pathological and basal HPA axis activity. Chapter 2 discusses the 



   

 

9 

development of a mathematical model with the aim of identifying the types of regulation 

in a signaling network that can yield results that qualitatively represent the important 

circadian pathophysiological features of experimentally induced models of arthritis. 

Chapter 3 addresses the hypothesis that differential sensitivity and negative feedback 

within the HPA axis network lead to the observed sex differences glucocorticoid 

circadian rhythms. Moreover, we aim to predict specific functionally relevant adaptations 

that might occur in the HPA network upon exposure to chronic stress. Finally, in Chapter 

4 we used a semi-mechanistic mathematical model of the HPA axis to study the influence 

of chronic chronopharmacological intervention on endogenous HPA axis activity. 
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CHAPTER	2: Mathematical	 Modeling	 the	 Circadian	
Dynamics	 of	 the	 Neuroendocrine-Immune	
Network	in	Experimentally-Induced	Arthritis	

2.1 Background	

Rheumatoid arthritis (RA) is a systemic, chronic inflammatory disease that is 

characterized by elevated proinflammatory cytokine levels, synovial inflammation and 

cartilage and bone loss (30). The mechanisms by which the disease is triggered are yet to 

be elucidated. More work has however, been done in characterizing the disease 

pathophysiology and understanding the mechanisms of disease progression. It has been 

well documented that clinical symptoms in RA patients exhibit pronounced circadian 

rhythms with increased pain and stiffness in the early morning hours coinciding with the 

start of active phase (31). This variation in disease severity is correlated with the 

circadian rhythms of proinflammatory cytokines. Furthermore, the hypothalamic-

pituitary-adrenal (HPA) axis, a critical component of the neuroendocrine system, has 

been shown to modulate the secretion of proinflammatory cytokines and is thought to be 

an important regulator of disease activity (32). A number of investigators have 

hypothesized that adrenal insufficiency; the inability of the HPA axis to mount an 

adequate anti-inflammatory in response to ongoing chronic inflammation in RA might 

contribute to disease pathophysiology (33). Moreover, a disruption in the circadian 

rhythms of cortisol has been observed in patients with high disease activity (31). A 

mechanistic understanding of the complex interactions between the hypothalamic-

pituitary-adrenal (HPA) axis and the proinflammatory cytokines of the immune system 

can provide important insights into RA pathophysiology and the optimization of 
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treatment regimens. In this regard, mathematical modeling has been used to support 

systems-level investigations aimed at understanding how circadian dynamics arising due 

to interactions between multiple physiological systems contribute towards overall disease 

pathophysiology(34).  

2.2 Approach	

In this work we discuss the development of a mathematical model in order to 

evaluate the dynamic interactions between the HPA axis and pro-inflammatory cytokines, 

and their downstream effects on paw edema, a key disease end-point in CIA. In 

particular, we investigate the changes in circadian rhythms of key HPA axis mediators, 

such corticosterone (CORT) and pro-inflammatory cytokines after induction of CIA, that 

ultimately result in circadian variability in paw edema. Moreover, we simulate the 

phenomenon of adrenal insufficiency that has been observed in both CIA as well as RA 

patients (33). 

The model accounts for circadian variability in the expression of primary 

mediators of the HPA axis, proinflammatory cytokines and a critical disease endpoint in 

characterizing severity of experimental arthritis; paw edema.  Furthermore, we account 

for the light-mediated entrainment of the autonomous oscillations of these 

neuroendocrine-immune mediators. The model builds on our previous work (35-38) and 

is essentially composed of three components; a central oscillatory compartment that 

simulates the circadian secretion of corticosterone (CORT) (37) in the HPA axis, a 

peripheral compartment that captures the downstream effects of secreted CORT on 

proinflammatory cytokine expression, and finally, a compartment that accounts for the 
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disease endpoints, specifically, paw edema.  A schematic illustrating the various 

glucocorticoid and cytokine signaling pathways considered in our model is shown in 

Figure 1.  

 

Figure 1: Model schematic for glucocorticoid and cytokine inter-regulation during arthritis progression 
(corticosterone is labeled CST). The two tolerance mechanisms are depicted in red. 

2.2.1 HPA	axis	and	Glucocorticoid	Receptor	Dynamics	
The central compartment describes the self-sustaining circadian release of CORT 

from the HPA axis, as a result of the negative feedback loop formed between 

corticotrophin releasing hormone (CRH), adrenocorticotropic hormone (ACTH), and 

CORT itself. This central signaling pathway is approximated mathematically by 

Equations 1-4, which represent a Goodwin oscillator modified to include Michaelis-

Menten degradation kinetics in the hypothalamic, pituitary and adrenal regions in order to 
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avoid the use of unrealistically high Hill coefficients (39).  Briefly, CRH production in 

the hypothalamus is described by a zero-order synthesis term and results in the 

production of ACTH in the pituitary [Equation 3] ACTH is released into systemic 

circulation and eventually stimulates the secretion of CORT from the adrenals. This is 

accounted for by the first-order synthesis term for CORT   [Equation 4]. Finally, the 

glucocorticoid receptor-mediated effects of CORT result in inhibition of ACTH and CRH 

secretion, thus closing the negative feedback loop. There is evidence that the basal 

dynamics of the HPA axis are characterized by both a circadian as well as a pulsatile 

ultradian rhythm (8). However, for simplicity, our model approximates the true dynamics 

by accounting for only the circadian rhythmicity of the HPA axis.  

Furthermore, the free-running circadian rhythms of the HPA axis are entrained by 

the hypothalamic suprachiasmatic nucleus (SCN) to a 24-hour period. The SCN 

integrates photic signals from the environment and functions as the central endogenous 

pacemaker of the physiological circadian clock (2). Arginine vasopressin (AVP) release, 

which is induced by light, has been shown to strongly inhibit the release of CRH and 

consequently adrenal CORT in rats (40), while it is shown to have a stimulatory effect on 

HPA axis activity in humans (41). Therefore, vasopressin release is responsible for low 

levels of circulating CORT levels in the inactive phase of nocturnal animals. These 

observations suggest that inhibitory and excitatory effects of vasopressin release in rats 

and humans respectively, is not due to the direct action of vasopressin on CRH neurons 

but due to activation of inhibitory or excitatory neuronal pathways regulating the release 

of CRH (8). Therefore, we hypothesize that light entrains the rhythm of corticosterone to 

a 24-hour period by regulating the degradation of CRH (38) [Equation 1].  
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We use a pharmacodynamic glucocorticoid model previously developed by our 

group to describe the dynamics of glucocorticoid receptor signaling in both the HPA axis 

as well as in the peripheral cells (36).  The model simulates the transcription of GR 

mRNA (𝐺𝑅!"#$) and the subsequent translation of GR protein (𝐺𝑅) [Equations 8, 9, 13, 

and 14]. Briefly, CORT binds to cytoplasmic GR to form a complex, (𝐷𝑅), after which a 

fraction of the complex is eventually translocated to the nucleus, 𝐷𝑅(𝑁). Once in the 

nucleus the hormone-receptor complex binds to multiple downstream glucocorticoid 

responsive elements (GREs) to mediate its regulatory effects. 

 
𝑑𝐶𝑅𝐻
𝑑𝑡 =

𝑘!!
𝐾!! + 𝐷𝑅 𝑁 !"#

− 𝑉!!.
𝐶𝑅𝐻 ∙ 1+ 𝑙𝑖𝑔ℎ𝑡

1+ 𝑙𝑖𝑔ℎ𝑡
𝐾!! + 𝐶𝑅𝐻

 

 

 

 

 

Eq.  1 

 

 𝑙𝑖𝑔ℎ𝑡 = 1    𝑓𝑟𝑜𝑚  6: 00 𝐴𝑀 < 𝑡 < 6: 00 𝑃𝑀 Eq.  2 

 𝑒𝑙𝑠𝑒, 𝑙𝑖𝑔ℎ𝑡 = 0  

 Mechanism A  

 𝑑𝐴𝐶𝑇𝐻
𝑑𝑡 =

𝑘!!.𝐶𝑅𝐻
𝐾!!!! + 𝐷𝑅 𝑁 !!

!"#
+

𝑘!"#$_!"#$𝐶𝑦𝑡!"#
𝐾!"#$!! + 𝐷𝑅 𝑁 !!

!"#

− 𝑉!!.
𝐴𝐶𝑇𝐻

𝐾!! + 𝐴𝐶𝑇𝐻
× 1+

𝑉!" ∙  𝑀!"

𝐾!"!" +𝑀!"  

 

Eq.  3  
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 𝑑𝐶𝑂𝑅𝑇!"#
𝑑𝑡 = 𝑘!!.𝐴𝐶𝑇𝐻 − 𝑉!!.

𝐶𝑂𝑅𝑇!"#
𝐾!! + 𝐶𝑂𝑅𝑇!"#

 
Eq.  4  

 

 Mechanism B  

 𝑑𝐴𝐶𝑇𝐻
𝑑𝑡 =

𝑘!!.𝐶𝑅𝐻
𝐾!! + 𝐷𝑅 𝑁 !!

!"#
+

𝑘!"#$_!"#$𝐶𝑦𝑡!"#
𝐾!"#$ + 𝐷𝑅 𝑁 !!

!"#
− 𝑉!!.

𝐴𝐶𝑇𝐻
𝐾!! + 𝐴𝐶𝑇𝐻

 

 

Eq.  5 

 𝑑𝐶𝑆𝑇!"#
𝑑𝑡 = 𝑘!!.𝐴𝐶𝑇𝐻× 1+

𝑉!" ∙  𝑀!"

𝐾!"!" +𝑀!" − 𝑉!!.
𝐶𝑂𝑅𝑇!"#

𝐾!! + 𝐶𝑂𝑅𝑇!"#
 

Eq.  6 

 𝑑𝑀
𝑑𝑡 = 𝑘!! ∙

𝐶𝑦𝑡!"#$!"#
𝑘!"
!"#$ + 𝐶𝑦𝑡!"#$!"#

− 𝑘!"#𝑀 

 

Eq.  7  

 

 𝑑𝐺𝑅!"#$,!"#
𝑑𝑡

= 𝑘!"!!"# . 1 −
𝐷𝑅 𝑁 !"#

𝐼𝐶!"!"# + 𝐷𝑅 𝑁 !"#
− 𝑘!"#.𝐺𝑅!"#$,!"# + 𝑘!!!"#!

∙
𝐶𝑦𝑡𝛾3!"#

𝑘!_!"#$%
𝛾3 + 𝐶𝑦𝑡𝛾3!"#

 

 

Eq.  8  

 

 𝑑𝐺𝑅!"#
𝑑𝑡 = 𝑘!"#,!" .𝐺𝑅!"#$,!"# + 𝑟! . 𝑘!" .𝐷𝑅(𝑁)!"#

− 𝑘!". 𝐶𝑂𝑅𝑇!"# .𝐺𝑅!"# − 𝑘!"#,!" .𝐺𝑅!"# 

 

Eq.  9  
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 𝑑𝐷𝑅!"#
𝑑𝑡 = 𝑘!". 𝐶𝑂𝑅𝑇!"# .𝐺𝑅!"# − 𝑘! .𝐷𝑅!"# 

 

Eq. 10   

 

 𝑑𝐷𝑅(𝑁)!"#
𝑑𝑡 = 𝑘! .𝐷𝑅!"# − 𝑘!" .𝐷𝑅(𝑁)!"# 

 

Eq.  11 

 

 𝑑𝐶𝑆𝑇!"#
𝑑𝑡 =

1
𝜏!"#

. 𝐶𝑂𝑅𝑇!"# − 𝐶𝑂𝑅𝑇!"#  

 

Eq.  12  

 

 𝑑𝐺𝑅!"#$,!"#
𝑑𝑡 = 𝑘!"#,!"#. 1−

𝐷𝑅 𝑁 !"#

𝐼𝐶!",!"# + 𝐷𝑅 𝑁 !"#
− 𝑘!"#.𝐺𝑅!"#$,!"#

+ 𝑘!"_!"#! ∙
𝐶𝑦𝑡!!!"#

𝑘𝑝𝐺𝑅𝑐𝑦𝑡
!! + 𝐶𝑦𝑡!!!"#

 

 

Eq.  13  

 

 𝑑𝐺𝑅!"#
𝑑𝑡 = 𝑘!"#,!!!"# .𝐺𝑅!"#$,!"# + 𝑟!𝑘!"𝐷𝑅 𝑁 !"# − 𝑘!". 𝐶𝑂𝑅𝑇!"# .𝐺𝑅!"#

− 𝑘!"#.𝐺𝑅!"# 

 

Eq.  14  

 

 𝑑𝐷𝑅!"#
𝑑𝑡 = 𝑘!". 𝐶𝑂𝑅𝑇!"# .𝐺𝑅!"# − 𝑘! .𝐷𝑅!"# 

 

Eq.  15  
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2.2.2 Cytokine	Activation	of	Glucocorticoid	Signaling	
It has been well established that proinflammatory cytokines such as interleukin -

1β (IL-1β), interleukin-6 (IL-6), and tumor necrosis factor (TNF-α) are potent activators 

of the HPA axis (42). In vivo evidence strongly suggests that the activation of the HPA in 

response to acute inflammatory stress is strongly dependent on pituitary and 

hypothalamic CRH expression (42). However, a number of studies demonstrate that in 

spite of elevated CORT levels there is decreased CRH expression at the onset of 

inflammation in response to chronic inflammatory adjuvant-induced arthritis, with 

minimum CRH expression being reached at peak disease severity (43-45). This 

paradoxical decrease has been observed in Lewis (46), Wistar (47) and Piebald-Viral-

Glaxo (43) strains of rat and is thus, thought to be a common mechanism in the 

pathogenesis of adjuvant-induced arthritis. Taking these observations in to consideration, 

we postulated that proinflammatory cytokines activate the HPA axis independently of 

CRH. This is mathematically represented by the proinflammatory cytokine term in 

Equation 3.   

In developing our model, we also consider the effects of chronic inflammation on 

glucocorticoid receptor (GR) signaling dynamics. It has been established that the 

proinflammatory cytokines TNF-α, IL-1β and IL-6 upregulate the expression of the GR 

mRNA (48). Studies by Earp et al. have demonstrated increased GR mRNA expression in 

collagen-induced arthritis (49), suggesting that proinflammatory cytokines upregulate GR 

 𝑑𝐷𝑅(𝑁)!"#
𝑑𝑡 = 𝑘!𝐷𝑅!"# − 𝑘!"𝐷𝑅(𝑁)!"# 

 

Eq.  16 
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mNRA expression. We represent this positive regulation by the cytokine dependent 

synthesis term in GR mRNA equations in both central and peripheral cells [Equations 8 

and 13].   

2.2.3 Proinflammatory	Cytokine	Dynamics	
Cytokines are considered to be the most important molecular mediators in the 

pathogenesis of RA. For instance, it is thought that the deterioration of articular cartilage 

and the surrounding bone is largely facilitated by proinflammatory cytokines, such as IL-

1β, IL-6, and TNF-α, both in human RA as well as in animal models of the disease. For 

simplicity, we consider a single lumped cytokine term in order to describe the time-

course of proinflammatory cytokines after induction of the disease. We model the 

transcription of cytokine mRNA in peripheral cells, and the subsequent translation of the 

protein in [Equations 17 and 18]. Peripheral CORT inhibits the production of the 

cytokine mRNA through a GR mediated indirect response mechanism and in our model 

is also assumed to be responsible for the generating the cytokine circadian rhythm. 

Moreover, the peripheral cytokine protein is also transported to the HPA where it can 

stimulate neuroendocrine activity. The delay in cytokine signal to the HPA axis is applied 

by using a single transit compartment with a mean transit time of about 10 minutes 

[Equation 21]. This is in agreement with experimental observations where IL-1β 

administration in vivo results in increased ACTH secretion with about 5-10 minutes (48). 

In general, a delay is observed in the onset of cytokine upregulation once the 

animals are inoculated. We model this delay by simple transduction using a sequence of 

transit compartments.  The number of transit compartments can be adjusted to fit an 

experimentally observed time delay, as was done in our previous work (37,49). However, 
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since we are interested in a qualitative model of disease progression we choose a number 

of transit compartments that is representative of the experimentally observed delay 

[Equation 19 and 20]. In order to simulate the induction of the disease, the value of 𝑘!"# 

in Equation 19 is increased to a new disease steady-state value, while in simulations of 

healthy animals, 𝑘!"# = 0.   

Finally, we attempt to simulate the phenomenon of adrenal insufficiency, which 

refers to perceived inability of the HPA axis to mount an effective anti-inflammatory 

response to the elevated cytokine levels observed in chronic RA and animal models of the 

disease. A number of theories have been proposed to explain the onset of adrenal 

insufficiency in chronic inflammatory diseases. Straub et al. suggest that in contrast to the 

situation in acute inflammation, chronically elevated proinflammatory cytokine levels 

inhibit HPA axis activity resulting in the low HPA axis response relative to ongoing 

inflammation (50). On the other hand, Edwards has recently proposed that 

proinflammatory cytokines stimulate 11β-hydroxy steroid dehydrogenase (51), an 

enzyme that catalyzes the conversion of inactive cortisone to cortisol (52). This results in 

increased cortisol levels which negatively feedback to the HPA axis and inhibit further 

cortisol secretion. Ultimately, these theories suggest that the apparent adrenal 

insufficiency is due to downstream effects of proinflammatory cytokine signaling in 

chronic inflammation. Recent work by Wolff et al. demonstrated that CORT shows an 

initial increase in response to elevated proinflammatory cytokines in CIA rats followed 

by an eventual decline suggesting the onset of tolerance as the disease progresses. Thus, 

we postulate an indirect response tolerance mechanism to model this phenomenon. 

Indirect response models are frequently used in pharmacokinetic/pharmacodynamic 
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models and were originally used to capture a delay in the response of a measured variable 

of interest in response to a stimulus of interest especially, when the intermediate events 

between the onset of the stimulus and the response of the measured variable cannot be 

explicitly stated (53). Since, the complex regulatory mechanisms involved in the onset of 

adrenal insufficiency are yet to be elucidated, we find indirect response modeling 

particularly appealing in capturing the possible implicit interactions between variables of 

interest (54), which in our case are the interactions between CORT and proinflammatory 

cytokines. Therefore, we use an indirect response tolerance mechanism where chronically 

elevated cytokine levels lead to the stimulation of a hypersensitive tolerance mediator, M 

[Equation 7] We consider two hypothetical mechanisms by which this tolerance 

mediator might act on the HPA axis to reduce corticosterone secretion relative to ongoing 

inflammation under chronic conditions. In the first, Mechanism A, we assume that 

activated tolerance mediator inhibits HPA axis signaling. This is represented in Equation 

3 and 4, where M effectively acts to decrease ACTH concentrations, by increasing the 

clearance of ACTH in arthritic conditions, and thereby reducing corticosterone secretion. 

In the second mechanism (Mechanism B), the activated tolerance mediator instead further 

increases corticosterone concentrations [Equation 5 and 6] in response to chronically 

elevated proinflammatory cytokine levels. We hypothesize that the increased 

corticosterone levels would result in greater negative feedback to the HPA via a GR-

mediated mechanism [Equation 8] leading to the eventual desensitization of the HPA 

under conditions of chronic inflammation. Due to the hypersensitive response of M, 

homeostatic levels of cytokines, like those present in healthy controls, do not activate the 
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tolerance mechanism. Parameter values for both mechanisms are presented in Table A1 

(Appendix). 

 

𝑑𝐶𝑦𝑡!"#$
𝑑𝑡 = 𝑘 !!!"#𝑇𝐶!"#!!! + 𝑘!!!"#_!"#$× 1−

𝐷𝑅 𝑁 !"#

𝐼𝐶!"!"# + 𝐷𝑅 𝑁 !"#

− 𝑘!"!!"#_!"#$𝐶𝑦𝑡!"#$ 

 

 

Eq.  
17  

 

 𝑑𝐶𝑦𝑡!"#
𝑑𝑡 = 𝑘!"!"#_!"#𝐶𝑦𝑡!"#$ − 𝑘!"#!"#!"#𝐶𝑦𝑡!"# 

 

Eq.  
18  

 

 𝑑𝑇𝐶_𝐶𝑦𝑡!
𝑑𝑡 = 𝑘!!"#× 𝑘!"#_!"# − 𝑇𝐶_𝐶𝑦𝑡!  

 

Eq.  
19 

 

 𝑑𝑇𝐶_𝐶𝑦𝑡!
𝑑𝑡 = 𝑘!!"#× 𝑇𝐶_𝐶𝑦𝑡!!! − 𝑇𝐶_𝐶𝑦𝑡!  

Eq.  
20  

 

 𝑤ℎ𝑒𝑟𝑒 𝑛 = 15  

 𝑑𝐶𝑦𝑡!"#
𝑑𝑡 = 1 𝜏!"# ∙ 𝐶𝑦𝑡!"# − 𝐶𝑦𝑡!"#  

 

Eq.  
21  
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2.2.4 	Paw	Edema	Dynamics	
We consider paw edema as an indicator of disease severity in arthritic conditions. 

Paw edema progression is modeled as a result of the stimulation by proinflammatory 

cytokines and loss of the produced edema through a first order decay term. We 

hypothesize that a slight delay exists between the onset of increased proinflammatory 

cytokine expression and onset of the rise in paw edema. For instance, it has been 

observed that levels of cytokines, chemokines, and cytokine receptors were significantly 

higher before disease onset in individuals who subsequently developed RA in comparison 

to control subjects who did not develop RA (55). This delay is incorporated by making 

the rate constant for paw edema generation dependent on the final cytokine transit 

compartment, 𝑇𝐶_𝐶𝑦𝑡!. Moreover, this enables us to avoid circadian variation in the paw 

size during healthy conditions.  

 

2.2.5 Cosinor	Rhythmometry	Analysis	
Cosinor rhythmometry is a commonly used technique in the analysis of both 

experimental and simulated circadian data. We employed cosinor analysis to estimate 

characteristic parameters of the circadian rhythms of the neuroendocrine-immune 

mediators. This enabled us to quantitatively evaluate changes in circadian rhythm of 

various model species in our simulations of chronic inflammation.  

 𝑑𝑃𝐴𝑊
𝑑𝑡 = 𝑘!"#$%! + 𝑘!"#_!"×𝑇𝐶_𝐶𝑦𝑡!×𝐶𝑦𝑡!"# −

(𝑃𝐴𝑊 − 𝑃𝐴𝑊!)
𝑃𝐴𝑊!

 

 

Eq.  22 
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Briefly, cosinor analysis involves the fitting of a sinusoid to the dataset using non-

linear regression. Depending on the nature of the data, one can attempt to fit a single 

component sinusoid, or multiple sinusoids. For the purposes of our simulation, we were 

able to achieve sufficient resolution with a single-component sinusoid.  

Thus, the regression model can be represented as  

 
𝑌 𝑡 = 𝑀 + 𝐴 ∙ 𝑐𝑜𝑠

2𝜋 𝑡 − 𝛷
𝜏 + 𝜀 

 

E

 Eq.  

23 

 

Where,  

1. M is the MESOR (Midline Estimating Statistic Of Rhythm): The MESOR is a 
rhythm adjusted mean 

2. 2A is the measure of the predictable change within the data (the amplitude) 
3. 𝛷 is the acrophase of the rhythm. 
4. 𝜏 is an estimate of the period of oscillation 
5. ε are the errors accounting for the difference between model predictions and data 

observations. 

Sensitivity Analysis: A local sensitivity analysis is performed to gain insight into the 

corticosterone dynamics predicted by our model both in the nominal healthy state and in 

response to the elevated cytokine levels in the arthritic state. As in previous studies by 

our group (56) and others (35) we use a relative sensitivity coefficient computed as the 

product of the absolute sensitivity function (the partial derivative of the of the response 

variable to changes in the parameter of interest) and the ratio of the nominal value of the 

parameter to the nominal output of the signal.  
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Where 

 𝑁𝑀 𝑎𝑟𝑒 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑠 

𝑦 𝑖𝑠 𝑡ℎ𝑒 𝑠𝑡𝑎𝑡𝑒 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑤ℎ𝑜𝑠𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑖𝑠 𝑏𝑒𝑖𝑛𝑔 𝑠𝑡𝑢𝑑𝑖𝑒𝑑 

𝑝!  𝑎𝑟𝑒 𝑡ℎ𝑒 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑜𝑓 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 

Since, we were primarily interested in the dynamics of CORT predicted by the 

model, we use its profile as the response variable in calculating the sensitivity 

coefficients. Parameters are individually varied by 1% and the sensitivity coefficients are 

calculated for each parameter accordingly. For the simulated arthritic state of the model, 

parameters are perturbed before the simulated onset of the disease to determine the 

change in response of the system to elevated disease state proinflammatory cytokine 

levels.  

2.3 Results	

Our model aims to characterize the effects of chronic inflammation on the 

circadian dynamics of proinflammatory cytokines and HPA axis hormones. Figure 2, 

shows the time course of cytokines both in simulated healthy control conditions as well 

as in arthritic conditions. The disease was induced at an arbitrarily selected time, 𝑡!"# >
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0, in order enable visual comparison of changes in cytokine levels before and after 

disease induction. A noticeable delay is observed in the upregulation of proinflammatory 

cytokines after disease induction together with a marked loss in circadian rhythm. 

Furthermore, cytokine levels remain elevated over the entire time course of the simulated 

experiment, thus indicating a state of chronic inflammation. These features are in 

qualitative agreement with results from experimental models of rheumatoid arthritis (49).  

Figure 2 also shows the corresponding time-course of CORT, while Figure 3 

shows that time-course for CRH and ACTH, for both mechanisms of adrenal 

insufficiency. Cosinor analysis [Table A2 (Appendix)] demonstrates that the circadian 

rhythm of the HPA axis hormones is entrained by light to a steady state 24-hour period 

over the entire time-course of the simulated experiment. Interestingly, both postulated 

mechanisms of the adrenal insufficiency (Mechanisms A and B) yield qualitatively 

similar profiles of HPA axis mediators. Model simulations predict a marked increase in 

the CORT levels corresponding to the upregulation of proinflammatory cytokine levels 

after disease induction [Figure 2C and 2D]. This increase in CORT levels is 

accompanied by a slight decrease in the amplitude of CORT oscillations. However, these 

CORT levels are not maintained, and there is an eventual decrease in mean CORT release 

in response to chronically elevated cytokine levels, due to the activation of the postulated 

tolerance mechanism. Moreover, this decrease is accompanied by a further loss in 

circadian rhythmicity of CORT. Cosinor analysis reveals that although mean CORT 

levels decrease, they do not return to the levels present in healthy controls and remain 

slightly elevated for the entire duration of the simulated experiment.  
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Figure 2: Time-course of proinflammatory cytokine protein when onset of tolerance is due to a) mechanism 
A and b) mechanism B, respectively.  Time-course of CORT when onset of tolerance is due to c) mechanism A and d) 
mechanism B, respectively. Inset images depict the circadian profile in indicated regions of the time-course profiles of 

the respective mediator.  
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Figure 3: Time-course of CRH when onset of tolerance is due to a) mechanism A and b) mechanism B, 
respectively. Time-course of ACTH when onset of tolerance is due to c) mechanism A and d) mechanism B, 

respectively. Inset images depict the circadian profile in indicated regions of the time-course profiles of the respective 
mediator. 

 

On the other hand, there is a significant decrease in the mean expression of CRH 

[Figure 3C and 3D], in spite of the increase in CORT levels. Although CRH levels 

increase slightly after the activation of tolerance mediator, they remain distinctly lower 

when compared to levels in healthy controls. Similar to the other HPA axis hormones, 

ACTH [Figure 3A and 3B] also shows a discernable decrease in amplitude of oscillation 

after induction of the disease. There is a substantial decrease in diurnal ACTH maxima 

and a slight increase in its diurnal minima. Interestingly, model simulations predict that 

maximum CORT levels show a relatively small decrease in spite of the marked decrease 
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in maximum ACTH levels, as revealed by respective time-course profiles [Figure 3A 

and 3B] as well as the cosinor analysis.  

We further consider glucocorticoid receptor dynamics in response to changes in 

CORT and cytokine levels.  We find that both GR protein and mRNA initially show a 

sharp decrease in expression corresponding to transient increase in CORT levels and 

onset of increased proinflammatory cytokine levels [Figure 4]. However, there is an 

eventual increase in both GR mRNA and protein levels after the onset of tolerance in 

comparison to those observed in the healthy state accompanied by a decrease in 

amplitude of oscillation. 

 

Figure 4: Time-course of GR mRNA when onset of tolerance is due to a) mechanism A and b) mechanism B, 
respectively. Time-course of GR when onset of tolerance is due to c) mechanism A and d) mechanism B, respectively. 

Inset images depict the circadian profile in indicated regions of the time-course profiles of the respective mediator. 
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Figures 5 and 6 compare the circadian profile of the HPA axis hormones, 

proinflammatory cytokines and glucocorticoid receptor expression over a 48-hour time 

period representative of the rhythm in healthy controls and after the onset of tolerance for 

both mechanisms, respectively. It can be seen that the CRH and ACTH profiles peak 

slightly earlier than the CORT profile accounting for the time required for the signal 

transduction along the HPA axis. Moreover, it can be seen from the cosinor analysis that 

CORT profiles peaks just before the onset of the dark period. A number of experimental 

studies have established that CORT levels peak slightly before the start of the active 

phase, which is during the dark period for nocturnal animals, such as rats considered in 

our model (57). The decrease in amplitude and change in mean value of oscillation are 

clearly discernible in these profiles. Furthermore, there is a noticeable shift in the phase 

of oscillation towards earlier time points in the circadian profiles for ACTH, CORT, 

proinflammatory cytokines as well as glucocorticoid receptor mRNA and protein. Using 



   

 

30 

cosinor analysis we estimated this change in phase to be approximately 10 hours

 

Figure 5: Circadian profile over a 48-hour period in healthy controls (blue) and arthritic conditions (red) 
when onset of tolerance is due to mechanism A for a) CRH, b) CORT, c) ACTH, d) Peripheral cytokine protein, e) GR 
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mRNA in the HPA, f) GR protein in the HPA. Note the change in y-axis scale in d).

 

Figure 6: Circadian profile over a 48-hour period in healthy controls (blue) and arthritic conditions (red) 
when onset of tolerance is due to mechanism B for a) CRH, b) CORT, c) ACTH, d) Peripheral cytokine protein, e) GR 

mRNA in the HPA, f) GR protein in the HPA. Note the change in y-axis scale in d). 

 

Model simulations predict a constant steady-state paw size for healthy control 

simulations. However, there is almost a three-fold increase in paw size due to the 

formation of paw edema as a result of the chronically elevated proinflammatory 

cytokines [Figure 7A and 7B]. A diurnal variation in paw edema is evident in the 

simulated arthritic state [Figure 7C and 7D]. Moreover, comparing the circadian 

rhythms of proinflammatory cytokines and paw edema [Figure 7E and 7F], it can be 

observed that this rhythmic variation in the disease end-point is well correlated to the 

circadian rhythm exhibited by the proinflammatory cytokines in the arthritic state. 
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Figure 7: Paw edema progression over time course of simulation when onset of tolerance is due to a) 
mechanism A and b) mechanism B, respectively. Circadian variation of paw edema in arthritic conditions when onset 
of tolerance is due to c) mechanism A and d) mechanism B, respectively. Paw size in healthy controls is maintained at 

a constant value in healthy controls. Comparison of circadian rhythm of proinflammatory cytokines and circadian 
rhythm in paw edema in arthritic conditions when onset of tolerance is due to e) mechanism A and f) mechanism B, 

respectively. Note the change in y-axis scale in c), d), e) and f). 

 

Sensitivity coefficients for each parameter are calculated as shown in Equation 

24. The results of the sensitivity analysis are shown in Figures 8A and 8B for both the 

mechanisms respectively.  The magnitude of the sensitivity coefficients are comparable 

to models that we have previously developed (56). The analysis reveals that in the 

healthy state, which is considered to be the nominal state of the system, the model output 

is most sensitive to perturbations in estimated parameters associated with Goodwin 
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oscillator of the HPA axis (i.e. Equations 1-6). Furthermore, the sensitivity coefficients 

for most of the parameters are lower in the arthritic state of the model than in the healthy 

state of the model.  
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Figure 8: Sensitivity coefficients calculated as per Equation 24. for a) mechanism A and b) mechanism B in 
the simulated healthy state and in response to elevated cytokine levels in the arthritic state, respectively. 
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2.4 Discussion	

The neuroendocrine hormonal regulation of the immune system has received a 

great deal of research attention in relation to its importance in the pathophysiology of 

chronic inflammatory diseases. Rheumatologists routinely administer glucocorticoids in 

the treatment of RA due to their potent anti-inflammatory and anti-proliferative effects 

(58-60). Moreover, a number of studies have investigated the possibility of altered 

endogenous glucocorticoid regulation by the HPA axis in rheumatic diseases.  

In general, increased glucocorticoid secretion is observed in studies on animal 

models of both adjuvant-induced and collagen-induced arthritis. Evidence suggests that 

cortisol levels in RA patients with low to moderate disease activity remain largely 

unchanged in comparison to healthy controls, while patients with severe RA show 

elevated cortisol levels (31).  However, it is widely considered that the anti-inflammatory 

glucocorticoid response is inadequate in relation to the ongoing inflammation in both RA 

and animal models of the disease (61-65). This phenomenon, termed adrenal 

insufficiency, is generally evaluated by comparing the glucocorticoid hormone-

proinflammatory cytokine ratio in arthritic conditions to that in healthy control conditions 

(33). In a recent study by Wolff et al. a marked increase CORT levels was observed on 

day 1 after induction of collagen-induced arthritis in rats. However, CORT 

concentrations returned to levels comparable to those in healthy controls by day 5, in 

spite of IL-1β levels showing a steady increase over the duration of the experiment (64). 

This behavior was also observed for ACTH expression in the same study. In agreement 

with the general pathological features exhibited in experimental studies, our model 

simulations reveal a transient rise in CORT levels due to the upregulation of 
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proinflammatory cytokines regardless of the mechanism of adrenal insufficiency. This 

transient increase is due to activation of the HPA axis as a result of upregulated cytokine 

levels soon after disease induction. Subsequently, the model predicts that this increase in 

CORT levels is quickly followed by the onset of tolerance. This results in a relative 

decrease in CORT levels, although they are still significantly elevated in comparison to 

CORT levels in healthy controls. Therefore, taken together, our simulations suggest that 

as in the phenomenon of adrenal insufficiency; the HPA axis cannot mount a sustained 

anti-inflammatory response in the presence of chronically elevated levels of 

proinflammatory cytokines.  

Despite the increase in CORT levels our model simulations reveal that CRH 

expression decreases in arthritic conditions when compared to healthy controls. As 

discussed in previous sections, a number of studies report a paradoxical decrease in CRH 

levels despite of the increased HPA axis activity. Conversely, it has been observed that 

the decrease in CRH levels in adjuvant-induced arthritis is accompanied by an increase in 

the arginine vasopressin (AVP) expression. Therefore, it has been hypothesized that AVP 

may be the primary mediator responsible for the observed increase in HPA axis activity 

in response to chronic inflammatory conditions in adjuvant-induced arthritis (43,66). 

Furthermore, a number of studies demonstrate that vasopressin is an inhibitor of CRH 

secretion in nocturnal animals such as rats and mice, with increased vasopressin activity 

being correlated with decreased CRH expression (40).  Evidence suggests that the 

observed CRH decrease as result of altered HPA axis activity is characteristic of the 

pathophysiology of a number of other experimental models of immune-mediated diseases 
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such as experimental allergic encephalomyelitis (67), eosinophilia-myalgia syndrome 

(46), and systemic lupus erythematosus (32,68).   

It has been established that a multitude of biological processes, critical to the 

maintenance of homeostasis are under precise circadian regulation. Chronic circadian 

disruption has been implicated in increasing the susceptibility to a number of chronic 

inflammatory diseases including RA, diabetes, obesity and cancer (69-71). Furthermore, 

a number of studies report a disruption of neuroendocrine and immune circadian rhythms 

in human and experimental RA. A number of studies on animal model of adjuvant-

induced arthritis have observed that elevated CORT levels have been associated with a 

blunted circadian rhythm (65,72,73). Interestingly, this has also been observed (61) 

(31,74) in patients with high RA activity. In a study by Sarlis et al., which studied HPA 

axis activity in adjuvant-induced arthritis, it was observed that CORT and ACTH levels 

were higher in the inactive phase when compared to healthy controls. Similar behavior 

was observed in salivary cortisol levels in patients with high disease activity, where 

cortisol levels did not significantly drop after the afternoon maximum (62).  Model 

simulations seem to be in general agreement with these experimental observations. Our 

simulations describe a loss in CORT rhythm, as indicated by the decreased amplitude and 

furthermore, show that while the diurnal maxima for CORT is largely unchanged the 

diurnal minimum is markedly elevated.  

On the other hand, in our simulations the diurnal peak of the ACTH circadian 

rhythm is clearly lower while its minima is elevated. Mean ACTH levels are slightly 

higher when the onset of tolerance is due to mechanism A, while they are lower when 

adrenal insufficiency is achieved by mechanism B as shown by the mesor value in the 
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cosinor analysis [Table A2 (Appendix)]. Considering the striking decrease in the 

circadian peak of ACTH, it is interesting to note that the corresponding maximum for 

CORT is substantially unchanged. Although such a finding has not been corroborated by 

experimental studies with animal models of rheumatoid arthritis, Straub et al. observed 

that RA patients had a higher cortisol-ACTH ratio in comparison to healthy controls (75). 

Moreover, RA patients with a relatively lower cortisol-ACTH ratio were more likely to 

respond positively to anti-TNF-α therapy than patients with a high cortisol-ACTH ratio. 

Under healthy conditions it is considered that the cortisol-ACTH ratio is strictly 

regulated, however, under arthritic conditions it is hypothesized that this ratio increases 

due to alterations in regulatory network between the HPA axis and adrenals glands 

resulting in cortisol secretion being seemingly decoupled from the corresponding ACTH 

signal. A possible cause for this decoupling could be attributed to the ability of 

proinflammatory cytokines to stimulate the cortisol secretion from the adrenals 

independently of the HPA axis (75,76). Our model suggests that such an observation 

might be due to the increased negative feedback from the cytokine-induced increase in 

CORT levels to CRH and ACTH resulting in lower levels of these mediators.  

Model simulations also predict an initial decrease in GR mRNA and protein 

expression followed by an eventual increase to a level higher than the corresponding 

expression levels in healthy controls. In agreement with our results, Earp et al. observed 

an increase in GR mRNA expression following induction of the disease in CIA rats (49).  

IL-1β and TNF-α are widely considered to be the primary mediators of chronic 

inflammation in rheumatoid arthritis. Experimental evidence from both animal models 

and human patients seems to support this view (64,77). However, often IL-6 is used as a 
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marker for chronic inflammation in rheumatoid arthritis as it is the most easily 

measureable of the three primary proinflammatory cytokines (64). Cytokine levels in 

both animal models of the disease as well as RA patients are found to be up to 10 times 

as high as in healthy controls (49,78).  The cytokines in our simulation results have a 3-

fold increase in mean levels. Furthermore, Seres et al. report that the circadian rhythm of 

IL-1 is suppressed in adjuvant-induced arthritis, while the amplitude of IL-6 circadian 

expression increases. A suppression of cytokine rhythms has also been observed in 

fibroblasts isolated from synovium of RA patients, which showed weak rhythmic 

expression as compared synovial fibroblasts isolated from osteoarthritic patients, 

suggesting that there is damping of the circadian rhythm of cytokines in RA patients. 

Furthermore, simulation results also show an advance in the phase of the 

circadian rhythm for both neuroendocrine hormones as well as the cytokines. This 

suggests that alterations in HPA axis signaling regulation in response to chronic 

inflammation might result in the observed phase advance. Our model simulations are in 

qualitative agreement with these findings from both animal models and human studies. 

Seres et al. report a phase advance in IL-1β circadian rhythm but a phase delay in the 

circadian rhythm of IL-6 in a model of adjuvant-induced arthritis (73). Further, Li et al. 

showed that rats with CIA exhibited a significantly earlier and higher IL-6 peak, with a 

nearly inverted CORT rhythm (79). Interestingly, Neeck et al. (61) also observed that in 

RA patients with low to moderate disease activity cortisol maxima and minima were 

shifter to earlier times of the day. Moreover as mentioned earlier, these patients also had 

higher cortisol levels with blunted amplitude. However, other studies report a broadening 

of the cytokine peak with a shift to later times of the day, resulting in an effective rise in 
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amplitude (80).  It is well established that the expression of proinflammatory cytokines is 

regulated by the expression of components of the circadian clock, including Cry (70), 

Bmal1 (81) and Clock (82). However, in our model cytokine oscillations are driven only 

by CORT oscillations and we do not explicitly account for circadian clock control of 

cytokines. This might be able to explain some of the discrepancy between experimental 

findings and the cytokine phase relationships predicted by our model. 

The sensitivity analysis reveals that the parameters associated with the Goodwin 

oscillator have the highest sensitivity coefficients of the estimated parameters (parameters 

6, 8 and 9). This is expected considering that the dynamics of the model are largely 

determined by the equations representing the Goodwin oscillator [Equations 1-6]. 

Further, since we use the CORT profile as the primary response variable in calculating 

the sensitivity coefficients, it is not surprising that k!", the rate of CORT synthesis and 

V!", the rate of enzymatic degradation of CORT (parameters 8 and 9, respectively) are 

amongst the most sensitive parameters. Furthermore, the parameters associated with the 

dynamics between corticosterone and the glucocorticoid receptor (parameters 16 and 19, 

which were obtained from literature) also contribute significantly to model sensitivity. 

The model output is probably sensitive to perturbations in these parameters, since they 

directly influence the amount of 𝐷𝑅 𝑁 , which determine the extent of CORT feedback 

to CRH and ACTH. Interestingly, the sensitivity analysis of a similar model of the HPA 

axis by Sriram et al. also found that the model output was most sensitive to perturbations 

in parameters associated with glucocorticoid receptor dynamics. Notably, the model is 

much less sensitive to perturbations in parameters in the arthritic state than in the nominal 

healthy state as can be observed from the lower values of the sensitivity coefficients 
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(Figures 8A and 8B). This is likely due to the relatively strong feedback term of the 

elevated cytokine levels to the HPA axis equations; forcing the system towards a more 

stable state. Such a response is applicable to experimental models of arthritis, such as 

adjuvant-induced arthritis and collagen-induced arthritis, which are generally used to 

model the severe late stage of the disease (83,84) primarily associated with high levels of 

monokines such as TNF-α, and IL-1β (85). 

Finally, it is well established that disease related symptoms in patients of chronic 

inflammatory diseases, such as RA, exhibit distinct circadian rhythms (31,78,86-89).  For 

instance patients report maximum severity of symptoms such as joint pain, stiffness and 

functional disability in the early morning hours (start of the active phase), with mild to 

moderate disease active in the evening (end of the active phase). Furthermore, it is 

observed that the diurnal variation in disease symptoms is well correlated with the 

circadian rise in the levels of proinflammatory cytokines and conversely, the circadian 

decrease in levels of CORT. Circadian rhythms have also been observed in rodent models 

of experimental inflammation such as carrageenan-induced paw edema (90,91) Our 

model simulations are in qualitative agreement with these experimental observations, 

where the paw edema peak is correlated to the cytokine peak.  

In conclusion, our model qualitatively captures key features of RA 

pathophysiology. Through the model simulations we are able to relate chronic 

upregulation of proinflammatory cytokine with incidence of adrenal insufficiency and the 

circadian disruption of critical mediators of the neuroendocrine and immune systems. We 

also show that both postulated mechanisms of adrenal insufficiency result in qualitatively 

similar profiles of neuroendocrine and proinflammatory mediators. Furthermore, our 
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work highlights the importance of accounting for circadian dynamics while studying the 

interactions between the neuroendocrine and immune signaling pathways. It is interesting 

to note that loss in amplitude and change in phase of the rhythms resulted solely from the 

model dynamics and were not explicitly accounted for in the model equations. Our model 

suggests that the activation of the postulated tolerance mechanisms results in the 

manifestation of symptoms characteristic of chronic inflammation in RA, such as a 

significant loss in diurnal rhythm of the HPA axis hormones and the supposed decoupling 

of ACTH and CORT signaling. However, the model has some important limitations. The 

model assumes that circadian rhythm of the cytokines is generated only by the circadian 

oscillations of CORT from the Goodwin oscillator. However, it has been established that 

proinflammatory cytokines have their own intrinsic circadian rhythm and regulated by 

the peripheral circadian clocks, independently of the HPA axis. This limits the extent to 

which our model can capture the dynamics of the proinflammatory cytokines in the 

arthritic state. Moreover, we do not consider the interactions between the sympathetic 

nervous system mediator, norepinephrine, the other important stress response mechanism, 

and the HPA axis as well the proinflammatory cytokines.  

Though our model predictions are largely qualitative in nature, we were able to 

identify regulatory structures of signaling networks that could qualitatively capture key 

pathophysiological features of the disease; such as the apparent adrenal insufficiency, 

loss of circadian amplitude in the arthritic state, and possible alterations in the phase of 

the rhythm of the HPA axis mediators. We consider two alternative hypothetical 

mechanisms for the onset of adrenal insufficiency, which yield qualitatively similar 

results. Future work could involve further incorporating the mechanisms by which 
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regulatory intermediates (such as 11-βHSD) involved in the feedback of cytokines to the 

HPA axis might result in its altered signaling in both animal model of arthritis as well as 

in the human disease. Thus, the model developed here provides a foundation for further 

work on the significance of circadian rhythms in neuroendocrine-immune signaling in 

chronic inflammatory diseases.  
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CHAPTER	3: Modeling	 the	 Sex	 Differences	 and	
Individual	 Variability	 in	 the	 Activity	 &	 Stress	
Response	 of	 the	Hypothalamic-Pituitary-Adrenal	
Axis		

3.1 Background	

3.1.1 Sex	Differences	in	HPA	Axis	Regulation	
Numerous studies have documented the existence of sex differences in the 

secretion of CORT under both basal conditions as well as in response to precursors of 

CORT, and a variety of psychological and physiological stressors (11). It is generally 

thought that these sex differences are primarily mediated by the differential influence of 

the circulating gonadal hormones on the HPA axis during both development and in adult 

life (12,92). Studies show that in general estrogens sensitize the HPA axis response to 

stressors and increases basal HPA axis activity, while testosterone has the opposite 

effects (11). Evidence suggests that ovarian steroids also impair GR-mediated negative 

feedback with studies showing higher levels of corticosterone at the end of stress 

application in rats receiving estradiol (93,94). Furthermore, GR agonists suppress stress-

induced corticosterone and ACTH responses to a greater extent in ovariectomized female 

rats in comparison to rats treated with estradiol (95).  Accordingly, a number of studies 

have shown that gonadectomy in rats, results in the dampening of HPA axis activity in 

female rodents, while it increases basal HPA axis activity in males (12). Studies have also 

shown that HPA axis activity varies with the estrous cycle in rodents, with females 

showing higher CORT levels during the proestrous phase of the estrous cycle, when 

circulating levels of estrogen are at their highest (14).   
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Atkinson and Wadell (23), using chronobiological assays and standard cosinor 

models, found prominent sex differences in CORT circadian rhythms, with female rats 

exhibiting more pronounced rhythms than male rats. The extent of these differences 

varied with the stage of the estrous cycle, with the highest mean levels of CORT being 

found in females in the proestrous phase. Furthermore, no significant differences were 

found in ACTH levels between males and females during the course of the estrous cycle. 

Such studies have led investigators to hypothesize that the development and expression of 

sex differences in the HPA axis emerge predominantly due to differences in the 

sensitivity and negative feedback within the HPA axis caused by the influence of the 

gonadal steroids.  

3.1.2 Allostasis		&	the	Exposure	to	Chronic	Stress		
Glucocorticoid circadian rhythms enable the host to adjust its behavior and 

physiology in anticipation of regular periodic changes in environment, such as the daily 

variability in light, temperature, food availability and environment stressors (96-98). 

Therefore, the maintenance of appropriate circadian rhythmicity has important functional 

implications and preserves host homeostasis by appropriately synchronizing a multitude 

of internal physiological processes to the external environment (21). Disruptions in 

glucocorticoids rhythmicity are associated with the incidence of many complex diseases 

such as rheumatoid arthritis, diabetes, and breast cancer(99). Even short periods of 

misalignment of homeostatic cortisol rhythms in human subjects participating in 

controlled forced de-synchronization experiments are associated with the signs of insulin 

resistance (100). Additionally, the HPA axis also occupies a central role in responding to 

unpredictable and threatening environmental stressors (101). The stress-responsive 
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behavior of the HPA axis is further tuned by the circadian activity of its mediators. 

Exposure to an acute stressor results in the stimulation of the HPA axis and the 

sympathetic nervous system leading to the production and release of stress hormones 

such as, norepinephrine and glucocorticoids as well as other mediators such as cytokines, 

which interact within a vast physiological network and enable the host to actively re-

establish homeostasis (102).  

The concept of allostasis was introduced as an alternative hypothesis to explain 

the process by which the host actively maintains physiological stability (homeostasis) 

through appropriate deviations in critical physiological mediators from their basal activity 

levels in the face of both predictable and unpredictable environmental demands(103,104). 

Defined as the “maintenance of stability through change”, allostasis, as proposed by 

Mcewen, offers a more precise and integrated description of the regulation of host fitness, 

physiological stressors, and the stress response than offered within the framework of 

homeostasis (105). While homeostasis is conventionally thought to be based on negative 

feedback architectures that restore physiological variables to their basal states upon their 

deviation by stressors (106-108), allostasis describes a labile equilibrium by which 

critical physiological mediators actively deviate from basal levels to trigger adaptive 

mechanisms that enable the host to cope with perceived stressors and subsequently re-

establish homeostasis. Thus, within the allostatic framework, transient deviations in 

cortisol and other stress hormones from their basal predictive activity levels in response 

to stressors followed by their gradual return to pre-stress levels is considered to be 

beneficial by promoting host survival through the appropriate activation of immune 

processes and channeling of energetic resources (109,110).  
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However, chronic deviation of regulatory mediators from their basal levels 

through prolonged activation results in a physiological cost, termed “allostatic 

load”(111). Thus, chronic physiological stress resulting in sustained stimulation of the 

HPA axis leads to the accumulation of allostatic load and is associated with detrimental 

health outcomes, including depression, post-traumatic stress disorder (PTSD) and 

cardiovascular and metabolic disorders (111-113). Given that glucocorticoid mediated 

signaling effects have profound implications for host survival and fitness, it has been 

suggested that there is considerable selective pressure for the precise coordination of the 

mechanisms regulating HPA axis activity such that they maintain cortisol levels within an 

optimal operating regime. In such a context habituation of the HPA axis, such that 

glucocorticoid levels return to pre-stress levels in response to repeated or chronic 

exposure to the same stressor can provide the host with fitness advantages by allowing it 

to optimize energetic resources and prevent the persistent pathological dysregulation of 

downstream glucocorticoid-responsive signaling mechanisms as a result of the 

chronically disrupted glucocorticoid levels (114-116). However, successful habituation to 

chronic stress regimens requires the activation of further adaptive allostatic regulatory 

mechanisms, which might alter the homeostatic functioning of physiological systems 

when the host is exposed to novel environments or stressors. Certainly, habituation to 

chronic stress does not necessarily imply a removal of the allostatic load, and failure to 

resolve the chronic stressor might eventually result in the long-term disruption of 

glucocorticoid rhythms, further compromising homeostasis.  

Such chronic accumulation of allostatic load is ultimately thought to result in an 

altered energetic state of the host (103,117). Considering the practical difficulty in 
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measuring changes in energetic expenditure and intake in a variable environment, it is 

suggested that monitoring changes in the concentrations of the physiological mediators of 

energy balance such as glucocorticoids can be indicative of allostatic state of the host 

(111). However, in the case of a habituating allostatic adaptation to chronic exposure of 

stress, when little discernible change in the levels of glucocorticoids occurs, it becomes 

increasingly difficult to characterize the allostatic state of the system. In such cases, a 

modeling-based approach can be a particularly useful tool for generating and evaluating 

experimentally verifiable hypotheses(118).  

In the present work, we use a semi-mechanistic light-entrainable model of the 

HPA axis that accounts for circadian rhythmicity in the expression of its primary 

mediators in order to address the hypothesis that differential sensitivity and negative 

feedback within the HPA axis network lead to the observed sex differences CORT 

circadian rhythms. Moreover, we aim to predict specific functionally relevant adaptations 

that might occur upon its habituation to chronic stress (119).  

3.2 Approach	

We consider sex differences in the circadian rhythms of the activity of HPA axis 

hormones, since it provides a more complete representation of sexually dimorphic 

activity in comparison to studies including only a single time-point. To evaluate the 

above-mentioned hypothesis, we use three tunable parameters; one representing the 

adrenal sensitivity of CORT to ACTH, and two parameters representing the strength of 

GR-mediated negative feedback to CRH and ACTH respectively.  
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A schematic description of the primary interactions included in the model is 

depicted in Figure 9. The model captures both the sequential feed-forward induction of 

CORT whereby; CRH induces pituitary ACTH release, which stimulates the release of 

CORT from the adrenals, as well as the GR-mediated negative feedback of CORT on its 

precursors. A key assumption in our work is that the topological representation of the 

male and female HPA network is identical and does not explicitly account for any 

differences in biochemical signaling pathways that might result in sex differences in 

CORT circadian rhythms. Therefore, any differences between males and females will 

only be as a result of a difference in parameters of interest in the model. The processes 

represented by the parameters central to our hypothesis [Figure 9] include adrenal 

sensitivity, and the GR-mediated negative feedback, (labeled in green and black, 

respectively), while the remaining processes are defined by parameters common to both 

sexes. Thus, as depicted schematically in Figure 9, we assume that the gonadal hormones 

facilitate the expression of sex differences in the HPA axis through biochemical 

mechanisms that ultimately modulate processes represented by the three tunable 

parameters.  
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Figure 9:  Schematic of the primary interactions modeled in the HPA axis. The influence of gonadal steroids, 
estrogen and testosterone, on the HPA axis is lumped into three tunable parameters representing the strength of 

glucocorticoid-mediated negative feedback and adrenal sensitivity within the HPA network.  

 

Each of the primary mediators of the HPA axis, CRH, ACTH and CORT are 

represented by separate dynamical variables [Equations 31-33]. CORT negative 

feedback is captured by a pharmacodynamic model for glucocorticoid receptor dynamics 

[Equations 35-37], developed by Ramakrishnan et al. (36) and accounts for the 



   

 

51 

contributions of the free, bound fractions of cytoplasmic and nuclear glucocorticoid 

receptor (GR) species as well as GR mRNA. For simplicity, we only account for negative 

feedback through GR-mediated mechanisms and do not consider MR-mediated 

mechanisms in our model.  

As in SA 1, hypothalamic CRH, which is described by zero-order synthesis and 

Michaelis Menten degradation kinetics [Equation 31], proportionately stimulates the 

release of ACTH at the pituitary [Equation 32], which subsequently stimulates the 

synthesis of CORT [Equation 33]. Finally, Equations 31 and 33 also capture the ability 

of CORT to inhibit the synthesis of its precursors through a glucocorticoid receptor-

mediated mechanism, where Ki determines the strength of inhibition by CORT. In doing 

so, CORT binds to the cytoplasmic glucocorticoid receptor, which is determined by a 

second-order rate constant. The transcriptional and translational dynamics of the 

glucocorticoid receptor are also accounted for in Equations 34 and 35. Upon binding of 

CORT the cytoplasmic receptor-glucocorticoid complex translocates to the nucleus 

[Equation 37] to facilitate glucocorticoid-mediated gene expression, which for our 

purposes is limited to the negative feedback of CORT on its precursors as well as the 

synthesis of the glucocorticoid receptor mRNA.  

 In modeling the circadian rhythms of nocturnal rodents in our study we assume 

that light indirectly induces the degradation of CRH based on the mechanism suggested 

by Kalsbeek et al. whereby the light-mediated release of vasopressin inhibits CRH 

expression in the neurons of the hypothalamic PVN in nocturnal animals (120). 

Furthermore, a number of studies have shown a delay of approximately ~1-2 hours has 

been observed in the effect of light exposure on plasma cortisol (and CORT) levels (121). 
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However, the exact phase relationship between the onset of light and peak of the CORT 

circadian rhythms depends on both the time-scale of signal transduction as well the 

ability of light to synchronize the intrinsic CORT circadian rhythm via SCN-mediated 

signaling pathways. Since the exact photosensitive and neural signaling mechanisms by 

which light synchronizes the CORT circadian rhythm are yet to be elucidated and are too 

complex to model currently, we use a simple transit compartment model [Equation 26-

29] to capture the approximately 1-2 hour delay between the light onset and its indirect 

effect (denoted by the term 𝑙𝑖𝑔ℎ𝑡!""!#$) on the production of CRH. While a simple step 

function is used to model the onset of light and dark phases [Equation 25], we use a Hill 

function to model the production of 𝑙𝑖𝑔ℎ𝑡!""!#$ [Equation 30] in order to reflect the 

photosensitive response of the light-mediated signaling pathways represented by our 

transduction model.   

Given the experimental observations summarized in the previous section, we use 

our mathematical model of the HPA axis to evaluate the hypothesis that differences in 

male and female corticosterone rhythms are a result of two factors: (i) differences in 

adrenal sensitivity to circulating ACTH levels and, (ii) differential negative feedback 

inhibition of CORT precursors. In our model, the parameters 𝐾!! and 𝐾!! mathematically 

represent the biochemical processes responsible for the glucocorticoid-receptor mediated 

negative feedback of CORT on ACTH and CRH, respectively, while 𝑘!! represents the 

sensitivity of adrenal CORT secretion to ACTH. While it is quite possible that more 

parameters could be different between the male and the female HPA axis, we constrain 

our analysis to the three parameters mentioned above in order to evaluate our hypothesis. 

Importantly, as a first approximation, we assume that the parameters in our model 
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implicitly account for any physiological influence the sex hormones; estrogen and 

testosterone might have in determining the sexual dimorphism in the circadian rhythms of 

the HPA axis. Additionally, we make a further simplification by not explicitly accounting 

for possible sexual dimorphism in the modulation of the HPA axis by stress mediators 

such as the proinflammatory cytokines or any other stress-responsive elements such as 

the sympathetic nervous system. 

 

HPA Axis Mediators 

 𝑙𝑖𝑔ℎ𝑡 = 1             7: 00 ≤ 𝑡 ≤ 21: 00
0             21: 00 < 𝑡 < 7: 00 Eq.  

25 

 𝑑𝑙𝑖𝑔ℎ𝑡!"#$%&!!
𝑑𝑡 = 𝑘! 𝑙𝑖𝑔ℎ𝑡 − 𝑙𝑖𝑔ℎ𝑡!"#$%&!!  

Eq. 26 

 𝑑𝑙𝑖𝑔ℎ𝑡!"#$%&!! !

𝑑𝑡 = 𝑘! 𝑙𝑖𝑔ℎ𝑡!"#$%&! !!! − 𝑙𝑖𝑔ℎ𝑡!"#$%&! ! , 𝑖 = 3 
Eq. 27 

 𝑑𝑙𝑖𝑔ℎ𝑡!"#$%!
𝑑𝑡 = 𝑘! 𝑙𝑖𝑔ℎ𝑡!"# − 𝑙𝑖𝑔ℎ𝑡!"#$%!  

Eq. 28 

 𝑑𝑙𝑖𝑔ℎ𝑡!"#$% !

𝑑𝑡 = 𝑘! 𝑙𝑖𝑔ℎ𝑡!"#$% !!! − 𝑙𝑖𝑔ℎ𝑡!"#$% ! ; 𝑖 = 3 
Eq. 29 

 𝑑𝑙𝑖𝑔ℎ𝑡!""!#$
𝑑𝑡 = 𝑘!"

𝑙𝑖𝑔ℎ𝑡!"#$%&! !
!

𝐾!,!"! + 𝑙𝑖𝑔ℎ𝑡!"#$%&! !
! − 𝑘!"#,!"𝑙𝑖𝑔ℎ𝑡!""!#$(1

+ 𝑘!""𝑙𝑖𝑔ℎ𝑡!"#$% !) 

Eq. 30 

 
𝑑𝐶𝑅𝐻
𝑑𝑡 =

𝑘!!.𝐾!!
𝐾!! + 𝐷𝑅(𝑁)

− 𝑉!!.
𝐶𝑅𝐻 ∙ 1+

𝑙𝑖𝑔ℎ𝑡!""!#$
1+ 𝑙𝑖𝑔ℎ𝑡!""!#$

𝐾!! + 𝐶𝑅𝐻
 

Eq. 31 
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 𝑑𝐴𝐶𝑇𝐻
𝑑𝑡 =

𝑘!!.𝐾!!𝐶𝑅𝐻
𝐾!! + 𝐷𝑅(𝑁)

− 𝑉!!.
𝐴𝐶𝑇𝐻

𝐾!! + 𝐴𝐶𝑇𝐻
 

Eq.  
32 

 

 𝑑𝐶𝑂𝑅𝑇
𝑑𝑡 = 𝑘!!.𝐴𝐶𝑇𝐻 − 𝑉!!.

𝐶𝑂𝑅𝑇
𝐾!! + 𝐶𝑂𝑅𝑇

 
Eq.  
33 

 

 𝑑𝐺𝑅!"#$
𝑑𝑡 = 𝑘!"!!"# . 1−

𝐷𝑅(𝑁)
𝐼𝐶!"!"# + 𝐷𝑅(𝑁)

− 𝑘!"#.𝐺𝑅!"#$ 
Eq.  
34 

 

Glucocorticoid Receptor Pharmacodynamics 

 𝑑𝐺𝑅
𝑑𝑡 = 𝑘!"#,!" .𝐺𝑅!"#$ + 𝑟! . 𝑘!" .𝐷𝑅(𝑁)− 𝑘!". 𝐶𝑂𝑅𝑇 .𝐺𝑅

− 𝑘!"#,!" .𝐺𝑅 

Eq.  
35 

 

 𝑑𝐷𝑅
𝑑𝑡 = 𝑘!". 𝐶𝑂𝑅𝑇 .𝐺𝑅 − 𝑘! .𝐷𝑅 

Eq.  
36 

 

 𝑑𝐷𝑅(𝑁)
𝑑𝑡 = 𝑘! .𝐷𝑅 − 𝑟! . 𝑘!" .𝐷𝑅(𝑁) 

Eq.  
37 

 

 

3.2.1 Calibrating	the	Model	for	Male	and	Female	CORT	Rhythms	
We are primarily concerned with rodent studies, due to the greater reproducibility 

in observations in comparison to results from studies in humans, which are less consistent 

due to methodological issues arising from a difficulty to control for confounding factors 
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such as age, phase of menstrual cycle, circadian rhythmicity, and use of oral 

contraceptives. Experimental data on sex differences in the circadian rhythms of the 

Wistar rat HPA axis was obtained from Atkinson et al. (14). The study compared the 

plasma corticosterone and immunoreactive (I-) ACTH levels in males and females at 

each stage of estrous cycle using a serial blood-sampling technique that allowed for 

continual measurement of the HPA axis hormones throughout the 24-hour circadian 

cycle. All rats in this study were entrained to a 14-hour light/10-hour dark lighting 

schedule. We use an identical light schedule to entrain the HPA axis in our model.  

Atkinson et al. used cosinor analysis to characterize and compare the circadian rhythms 

of male and female rats across the estrous cycle.  

As discussed earlier, we hypothesize that the negative feedback and adrenal 

sensitivity components define the focal points of convergence of the intrinsic sex-

dependent differences; 𝐾!!, 𝐾!! and 𝑘!! and therefore the analysis will focus on those. 

The parameters that account for the glucocorticoid receptor pharmacodynamics are 

obtained from previous work by Ramakrishnan et al. (36). Thus, of the parameters that 

are common to both sexes, we are primarily concerned with estimating the 8 that describe 

the behavior of the primary HPA axis mediators, CRH, ACTH and CORT [Equations 

31-33]. Given that the model equations are non-linear and include feedback, multiple sets 

of sex-specific parameters might yield sexually dimorphic circadian profiles, therefore a 

sampling-based approach was undertaken. More importantly, a sampling-based approach 

is appropriate for our purposes since we are primarily interested in a sex-specific 

parametrization of the model by efficiently identifying possible parameter sub-spaces that 

can qualitatively replicate male and female CORT circadian rhythms. This enables us to 
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parametrically characterize both sex-specific differences in the HPA axis as well as the 

possible systematic variation in parameters that might account for inter-individual 

differences within each sex. Finally, this enables us to infer the properties of the system 

from a range of parameter sets, rather than just a single pair of parameter sets that 

optimally fit the average male and female experimental profiles, respectively (122) . 

Investigators have previously used such a sampling approach to determine multiple 

parametric solutions in calibrating their model (123,124). 

In constructing the sample space, we used a method based on Sobol sequences 

(125). Sobol sequences belong to the class of quasi-random number generators, used to 

produce highly uniform samples of a unit hypercube. Quasi-random number generators 

aim to minimize the discrepancy between the distribution of generated points and a 

distribution of points equally-proportioned across each of the sub-cubes formed by a 

uniform partition of the unit hypercube (126). The algorithms generating Sobol sequences 

form successively finer partitions of the unit interval using a base of 2 and subsequently, 

reorder the generated coordinates in each dimension. We used the implementation 

provided in MATLAB 2016a with the commands sobolset and net, to generate an 

initial quasi-random Sobol point set (127,128). In order to decrease the probability of 

undesired correlations in the initial segments of sequence, we applied a random linear 

scrambling algorithm combined with a random digital shift (129,130) to the initial Sobol 

point-set to generate the final sample space used for each stage of our sampling protocol. 

Briefly, the 14-parameter space is decomposed into two sets: the 8 parameter-set  

common to both sexes and two sets of the 3 sex-specific parameters(𝐾!!, 𝐾!! and 𝑘!!) 

encapsulating sex-dependent influences in adrenal sensitivity. We used the optimized 
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parameter values from our previous work as a nominal parameter set and varied them 

within ±50%, to generate a set of 50,000 Sobol samples (38). Using the male and female 

CORT profiles from Atkinson and Wadell (14), we first identify a representative set of 

parameter values. Subsequently, a targeted sampling of the sex-specific parameters 𝐾!!, 

𝐾!! and 𝑘!! was performed. By using such an approach, we try to avoid biasing our 

model behavior in favor of generating profiles matching those of one sex over the other; 

which might have been possible, were the set of common parameters selected arbitrarily. 

Sriram et al. have adopted an analogous parameter estimation approach in their model of 

the HPA axis for patients with PTSD and depression, where they first determine a shared 

set of parameters following which they estimate parameters central to their hypothesis 

(35). The three sex-specific parameters [Table A3, Appendix] were sampled over a wide 

range of values, while still allowing for a sample size that can be evaluated in a 

computationally reasonable amount of time.  

In order to keep our analysis consistent with that in the study by Atkinson et al., 

we characterize the mean, amplitude and phase of our simulated circadian profiles using 

cosinors fitted to our simulated profiles. We scale all the cosinor parameters from the 

experimental study by the mean of the male cosinor and subsequently calibrate our model 

to the scaled circadian rhythms (54,56). Therefore, we calibrate our model by comparing 

the cosinors fitted to our simulated circadian profiles to the cosinors obtained by 

Atkinson et al in their experiments. The simulated circadian profiles generated by these 

samples were accordingly, selected and classified as “male” or “female” circadian 

profiles if their cosinor parameters were within ±1 standard deviation of the scaled 

experimental cosinor parameters obtained by Atkinson et al. These error criteria are listed 
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in Table A3 (Appendix). Using these criteria enables us to characterize inter-individual 

variability in the HPA axis, while still selecting for parameters that capture the qualitative 

differences between the male and female CORT profiles observed in the experiments. A 

similar procedure to classify model responses has been used in prior work (123). 

3.2.2 Response	to	Bolus	Injection	of	ACTH	
We studied the CORT response to in-silico ACTH stimulation in order to 

determine whether the systems specified by the putative sex-specific parameter spaces 

differ in their responsiveness. A bolus injection of ACTH was simulated as a single pulse 

perturbation in the ACTH rhythm [Equation 32]. A pulse perturbation in ACTH was 

adopted since it simulates a bolus injection of ACTH, a procedure used by number of 

experimental studies in order to determine sex differences in the HPA axis sensitivity 

(11,131). The pulse perturbation was simulated by pausing the integrator at the desired 

time-point for the pulse administration, increasing the concentration of the mediator by a 

constant amount, while keeping the value of all other dynamical variables constant and 

subsequently continuing the integration. This protocol has also been used to simulate 

pulse perturbations in previous in-silico models of the HPA axis (132). We quantify the 

CORT response to ACTH injection by calculating the difference in area under curve 

(AUC) between the stimulated and nominal conditions for 4 hours from the application of 

pulse perturbation for the systems described by male and female parameters sets, 

respectively. Finally, we administer the pulse at multiple time points in order to 

determine whether the model exhibits a time-of-day dependent response to ACTH 

stimulation. The Kruskal-Wallis test was applied to determine statistically significant 

differences between the male and female responses to acute ACTH injection.   
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3.2.3 Regulatory	Adaptation	to	Chronic	Stress		
We aim to characterize putative adaptations occurring in the system by 

determining the possible changes in male and female parameter subspaces exhibited upon 

habituation to chronic stress. In order to simulate conditions of chronic stress, we adopt a 

method previously used by Sriram et al. where, 𝑘!!, the zero-order rate of synthesis of 

CRH, is elevated to a chronically stressed value, thereby resulting in an increase in CRH 

drive within the HPA axis network. Following this, we resample the three sex-specific 

parameters, 𝐾!!, 𝐾!! and 𝑘!!, and repeat the classification procedure described 

previously to identify the “male” and “female” parameter sub-spaces in the chronically 

stressed condition. This process is carried out for two different values of 𝑘!!. 

Subsequently, we study the system response to an acute stressor for male and 

female parameter sub-spaces both in the case of the basal state of the system (a the 

nominal 𝑘!!value, in the absence of chronic stress) as well as in the “chronically 

stressed” states described above. By doing so, we determine possible differences in HPA 

axis responsiveness as a result of the adaptations to chronic stress, and thus attempt to 

quantitatively characterize the cost to adaptation within a more physiologically relevant 

framework.  The acute stressor is simulated as a transient increase in the rate of 

production CRH [Equation 39-40]. The response to the acute stressor is characterized by 

the difference in AUC between the respective stressed and nominal profiles for 4 hours 

from the in-silico administration of the acute stressor. As in the case of the ACTH 

injection, we simulate the stressor at various times during the circadian period of CORT 

to determine whether our model predicts the existence of a time-of-day dependent 

response to the acute stressor. The Kruskal-Wallis test was applied to determine 
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statistically significant differences in the acute stress response between the stressed and 

nominal conditions as well as between the sex-specific acute stress responses. 

 𝑑𝑠𝑡𝑟𝑒𝑠𝑠
𝑑𝑡 = −𝑘!"#$!!.!"#𝑠𝑡𝑟𝑒𝑠𝑠 

E
Eq.  
39 

 

 
𝑑𝐶𝑅𝐻
𝑑𝑡 =

𝑘!!. 1+ 𝑘!. 𝑠𝑡𝑟𝑒𝑠𝑠 .𝐾!!
𝐾!! + 𝐷𝑅(𝑁)

− 𝑉!!.
𝐶𝑅𝐻 ∙ 1+

𝑙𝑖𝑔ℎ𝑡!""!#$
1+ 𝑙𝑖𝑔ℎ𝑡!""!#$

𝐾!! + 𝐶𝑅𝐻
 

 

E
Eq.  
40 

 

 

Finally, in order to study possible inter-individual variability in the adaption to 

acute chronic stress, we used a procedure developed by Lin et al. (133) to symbolically 

partition the acute stress response for the individual male and female parameter sets for 

each of the three cases (no chronic stress, intermediate chronic stress and high chronic 

stress). Briefly, the acute stress response at a specific time-point for the parameters sets 

comprising the three surfaces was pooled together for males and females, respectively, 

and subsequently z-scored. Following this, the z-scored values were partitioned into five 

equiprobable regions, and assigned symbols from 1-5, with 1 and 5 representing the z-

scored values at the lower and upper tails of the normal distribution, respectively. For a 

more detailed review of the procedure the reader is referred to Lin et al (133).   

3.2.4 Cosinor	Analysis	

Cosinor rhythmometry is a commonly used technique for the analysis of both 

experimental and simulated circadian data (134). We employed cosinor analysis to 
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estimate characteristic parameters of the circadian rhythms of the primary HPA axis 

mediators. This enabled us consistently compare the circadian characteristics of our 

simulated data with those obtained from experiment (14).   

Cosinor analysis involves the fitting of a sinusoid to the dataset using nonlinear 

regression. Depending on the nature of the data, one can attempt to fit a single sinusoidal 

component, or multiple sinusoids. For the purposes of our simulation, we use a single 

sinusoid to fit our simulated rhythms in order to keep our analysis consistent with 

analysis carried out by Atkinson and Wadell (14), who, as mentioned above, also use a 

single sinusoid to quantify sex differences in the circadian rhythms of corticosterone and 

ACTH in their experiments.   

The regression model is generally represented as shown in Equation 41, 

where M is the MESOR (Midline Estimating Statistic Of Rhythm), a rhythm adjusted 

mean; 2A is the measure of the predictable change within the data (the amplitude); ϕ is 

the acrophase of the rhythm; τ is an estimate of the period of oscillation; and ε are the 

errors accounting for the difference between model predictions and the data.  

 
𝑌 𝑡 = 𝑀 + 𝐴 ∙ 𝑐𝑜𝑠

2𝜋 𝑡 − 𝛷
𝜏 + 𝜀 

Eq.  41 

 

3.3 Results	

3.3.1 Distinct	Male	and	Female	Parameter	Spaces	
We first determined the most suitable parameter set for the 8 HPA axis 

parameters common to both sexes. Values for these parameters are listed in Table A4 

(Appendix). As detailed in the methods, we fix the values for these 8 common 

parameters along with the parameters for GR receptor dynamics, and subsequently 
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sample only the sex-specific parameters (𝐾!!, 𝐾!! and 𝑘!!) to identify solutions that 

replicate experimental male and female CORT profiles to within ±1 SD of their cosinor 

parameters. The cosinor parameters (mean ± SD) for the simulated CORT profiles are 

presented in the Appendix. Following this procedure, we are able to identify two distinct, 

parameter sub-spaces, which correspond to male and female CORT solutions, 

respectively. The two parameter-spaces are represented as surfaces as shown in Figure 

10. These surfaces are constructed from the Delaunay triangulation of the discrete points 

contained on the surface. Importantly, in agreement with experimental results the CORT 

profiles generated by the parameters sets within the male and female parameter spaces 

capture the significant differences in circadian amplitude between males and females and 

are in good qualitative agreement with experimentally observed CORT circadian rhythms 

[Figure 11]. Notably the parameter sub-spaces exclusively define either male or female 

CORT profiles. Furthermore, the male and female parameter spaces span a relatively 

wide range of parameter values. Interestingly, despite the wide range of values that the 

parameters can assume within each sex-specific sub-space, there appears to be a 

relationship between the three individual parameters, as defined by the surface, such that 

they generate qualitatively similar CORT profiles.  Moreover, there is an inverse 

relationship between the parameter representing the strength of inhibition of CRH by 

CORT (𝐾!!), and the parameter representing the strength of inhibition of ACTH by 

CORT (𝐾!!) for both male and female parameter spaces. It is observed that on average 

the parameter sets that constitute the female parameter space have higher levels of 

adrenal sensitivity (𝑘!!) than the parameters sets constituting the male parameter space.  
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Figure 10: Distinct male (blue) and female (red) parameter spaces for putative sex-specific parameter in the 
model. The parameters sets within these regions satisfy the error criteria shown in Table A3, (Appendix).  
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Figure 11: Representative circadian CORT profiles generated by the parameter sets within each parameter 
space shown in A. The blue dashed line (top) represents the mean of CORT circadian profiles generated by the male 
parameters, while the red dashed line (bottom) represents the mean of the CORT circadian profiles generated by the 

female parameters. The blue (top) and red (bottom) shaded areas represent the standard deviation of the male and 
female simulated CORT circadian profiles, respectively. The black dashed lines represent the experimental cosinors, 
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for male (top) and female (bottom) parameters, respectively. The gray shaded areas represent the standard deviation of 
the male (top) and female (bottom) experimental CORT cosinors, respectively.  

 

The circadian characteristics of the remaining model variables, CRH, ACTH and 

translocated receptor bound CORT (described DR(N)) were determined to gain further 

insight of baseline system behavior. Figure 12A and Figure 12B depict the parameter 

sets composing the surfaces, with the color of the markers denoting the mean of ACTH 

circadian rhythms. We find that the mean value of ACTH remains nearly unchanged for a 

given value of adrenal sensitivity (𝑘!!).  
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Figure 12: Mean levels of ACTH for both male (top) and female (bottom) parameters constituting the 
surfaces in Figure 10. Note the different scales on the color bars for male and female ACTH mean levels.  

Furthermore, the mean value of ACTH generally increases with decreasing 

adrenal sensitivity (𝑘!!) for both in-silico male and female parameter spaces. Figures 13 

and 14 show that while the CORT circadian rhythms are constrained to a relatively 

narrow range of values, there is much more variability in the circadian rhythms of ACTH 
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and CRH, with CRH rhythms showing the greatest variability. This relationship is 

observed for both in-silico male and female solutions.  

 

Figure 13: Representative circadian dynamics of the primary HPA axis mediators, CRH, ACTH and CORT,  
for both male (top, blue) and female (bottom, red) parameter sets. The black dashed lines represent the mean, while 

shaded areas represent the standard deviation of the cosinors for males and females, respectively.  
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Figure 14: Distribution of AUC indicating greater variability in CRH and ACTH activity in comparison to 
CORT activity for in-silico males (top, blue) and females (bottom, red). 

Furthermore, our model predicts that on average the CRH levels are greater in in-

silico females than in males, while, ACTH levels tend to have a higher peak in males than 

in females. Finally, as can be seen in Figure 15 mean levels of nuclear translocated 

receptor bound CORT, DR(N) [Equation 37] are generally higher for in-silico females 

than males. 

 

Figure 15: Representative circadian dynamics of nucleated receptor-bound CORT, DR(N), for both male 
(left) and female (right) parameter sets. The black dashed lines represent the mean, while shaded areas represent the 

standard deviation of the cosinors for males and females, respectively. 

3.3.1.1 Response to Bolus ACTH Injection 

Results presented in Figure 16 were obtained by simulating an ACTH bolus 

injection at multiple time-points during the course of a 24-hour period for profiles 

defined by the male and female parameter sets shown in Figure 10 and depicts the 

difference in AUC between stimulated and nominal conditions for in-silico males and 

females. Interestingly, CORT shows a significant time-of-day dependent response to 

ACTH stimulation. However, despite this significant variation in CORT response, in 



   

 

70 

silico-females, on average, consistently secrete greater amounts of CORT than do in-

silico males.  

 

Figure 16: Time-of-day dependence of the CORT response to ACTH injection, characterized as the 
difference in AUC between stimulated and nominal profiles within the first 4 hours after stimulation.  The mean female 
cosinor is depicted by the solid black line, while the mean male cosinor is depicted by the dashed black line. The blue 

circles and red triangles with error bars depict the difference in AUC for 4 hours from stimulation for males and 
females, respectively. In all cases the female response is statistically significantly greater than the male response at a 

given time point (p<0.01 using the Kruskal-Wallis test). 

 

Finally, comparing the acute stress responses between nominal in-silico males and 

females (without exposure to chronic stress), [Figure 17] our model predicts that females 

have a more pronounced stress response at time-points closer to the transition from the 

dark (active) phase to light (inactive) phase. In all cases considered, our in-silico 

experiments indicate a strong time-of-day dependence in the stress response. 
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Figure 17: The difference in AUC for 4 hours from the application of acute stressor at the indicated time-
points during the day for males (blue circles) and females (red triangles) with nominal  kp1 levels (without chronic 

stress). Asterisks indicate a significant difference between males and females at that time-point, as determined by the 
Kruskal-Wallis Test (p<0.01). 

3.3.1.2 Adaptation to Chronic Stress and Individual Variability 

Within the framework of allostasis, adequate flexibility in glucocorticoid 

responsiveness enables the host to suitably adapt to transient environmental challenges 

(105,117). However, given the important regulatory role of glucocorticoids there is, at the 

same time, basal glucocorticoid activity must be constrained within reasonable 

physiological bounds such that compensatory downstream homeostatic processes 

necessary for host survival are optimally balanced (103). Thus, the physiological need for 

the system to conserve a primary phenotype, namely basal circadian activity, while also 

allowing for adequate stress responsiveness, permits the coexistence of a multitude of 

individually “customized” regulatory strategies (135).  

While transient perturbations in the basal glucocorticoid rhythms in response to 

acute stressors is beneficial, chronic deviation from nominal rhythmicity results in 

dysregulated, potentially pathological, functioning (105). Therefore, to prevent persistent 

dysregulation of glucocorticoid responsive signaling mechanisms, the host can habituate 
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to an unresolved low-level chronic stressor, through adaptations in the relative strength of 

the regulatory arms, thereby enabling the maintenance of homeostatic glucocorticoid 

circadian rhythmicity. However, such adaptations are associated with a physiological 

cost, likely the result of allostatic load accumulation (136).  

As discussed previously (35), chronic stress induced activation of the HPA axis is 

thought occur as a results of increased hypothalamic drive (represented in our model by 

persistently increased values of 𝑘!!). Allostatic habituation to chronic stress results in 

adaptation of regulatory mechanisms so as to maintain basal circadian levels of 

glucocorticoids (in our case, CORT) [Figure 18B, Supplementary Figures S1, S2]. 

These adaptations imply an average increase in the adrenal sensitivity, 𝑘!!of the system, 

while at the same time resulting in increased hypothalamic negative feedback and a slight 

decrease in pituitary negative feedback (increased 𝐾!! levels). Regulatory diversity is 

still observed upon allostatic habituation, as indicated by the ensemble of regulatory 

parameters, which maintain homeostatic rhythms. However, an overall loss of the 

flexibility of the system is also observed in order to maintain these rhythms, as indicated 

by the reduction in the overall area of the surfaces as the level of chronic stress increased. 

In other words, while the system still maintains its regulatory diversity even under 

conditions of chronic stress and allostatic habituation the regulatory flexibility of the 

system is reduced thus, rendering it more challenging to maintain homeostatic rhythms. 
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Figure 18: a) Simulated corticosterone cosinor rhythms that qualitatively match experimentally obtained 
cosinor rhythms as generated by the parameter sets constituting the b) nominal parameter space. There is a balance 

between the three regulatory mechanisms considered here such that they match the experimental rhythms. Upon 
habituation to chronic stress the nominal parameter space (green) allostatically adapts to increasing levels of chronic 

stress such that the system still produces nominal corticosterone rhythms. The allostatic adaptations include a 
substantial increase in the average strength of hypothalamic negative feedback decrease, accompanied by a sharp 

decrease in the range of the Kp1 values that the system can take. Furthermore, there is an increase in the average adrenal 
sensitivity and a slight decrease in the strength of pituitary negative feedback. These adaptations result in a decrease in 

the area of the surfaces with increasing chronic levels of chronic stress, which implies a decrease in underlying 
regulatory flexibility of the system. c) The acute stress response of the system is increased when exposed to a stressor 
in the middle of the inactive phase. (Bottom) We find that at the same level of adrenal sensitivity chronically stressed 

individuals respond more strongly to a subsequent stressor than individuals in the nominal case as shown by the 
increase in individuals with high (yellow) response with increasing levels of chronic stress. d) In both the nominal and 
chronically stressed conditions, the acute stress response increases with increasing adrenal sensitivity. Moreover, we 
find that there is a sensitization of the stress response upon habituation to chronic stress, with individuals with higher 

adrenal sensitivity more likely to exhibit stress sensitization as indicated by the increase in the proportion of parameters 
exhibiting the most robust acute stress response (denoted by the yellow region). 

 

If the system, despite chronic stress and the associated allostatic load, is still able 

to maintain its homeostatic phenotype, it is natural to question whether the regulatory. In 
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order to better quantify the allostatic load and understand the implications of these 

regulatory changes for the functional characteristics of system, we characterize system’s 

response to an acute stressor subsequent to allostatic habituation. The acute stressor is 

simulated by inducing a transient increase in CRH production, as would occur in 

response to a bolus injection of an HPA axis stimulant, such as bacterial 

lipopolysaccharide (137). The HPA response to acute stress is quantified by calculating 

the area under the curve (AUC) of CORT over a 24hr period following exposure to the 

(acute) stress (138). We determine that habituation to chronic stress results in time-of-day 

dependent alterations in the system’s acute stress response. Specifically, after habituation 

to chronic stress, the acute stress response of the HPA axis is sensitized when 

experienced towards the middle of the inactive phase relative to the nominal homeostatic 

state [Figure 18C]. In studying the individual differences in acute stress response in the 

nominal case without exposure to chronic stress, we determined that individuals with 

higher adrenal sensitivity tend to have a more robust acute stress response [Figure 18D]. 

We hypothesized that chronic stress habituation would alter these individual differences 

in acute stress response during the inactive phase. We used a symbolic representation 

method to partition the acute stress responses in order to qualitatively differentiate 

between them(133). We find that chronic stress habituation results in a sensitization of 

the response such that, individuals with same adrenal sensitivity responds more strongly 

in the chronically stressed state [Figure 18D]. Therefore, the sensitization of the acute 

stress response results in a potentially pathological glucocorticoid overexposure of 

downstream host signaling pathways. This phenomenon of chronic stress sensitization 

has been frequently observed experimentally, where habituation to a chronic stressor 
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results in a more pronounced response to an acute stressor in comparison to the 

homeostatic state (26) .    

Intrinsic Ability of Adaptation versus relaxation: The ability of rhythmic 

endogenous systems, such as the HPA axis, to synchronize to environmental, as well as 

internal zeitgebers is of critical evolutionary and adaptive significance (139). The proper 

synchronization of endogenous signaling systems, such as the HPA axis, to both 

environmental as well as internal zeitgebers is of critical adaptive significance(139). 

Under the entraining influence of light, the parametric subspaces shown in Figure 10 

generate glucocorticoid circadian rhythms that match experimental data. However, we 

anticipate that underlying regulatory variability in the system will result in variability in 

its intrinsic entrainment properties and thus, predispose the system to differentially 

respond to frequency fluctuations in an entrainer depending on its regulatory constitution.  

Therefore, as a measure of the adaptability of the system, we aim to determine 

how the entrainment properties of the system vary with putative differences in regulatory 

dynamics, which we suggest might occur either as a result of individual differences or as 

a result of regulatory adaptations to chronic stress exposure. A standard metric for 

evaluating the entrainment characteristics of the endogenous oscillator is to assess the 

range of entrainer periods for which the endogenous oscillator is phase-locked to the 

entrainer as a function of the coupling strength between them(140). The domain of 

entrainment, referred to as the Arnold tongue, is indicative of how responsive an 

endogenous circadian oscillator is to fluctuations in the period of an environmental 

zeitgeber (141-143). The intrinsic entrainment properties of the system exhibit a 

systematic dependence on the strength of negative feedback and adrenal sensitivity 
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within the HPA network. Our model of the HPA axis predicts that in the nominal 

condition (without chronic stress) simulated individuals with higher adrenal sensitivity 

tend to have wider range of entrainment for the same relative zeitgeber strength than 

those with lower adrenal sensitivity [Figure 19A] (greater flexibility in adaptation to 

changing environments).  

Moreover, by comparing the simulated individuals with the same level of adrenal 

sensitivity as shown in [Figure 19B], the simulated individuals that are not subjected to 

chronic stress tend to have the widest domain of entrainment, with the Arnol’d tongue 

becoming smaller with increasing the levels of chronic stress (increasing the value of 

𝑘!!). This implies that despite having maintained homeostatic levels of HPA output, the 

system must adapt its regulatory processes in order to maintain the same adrenal 

sensitivity such that it compromises on its range of entrainment (ability to adapt). 

A related question concerns the ability of the system to absorb perturbations as a 

function of the oscillator’s (HPA axis) characteristics. For a periodic system, this 

property is quantified by the Floquet exponent, which is representative of the system’s 

stability to amplitude perturbations (144). Our simulations show that the calculated 

Floquet exponents decrease with increasing adrenal sensitivity for both the unstressed as 

well as chronically stressed parametric subspaces, respectively. Moreover, we find that at 

a given level of adrenal sensitivity (𝑘!!) the value of the leading Floquet exponent tends 

to increase with the level of simulated chronic stress exposure [Supplementary Figure 

S4, Table A5]. In other words, the more easily the system is entrained, the more sensitive 

it becomes. In agreement with our results, Abraham et al. (142) show both theoretically 

using limit cycle oscillators of varying complexity as well as experimentally for circadian 
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oscillators in the SCN and in fibroblasts that for a given zeitgeber strength the range of 

entrainment of these oscillators varies inversely with the intrinsic amplitude of the 

oscillator [Supplementary Figure S5] and the rigidity of the oscillator given by its 

amplitude relaxation rate (inferred from the Floquet exponent).  

 

Figure 19: a) The domain of entrainment (depicted by the Arnold tongue) decreases with decreasing adrenal 
sensitivity. The parameter set with lowest adrenal sensitivity is depicted in red, that with intermediate adrenal 

sensitivity is depicted in blue and that with the highest adrenal sensitivity is depicted in green (Top). Arnold tongues 
are shown for the three representative parameter sets on the nominal unstressed surface with decreasing adrenal 

sensitivity (Bottom). This implies that simulated individuals with higher adrenal sensitivity are more flexibly entrained 
to changes in the zeitgeber frequency. Parameter t represents the entrainer period, while τ represents the intrinsic period 

of the oscillator. Furthermore, we find that the stability of the system to amplitude perturbations increases with 
decreasing adrenal sensitivity as depicted qualitatively by the rapid return of the system to the stable homeostatic 

oscillatory solution after an acute perturbation (Top). b) The domain of entrainment (depicted by the Arnold tongue) 
decreases with increasing levels of chronic stress for parameter sets at the same level of adrenal sensitivity. The 

parameter set in the nominal unstressed case is depicted in green, the parameter set in the case of intermediate stress is 
depicted in blue, and that in the case of high stress is depicted in red (Top). The width of Arnol’d tongue decreases with 

increasing levels of chronic stress when comparing parameter sets at the same level of adrenal sensitivity (Bottom). 
This implies that chronic stress decreases the ability of the system to be flexibly adapt to changes in the zeitgeber 
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frequency. t represents the entrainer period, τ represents the intrinsic period of the oscillator, A represents the amplitude 
of the entrainer, while A0 represents the entrainer strength. 

 

Response to Transient and Permanent Changes in the Light-Dark Schedule: 

Given that regulatory variability results in differences in the intrinsic entrainment 

characteristics of the HPA axis, we next sought understand the implications of these 

differences for the behavior of the system in response to two cases of physiologically 

relevant perturbations in light/dark schedule. Understanding the system’s response to 

perturbations in the light schedule can provide improved insight into how regulatory 

variability might influence an individual’s tolerance to shiftwork or jet lag (141).  

In the first case, we tested the hypothesis that differences in the regulatory 

constitution of the nominal system resulted in a differential response of the HPA axis to a 

transient inversion (lasting 96h) of the light/dark cycle, meant to simulate the effects of 

shift work. Studies suggest that the maximal circadian phase-shift during shift work is an 

important parameter that might be predictive of tolerance to shift work schedules 

(145,146). Therefore, we characterized the maximal phase shift in the corticosterone 

circadian rhythm after a transient inversion of the light/dark cycle. The maximal phase-

shift is greater for simulated individuals with greater adrenal sensitivity and hypothalamic 

negative feedback [Figure 20A].  

Moreover, comparing these results to those for the domain of entrainment, we 

find that simulated individuals with a smaller domain of entrainment (narrower Arnold 

tongue) are also more resilient to changes in the phase of the corticosterone rhythm upon 

the transient perturbation of the light/dark schedule.  
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Following this, we sought to determine how the underlying regulatory diversity 

influences the time required for the system to re-synchronize following a permanent shift 

in the light-dark schedule. The time to re-synchronization is considered to be an 

important parameter with implications for understanding factors determining tolerance to 

circadian disruption during jet lag (147,148). Similar to the maximal phase perturbation 

following a transient perturbation in light-schedule, we find a parametric dependence of 

the time required for re-synchronization to the new light-dark schedule. Subjects 

exhibiting the maximal phase perturbation in response to a transient change in light/dark 

schedule also exhibit the shortest time to resynchronization upon a permanent change in 

light/dark schedule [Figure 20B]. In other words, subjects who were more susceptible to 

disruption were the fastest to adopt the new photoperiod schedule. Thus, our model 

simulations predict that simulated individuals with the greatest adrenal sensitivity and 

hypothalamic negative feedback take the least time for adaptation. Our results therefore 

highlight an interesting trade-off in that individuals that fare better in accommodating 

transient changes in photoperiod, (shift-work) are not able to adapt as swiftly to 

permanent changes in photoperiod (jet lag) 



   

 

80 

 

Figure 20: a): The maximal phase shift in the CORT rhythm was determined upon a transient inversion in the 
light/dark schedule lasting for 96 hours for the nominal surface. The maximal phase shift decreases with decreasing 
adrenal sensitivity. This implies that simulated individuals with lower adrenal sensitivity are more robust to transient 

perturbations in the light/dark cycle, such as those occurring during rapidly-rotating shift-work. b): The nominal system 
was subjected to an abrupt inversion of the light-dark schedule. The color depicts the time required to resynchronize to 

the new light-dark schedule after this abrupt change. This implies that simulated individuals with higher adrenal 
sensitivity adapt more easily to permanent changes in the light-dark schedule similar to those occurring during trans-

meridian jet-travel, and are thus less susceptible to jet lag.  
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3.4 Discussion	

A tightly controlled regulatory network is necessary for the maintenance of 

appropriate basal activity and responsiveness of the HPA axis (26,149). However, 

numerous observations of significant sex differences in the basal activity of the HPA axis 

as well as in its response to a variety of psychological and physiological stressors, have 

led investigators to suggest differential negative feedback and sensitivity of the HPA axis 

in male and females. The differences in the processes represented by these parameters are 

thought to be primarily mediated by the gonadal steroids, estrogen and testosterone.  As 

discussed in the introduction, these differences in the activity of the HPA axis are thought 

to contribute to the observed disparity in the prevalence of psychiatric, infectious and 

autoimmune disease between males and females. Furthermore, we hypothesize that 

differences in the circadian rhythms of CORT would be indicative of the differential 

regulation of the HPA axis and might also contribute to the observed sex differences in 

HPA axis responsiveness. Therefore, we use a semi-mechanistic model of the HPA axis 

to gain insight into the processes that might be responsible for observed sex differences. 

3.4.1.1 Distinct Parameter Spaces Account for Sex-specific and Inter-Individual 

Regulatory Differences 

Our model of the HPA axis confirms the hypothesis that differences in adrenal 

sensitivity and the strength of negative feedback can indeed account for the significant 

sex differences observed in the amplitude of the CORT circadian rhythm (Figure 11). 

Furthermore, Figure 10 shows the existence of distinct parameter sub-spaces 

representing the multiple parameter sets that correspond to male and female CORT 
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profiles, respectively. Despite the existence of a wide range of male- and female-specific 

parameters sets, it is possible to draw certain general conclusions regarding the 

differences in adrenal sensitivity and autoregulatory negative feedback that contribute to 

the sexually dimorphic CORT profiles in our model. The majority of the parameter sets 

constituting the female parameter space have a greater adrenal sensitivity (𝑘!!) than those 

in the male parameter space. This finding is in agreement with a number of studies, 

which suggest a greater sensitivity to ACTH in the female HPA axis and is thought to 

contribute to the higher basal levels of CORT in females (14,131,150). Estrogen has been 

known to contribute to the greater adrenal sensitivity in females while testosterone has 

been shown to have an inhibitory influence on the HPA axis sensitivity (11,151). 

Furthermore, the model predicts the possibility of differential influence of GR-mediated 

negative feedback at the level of the pituitary (𝐾!!) and PVN (𝐾!!). In general, the model 

predicts a much weaker inhibition of CRH in the female HPA axis, as can be seen from 

Figure 10 where (𝐾!!) levels for in-silico females are higher than those for in-silico 

males. On the other hand, there is a greater overlap between (𝐾!!) levels between males 

and females, with results indicating weaker inhibition of ACTH in males than in females. 

While the exact mechanisms by which negative feedback occurs at the level of the 

pituitary and PVN are yet to be completely elucidated (152,153), it is possible that there 

are differences in the strength of GR-mediated negative feedback of ACTH and CRH 

secretion. While, such a result has been difficult to verify experimentally (11), studies 

suggest that the greater neuronal activity in the limbic regions in males might contribute 

to a stronger inhibition of the PVN and the HPA axis in males in comparison to females 
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(154,155). Moreover, interestingly, estradiol has been shown to potentiate the cortisol-

mediated negative feedback to the pituitary in unstressed humans (156).  

Glucocorticoid circadian rhythms must be maintained within an optimal 

physiological range in order to maintain the proper functioning of various downstream 

homeostatic systems including metabolic, immune and cognitive signaling pathways and 

preserve the well-being of the host (8). Importantly, parameter sets within a sex-specific 

region qualitatively result in largely the same output CORT profile despite relatively 

large quantitative differences between them, as shown in Figures 10 and 11, where each 

sex-specific region spans a wide range of parameter values. We suggest that this 

highlights the large degree of regulatory flexibility inherent to the system. Furthermore, 

the latter results emphasize the existence of a unique quantitative relationship between 

the sex-specific parameters in our model (𝐾!!, 𝐾!! and 𝑘!!) that is approximated 

graphically by the surfaces for each sex in Figure 10. The existence of such a 

relationship between the three sex-specific parameters (𝐾!!, 𝐾!! and 𝑘!!) in our model 

underscores the importance of accounting for compensatory dynamics between the 

processes representing the parameters, such that they produce a considerably similar 

phenotype, the sex-specific CORT rhythm in this case. This is especially important while 

considering an autoregulatory network such as the HPA axis, where dynamic and 

reciprocal regulatory control is an important feature of the network (8,18,157).  

Moreover, we suggest our results emphasize that the existence of these sex-

specific parametric surfaces can viewed as accounting for the inter-individual variability 

inherent in the regulation of the HPA axis, arising out of differences in the three-sex 

specific parameters mediating negative feedback and adrenal sensitivity. A number of 
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studies suggest that much of the interindividual variation in the regulation of HPA axis 

activity can be attributed to gene polymorphisms in functional loci associated with these 

processes (17). Variability in the expression and ligand-binding affinity of GR , an 

essential modulator of glucocorticoid negative feedback in the pituitary and 

hypothalamus is thought to contribute to substantial differences in the HPA axis function 

(158,159). Similarly, significant interindividual differences in adrenal sensitivity have 

been attributed to functional polymorphisms in a number of genes regulating the activity 

of ACTH and it’s downstream signaling mediators (160-162). Such functional 

polymorphisms are thought to contribute to the significant interindividual variation in the 

incidence of a number of disorders associated with HPA axis dysregulation, including 

PTSD and depression (163,164). Moreover, our model predicts that both CRH and 

ACTH exhibit significantly greater variability, as evidenced by the wide range of AUCs 

observed by each of these mediators, compared to that of CORT [Figure 13 & 14]. It has 

been suggested that such variation in mediators might be a result of heritable differences 

in the form of gene polymorphisms as well as epigenetic mechanisms due to differences 

in life history (165). For instance, studies have shown that polymorphisms in genes 

regulating CRH activity are associated with altered CORT response to stimulation despite 

similar baseline CORT levels (166-168). Therefore, we hypothesize that the sub-spaces 

within the male and female parameter regions [Figure 10] might represent the regulatory 

dynamics prevalent in specific sub-populations of interest. Accordingly, it is important 

that these regulatory dynamics are adequately characterized to understand both 

disruptions in activity as well as in devising restorative interventions (169). Thus, while 

we have primarily focused on a sex-specific stratification of parameters, one could 
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envision the existence of similar regulatory landscapes that correspond to populations of 

interest stratified on the bases of age, disease state, ethnicity etc. We suggest that this has 

broad relevance to efforts in precision and personalized medicine that seek to study sex 

differences as well as inter-individual differences by obtaining population-specific 

parameterizations of models of physiological systems (170).  

In order to gain further insight into the behavior of the system and the observed 

relationships between the parameter sets we determined the activity of the other 

mediators involved in the regulation of the HPA axis; CRH, ACTH and receptor-bound 

glucocorticoid levels (DR(N)). Figure 10, shows an inverse relationship between the 

strength of inhibition of CRH (1/𝐾!!) and strength of inhibition of ACTH (1/𝐾!!) for 

both males and female parameter spaces. Interestingly, the mean ACTH levels for a given 

level of adrenal sensitivity (𝑘!!) remains nearly unchanged. This result implies that 

strength of inhibition of CRH (1/𝐾!!) and strength of inhibition of ACTH (1/𝐾!!) are 

regulated such that the CORT profile remains relatively unchanged within the males and 

female parameter regions, respectively. This explains the inverse relationship between the 

two parameters since at similar levels of adrenal sensitivity (𝑘!!) in-silico subjects with 

stronger inhibition of CRH would exhibit weaker inhibition of ACTH such that the 

eventual ACTH drive influencing CORT production remains relatively constant. As 

expected the mean levels of ACTH are inversely related to level of adrenal sensitivity 

[Figure 12]. Furthermore, results presented in Figure 12 suggest that the mean levels of 

ACTH in females are lower than those in males for the majority of parameter sets. This 

further supports the argument that adrenal sensitivity is greater in females than in males. 

Experimental studies have shown that adrenal capacity for CORT secretion in response to 
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the same ACTH stimulus is significantly greater in females. This has been shown to be 

true both in vitro, using adrenal tissue homogenates and in vivo (131,171). Moreover, the 

study by Atkinson and Wadell on sex differences in basal HPA axis activity found that 

females secrete significantly higher basal levels of CORT despite no significant sex 

differences in immunoreactive (I) ACTH (14). Although our results indicate that ACTH 

levels are lower in females, notably they still suggest that females have a greater capacity 

for CORT secretion in response to the same (or in our case, even lower) ACTH drive. 

This discrepancy between our model and experiment might be because we do not 

explicitly account for important biochemical mechanisms relevant to the HPA signaling 

network, since the entire signaling cascade responsible for the ACTH stimulated de-novo 

synthesis of CORT is lumped into a single synthesis term in our equation for CORT 

production [Equation 33]. Moreover, the experiments by Atkinson and Waddell 

measured immunoreactive-(I) ACTH levels, which might not be representative of 

bioactive-ACTH levels (14). Indeed, the ratio of bioactive to immunoreactive ACTH 

levels has been shown to vary during the estrous cycle (172,173).  

CRH levels generally appear to be greater in females than in males [Figure 13]. 

This is in agreement with experimental findings where CRH levels were found to be 

greater in the female PVN under basal conditions (174,175).  This result is interesting 

since parameters were selected such that only CORT profiles were in qualitative 

agreement with experimental findings without imposing requirements on the behavior of 

other mediators of the HPA axis. Figure 15 shows greater receptor-bound CORT 

(DR(N)) levels for in-silico females than males. This implies that, in general, 

glucocorticoid negative feedback in females can be thought to be weaker than in males, 
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since despite the higher levels of receptor-bound CORT, the CORT profile is much more 

pronounced in females. This is supported by experimental evidence, which suggests that 

estrogen might impair GR-mediated negative feedback in female rodents (95,176).  

3.4.1.2 Response to Bolus ACTH Injection 

We simulated the in-silico response of the model to ACTH injection in order to 

determine whether greater adrenal sensitivity in females suggested by higher basal CORT 

levels also resulted in greater stimulus-driven CORT secretion. Further, this enables us to 

determine if the system described by the male and female parameter-spaces behave in a 

concerted, sex-specific manner in response to stimulation. Additionally, an important 

factor that is often not taken into account in most experimental studies is the possibility 

of time-of-day dependent responses to HPA axis stimulation. A temporal dependence of 

the immune response has been investigated by a number of studies (177-179). Therefore, 

we simulated an ACTH injection at various times during the circadian period to see 

whether our model exhibits a time-of-day dependent response as well as to see if this 

putative time-of-day dependence influences the extent to which sex differences are 

observed in the CORT response.  Notably, model results predict a significant time-of-day 

dependence in CORT response to ACTH injection, with the response generally being 

maximal during or near the peak of the circadian rhythm irrespective of sex [Figure 16], 

indicating a significant dependence of the CORT response to ACTH injection on the 

dynamic state of the system. Moreover, our simulations predict that the in-silico female 

CORT response to ACTH is greater than that in males at all the time-points studied, 

suggesting a more pronounced CORT response in females over the entire circadian 

period. Importantly, our results are in agreement with a number of experimental 
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observations, which show that females respond to ACTH injections with a greater 

secretion of CORT with respect to baseline levels in both rodent and human studies 

(131,150,180). Indeed, estrogen has been shown to sensitize the adrenal response to 

ACTH regardless of sex in both rodents as well as in human studies (181-183). 

Therefore, our model predicts that the increased adrenal sensitivity and decreased 

negative feedback responsible for higher basal levels of CORT also result in an increased 

stimulated release of CORT in females. Based on the predictions from our simulations, 

CORT response to stimulation decreases with decreasing levels of CORT for both in-

silico females and males (137,184). Thus, our model predicts a circadian variation in 

adrenal responsiveness to ACTH that arises out of the interacting dynamics between the 

HPA axis hormones. Notably, such a diurnal variation of adrenal responsiveness to 

ACTH has been observed experimentally, with peak responsiveness being observed close 

to the start of the active phase (185).  

Response to Acute Stress 

As shown in Figure 17, our model also predicts a time-of-day dependent sexually 

dimorphic acute stress response under nominal conditions without chronic stress. While 

in-silico females exhibit a substantially stronger response in comparison to in-silico 

males at time-points closer to the end of the active phase and early part of the inactive 

phase the sex difference in the response becomes exceedingly small towards the end of 

the inactive phase and the early part of the active phase. Most studies find that females 

respond stronger than males to acute stressors, however, in some cases there appears to 

be a dependence on the type of stressor used. For instance, in a study by Iwasaki-Sekino 

et al.(174) females exhibited a stronger CORT response to footshock, while a study by 
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Sterrenburg et al.(186) found males to respond more strongly to acute restraint stress. Our 

results deviate from experimental results in this regard likely due to the complexity of the 

stress response, which we are not able to capture in our model. While we consider a 

simplified-CRH driven stress response protocol, in reality the acute stress response 

involves the coordinated activation of multiple hypothalamic centers as well as the 

pituitary and adrenals (26). Furthermore, a variety of acute stress mediators, including 

many proinflammatory cytokines, are known to directly and independently activate the 

pituitary and adrenals, providing an alternate stress-responsive pathway (26,187).  

3.4.1.3 Adaptation to Chronic Stress  

Allostasis proposes that in order to maintain evolutionary fitness, the regulation of 

critical physiological mediators, such as glucocorticoids, must optimize for the 

maintenance of their basal predictive functions (e.g. robust circadian rhythmicity) as well 

as flexibility in their reactive functions (e.g. stress response and adaptation to variation in 

light schedule)(135). This requires the existence of a multitude of regulatory strategies 

(regulatory diversity) that optimize the primary circadian phenotype of the HPA axis 

while balancing flexibility and adaptation in the critical operational phenotype of the 

HPA axis.  

We hypothesize that regulatory diversity is necessary for the HPA axis to 

maintain homeostatic levels of its critical phenotype (i.e., tight operational glucocorticoid 

bounds). However, stress-induced allostatic maintenance of homeostasis, enabled through 

regulatory diversity, comes at a cost as the system, once adapted, needs to trade 

adaptation for responsiveness [Figure 21]. This conceptual framework is reminiscent of 
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the “bow-tie” architectures suggested to underline the function of a multitude of 

physiological systems in their attempt to conserve functionality in the presence of 

operational variability(188,189) exemplifying trade-offs between numerous competing 

requirements. We suggest that an improved understanding of the dynamics of such 

architectures in the context of the HPA axis can provide new insights in to its functioning 

in both health and disease.  

 

Figure 21: The variability in parametric surfaces is indicative of diverse individualized regulatory strategies 
thought which the host can maintain circadian glucocorticoid rhythms, a critical physiological phenotype within narrow 
homeostatic bounds. Furthermore, the underlying regulatory diversity results in flexibility in the response 
characteristics of the HPA axis, specifically its stress-responsive and entrainment properties. These features are 
suggestive of bow-tie architectures found in many complex physiological systems. Moreover, in order to conserve the 
circadian phenotype the system adjusts compensatory regulatory processes in a systematic manner that results in the 
existence of trade-offs between the stress-responsive and time-keeping functions of the HPA axis. Finally, allostatic 
habituation to chronic stress results in specific regulatory adaptations that alter the systems acute stress response and 
entrainment characteristics, indicative of the physiological cost (accumulation of allostatic load) associated with 
adaptation. 

The circadian rhythmicity of endogenous glucocorticoids is partially indicative of 

the master circadian clock, located in the SCN, and has important implications for the 

homeostatic signaling of many physiological systems (1,190). Our results suggest that 

despite substantial regulatory diversity, the HPA axis must adjust compensatory 
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processes to maintain homeostatic levels of its mediators. We hypothesized that the 

existence of these diverse regulatory strategies to conserve the circadian phenotype will 

have significant consequences for the critical operational characteristics of the HPA axis, 

specifically its stress response and entrainment behavior.  

In characterizing the entrainment properties of the system, we determined the 

domain of entrainment of the system (as depicted by the Arnold tongues) and the 

behavior of the system to physiologically relevant perturbations in the light/dark 

schedule. Simulated individuals with a wider domain of entrainment also exhibit the 

largest phase shift in response to an abrupt but transient change (lasting 96 hours) in the 

light-dark cycle. On the other hand, we also find that simulated individuals with largest 

phase disruptions are also able to re-synchronize more quickly after a permanent 

inversion of the light/dark schedule. These results are consistent with experimental 

findings, which have shown that clock with narrow entrainment ranges generally respond 

with smaller phase changes in response to zeitgber stimuli(191,192). Our results highlight 

an important trade-off for all circadian systems between the ability to be a precise time-

keeping mechanism versus the ability to be easily entrained to a rhythmic environmental 

stimulus. Since, the HPA axis conveys circadian information from the central SCN to 

peripheral tissues such a trade-off between entrainability and robust time-keeping 

functions is particularly important to consider (193,194). These dynamics are of 

relevance towards understanding circadian disruption occurring during jet lag and shift-

work. In the context of adaptation to jet lag it might beneficial for the circadian system to 

quickly resynchronize to a change in light schedule, thus preventing prolonged periods of 

internal desynchronization with the external environment (147). On the other hand, 
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studies on shift work have found that individuals exhibiting a high amplitude temperature 

circadian rhythm and a slow adjustment in the phase of the rhythm during the night-shift 

schedule were more tolerant to shift-work in a rapidly rotating shift system, reporting 

medical complaints at a lower frequency in comparison to individuals less resistant to 

shift-work (145,146). Therefore, model simulations predict that individuals with robust 

endogenous glucocorticoid rhythmicity will be more tolerant to rapid shift-work 

rotations, while those with a wide domain of entrainment will be able to flexibly adapt to 

changes in zeitgeber characteristics.  

In addition to its synchronizing purpose, the HPA functions as the primary 

humoral stress response mechanism, with a flexible response to stressful external stimuli 

being essential for host fitness (97,98).  We find that individuals with higher adrenal 

sensitivity exhibit a more robust response to an acute stressor. Moreover, given that the 

system adjusts compensatory regulatory processes in order to maintain the critical 

homeostatic circadian phenotype, we hypothesized that this might result in a systematic 

mutual variation of the response characteristics.  Therefore, we assessed whether the 

regulatory mechanisms of the HPA axis vary in a manner that couples the stress-

responsive and entrainment functions of the HPA axis. Our results suggest that higher 

adrenal sensitivity and negative feedback makes the HPA easier to entrain. Thus we 

predict that individuals with high adrenal sensitivity, and hence a more robust acute stress 

response, will more fluently adapt to jet lag, but will be more susceptible to circadian 

desynchrony due rapidly-rotating shift-work. Therefore, our model highlights the 

existence of a critical trade-off between the two primary physiological functions of the 

HPA axis: its ability to function as a robust timekeeper, resilient to fluctuations in an 
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environment zeitgeber versus its ability to respond to environmental stressors. It is 

suggested that the optimal strategy between the stress responsiveness and entrainability 

on one hand, and robustness of rhythmicity will depend on the differences in individual 

life history and exposure to variable natural habitats (135,195). We hypothesize that the 

regulatory diversity represents phenotypic plasticity where an individual organism is 

capable of modulating its phenotypic state in response to variations in its perceived 

environment so as to minimize transient accumulations of allostatic load (196). Thus 

adopting a robust phenotype might be beneficial to prevent over activation in a highly 

variable natural habitat with frequent exposure to stressors, while adopting a more 

responsive phenotype might be advantageous in a relatively predictable natural habitat 

(165). Therefore, the existence of diverse regulatory schemes might be reflective of 

multiple evolutionarily stable survival strategies in a context specific manner (135).  

Our results indicate that the accumulation of allostatic load, due to chronic stress, 

results in a substantial increase in the strength of hypothalamic negative feedback and 

adrenal sensitivity, accompanied by a reduction in regulatory flexibility [Figure 18B]. It 

might be expected that the increased CRH drive to the system as a result of chronic stress 

must be counterbalanced by an appropriate increase in the strength of inhibition to CRH 

(1/𝐾!!). This increase in inhibitory strength predicted by the model is in general 

agreement with experimental findings where chronic restraint stress has been shown to 

result in increased branching of PFC GABAergic interneurons, suggestive of enhanced 

inhibition of the HPA axis (197,198). A similar enhanced negative feedback phenotype 

has also been observed in response to chronic stress in conditions such as PTSD (199). 

Counter-intuitively, however, we find that our model predicts that the host must also 
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increase its adrenal sensitivity in order to maintain pre-stress CORT circadian rhythms. 

Interestingly, such an increase in adrenal sensitivity to ACTH has been documented in 

rats subjected to chronic stress despite there being no significant differences in basal 

CORT levels between stressed and unstressed conditions (200). These results underscore 

the importance of considering the interdependent autoregulatory feedback of the HPA 

axis network in trying to understand its function in both homeostatic as well stressed 

situations. 

 Our model predicts that exposure to chronic stress results in a decrease in the 

variability and range of the intrinsic amplitude and period of the HPA axis. We suggest 

that the chronic stress-induced decrease in the variability of key regulatory features of the 

HPA axis results in a loss of flexibility of the system, which in turn renders the host more 

susceptible to subsequent environmental stressors. Natural variability in circadian 

parameters is known to contribute to organismal fitness by facilitating effective 

adaptation to locally varying environments (201,202).  A number of studies suggest that 

natural allelic variation within the same population contributes to phenotypic variation 

that is thought to enable adaptive fine-tuning of the phenotype to environmental variation 

(202-204). Deletion of the neuropeptide Y gene (NPY), which is involved in a protective 

response to stress, resulted in a decrease in inter-individual variability in clock period, a 

shortening of the clock period, and a slower adaptive response to abrupt changes in the 

photoperiod (205). It has been hypothesized that maintenance of regulatory plasticity 

enables flexible adaptability in response to changing environmental conditions, with a 

loss in plasticity associated with reduced stress resilience and negative outcomes 

(112,196). 
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Moreover, we find that the adaptation to chronic stress involves a sharp decrease 

in the range of 𝐾!! levels that the system can span. This is accompanied by a decrease in 

the area of the surface with increasing levels of chronic stress [Figure 18]. As discussed 

previously, we suggest that the parameter sub-spaces reflect the regulatory flexibility of 

the system. Therefore, the decrease in the area of these surfaces implies a loss in its 

regulatory flexibility as the system is now constrained to a narrower region within the 

regulatory landscape. We propose that this loss in regulatory flexibility can be thought to 

occur as a result of the accumulation of alloastatic load and represents the physiological 

cost associated with successful habituation to chronic stress. The accumulation of 

allostatic load is indicative of the physiological trade-offs resulting from the chronic 

engagement of compensatory mechanisms involved in the adaptation to stress (110). 

Therefore, it is emphasized that despite the host assuming a pre-stress CORT circadian 

rhythm, it does not return to the “normal” physiological state due to allostatically-driven 

alterations in the feedback and adrenal sensitivity of HPA network. Often, however, 

experimental determination of such changes in regulatory flexibility is difficult.  

Moreover, the detrimental effects of allostatic adaptations often become apparent 

only when the host is subjected to a subsequent environmental challenge (165). 

Accordingly, we investigate the HPA axis response to a subsequent acute stressor in 

order to determine the effect of the decreased regulatory flexibility within a more 

physiologically relevant framework. It should be noted that while in reality the initiation 

of the stress response is a result of a complex cascade of events that involves multiple 

anatomical regions, such as the PVN, BNST (bed nucleus of the stria terminalis), 

pituitary, and even adrenals. We consider a transient increase in CRH production to be a 
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simplified general representation that might simulate the effect of various acute stressors. 

As with the response to the ACTH injection, we find a strong time-of-day dependence of 

the acute stress response [Figure 17].  The simulated acute stress response is in general 

greater during the inactive (light) phase in comparison to the dark (active) phase. This is 

in qualitative agreement with experimental observations in rats as well as in humans, 

which show that the response to acute inflammatory stress is greatest in the middle of the 

inactive phase when hormone levels are low, while it is least-pronounced in the middle of 

active phase (137,178,184,206,207).  

Interestingly, experimental studies show that there is a time-of-day dependent 

sensitization of the HPA axis to subsequent stressor upon exposure to prior chronic stress. 

In a study by Johnson et al., exposure to prior stress resulted in an enhanced 

proinflammatory stress response, upon subsequent administration of LPS in the light 

phase but not in the dark phase (208). Furthermore, CORT levels remained elevated for a 

longer duration when LPS was administered in the light phase. In qualitative agreement 

with experiment, the differences in acute stress response between the healthy and 

chronically stressed states are relatively small at most time points during the day, with 

response to acute stressor applied at 12-hour time-point, in the middle of the light phase, 

being the most significant. The reason for this can be explained by the difference in the 

rate of CRH synthesis [Supplementary Figure S3] between the unstressed and the two 

stressed states, wherein, the greatest difference in CRH synthesis between the three states 

can be observed at the 12-hour time-point.  Considering the response at this time point to 

be the most physiologically relevant in relation to the responses at the other time points, 

the model predicts a sensitization of the acute stress response in chronically stressed 
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conditions. Notably, this phenomenon of chronic stress sensitization has been well 

documented in the literature. Numerous studies have found that exposure to a novel acute 

stressor after habituation to a homotypical chronic stressor results in a disproportionately 

large acute stress response in comparison to controls that have not been chronically 

stressed (209,210). We emphasize that this sensitization of the HPA axis stress response 

is further indicative of the physiological cost of allostatic adaption to the chronic stress 

regimen. 

There is substantial evidence to suggest that individuals differ in their ability to 

adapt to stressful events (17). Therefore, based on our proposition, that samples within 

the parametric surfaces might capture the inter-individual variability in regulatory 

phenotypes, we sought to determine if our model could characterize possible differences 

in the ability to adapt to our chronic stress protocol based on the regulatory constitution 

of the individual subjects, as represented by their coordinates in the regulatory landscape 

considered in Figure 18. As discussed above, we specifically focus on the acute stress 

response at 12-hr time-point, since we consider to this to be the most physiologically 

relevant difference. Using symbolic representation to characterize the adaption to chronic 

stress, we find that individuals with higher levels of adrenal sensitivity tend to have a 

more pronounced acute stress response under chronic conditions [Figure 18]. 

Furthermore, individuals at comparable levels of adrenal sensitivity tend to respond more 

strongly to the acute stressor when subjected to increasing levels of chronic stress. These 

results imply that individuals with inherently higher adrenal sensitivity might exhibit a 

greater degree of chronic stress sensitization, while those with lower adrenal sensitivity 

might have the ability to exhibit a more “resilient” phenotype in response to chronic 
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stress. High levels of adrenal responsiveness in the form of exaggerated HPA axis 

reactivity to stress has often been associated with a greater probability to develop 

pathological psychological conditions such as PTSD and depression (17,211,212). Thus, 

our model results emphasize that a return to basal glucocorticoid levels upon exposure to 

chronic stress does not imply the system returns to a normal physiological status, 

underscoring the importance of using multiple metrics of HPA axis activity (e.g. basal 

levels and acute stress reactivity) to characterize adaptive and maladaptive stress 

responses (213). 

Upon habituation to the chronic stress regimen we find that for the same level of 

adrenal sensitivity, the Arnold tongue becomes significantly narrower for increasing 

levels of chronic stress exposure. Furthermore, as predicted by theory (142), this decrease 

in the width of Arnold tongue is also accompanied by a general increase in the 

corresponding Floquet exponents. From the viewpoint of a faithful timekeeper such an 

allostatic adaptation might seem beneficial by making the system a more precise 

circadian clock. However, on the other hand, as was discussed above, this also implies 

that habituation to chronic stress requires regulatory adaptations, which make it more 

difficult for the system to synchronize to diurnally varying environmental signals. Such a 

phenomenon of lack of entrainment of the internal circadian clock to external zeitgebers 

corresponds to non-24 hour sleep-wake syndrome, which has been observed in both 

sighted and blind patients (214,215). Furthermore, this has also been observed in patients 

of schizophrenia(216), and in cases where subjects had experienced severe psychological 

stress(217). 
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In conclusion, our results support the hypothesis that the sex differences in CORT 

circadian rhythms are due to greater adrenal sensitivity and weaker negative feedback in 

females. In doing so, we implicitly account for the effect of gonadal steroids on the HPA 

axis using three tunable parameters representing the sensitivity and feedback within the 

network. While this approach allows us to capture the significant sex differences in HPA 

axis activity, a limitation of our model is that by not explicitly modeling the interactions 

between the gonadal steroids and the HPA axis, we might not able to exhaustively 

characterize the dynamics within the network. However, given the complex interactions 

between estradiol and testosterone, and the HPA axis, our model is a simplification as a 

first-step enables us to study the influence of the gonadal steroids on the essential 

feedback processes of the HPA network. Future modeling efforts including greater detail 

on the regulatory networks between the sex hormones and the HPA axis, can allow for a 

more comprehensive analysis of HPA axis dynamics during the course of the estrous 

cycle, and their evolution upon exposure to chronic stress regimens.   

We identify two distinct regions of our putative sex-specific parameters that 

generate a family of CORT circadian profiles, which are in good agreement with 

experimental data. These results suggest the existence of a quantitative relationship 

between the putative sex-specific parameters that underscores the ability of the HPA axis 

to balance multiple compensatory mechanisms so as to produce a single qualitatively 

coherent phenotype. Moreover, the sub-spaces also emphasize the existence of multiple 

regulatory phenotypes, which we propose is indicative of inter-individual differences in 

the regulation of the HPA axis. Such differences in regulation might result in differential 

responses to stressors. Therefore, it becomes important to adequately characterize the 
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regulatory landscape to understand differences in specific populations of interest. In 

agreement with experimental findings, our simulations predict the HPA axis response to 

ACTH injection to be significantly more pronounced in females, and underscore the 

temporal dependence of the response. Furthermore, our model predicts specific allostatic 

regulatory adaptations in response to chronic stress that can lead to a phenotype of 

chronic stress sensitization. Moreover, model results suggest that individuals with greater 

HPA axis sensitivity might be more susceptible to a maladptive response to chronic 

stress.  Taken together, these results have general relevance to approaches in personalized 

and precision medicine and highlight the need to quantitatively understand the complex 

and dynamic nature of regulation in physiological feedback systems such as the HPA 

axis. 
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CHAPTER	4: Modeling	 the	 Pharmacological	
Manipulation	 of	 the	 Circadian	 Rhythms	 of	 the	
HPA	Axis		

4.1 Background	

Natural glucocorticoids (GC) are a class of cholesterol-derived hormones secreted 

from the zona fasiculata of the adrenal glands (218). These hormones mediate a wide 

array of physiological functions with potent modulatory effects on metabolic, anti-

inflammatory, immunosuppressive and cognitive signaling (218,219). The synthesis of 

natural glucocorticoids, primarily cortisol in humans, is regulated by the hypothalamic-

pituitary-adrenal (HPA) axis, which along with the sympathetic nervous system 

constitutes the primary physiological stress response mechanism. HPA axis activity is 

mediated through a signaling cascade involving the sequential release of corticotrophin-

releasing hormone (CRH), adrenocorticotropic hormone (ACTH) and cortisol (CORT). 

Cortisol transduces its physiological functions by binding to the glucocorticoid receptor 

(GR) and furthermore, regulates its own release by strongly inhibiting the release of its 

precursors, CRH and ACTH (8). Importantly, the basal activity of the HPA axis 

hormones exhibits pronounced circadian variation, with a peak in glucocorticoid 

secretion during the early morning hours in humans (8). Cortisol is critically involved in 

the appropriate synchronization of peripheral circadian clock genes, which further 

coordinate the functions of their residing tissues and promote homeostasis (149). 

Therefore, the maintenance of homeostatic cortisol circadian rhythms is critical to overall 

host survival (220). 
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Since the discovery of the immunosuppressive and anti-inflammatory properties 

of cortisone (a closely related natural analog of cortisol) by Hench and Kendall in 1948 

(221), synthetic GCs have been extensively used in the treatment of chronic 

inflammatory conditions including asthma, skin infections, and rheumatoid arthritis (RA) 

as well as for their immunosuppressive effects in patients undergoing organ 

transplantation (28,52,222). Synthetic GCs are structurally similar to natural GCs and 

while they transduce their physiological actions by binding to GR, they can significantly 

differ from natural GCs in their potency and metabolic clearance (223). Despite the 

pharmacological benefits of synthetic GC administration, chronic use of synthetic GCs is 

associated with serious systemic adverse effects, especially during high-dose 

administration (224-227). Patients receiving synthetic GCs are at an increased risk of 

developing the pathological disorders associated with the supraphysiological exposure to 

GCs, including a higher risk of developing psychological disorders like depression, drug-

induced hyperglycemia, long-term diabetes mellitus, osteoporosis, gastritis and 

cardiovascular disease (21,226,228-230). The incidence of these adverse effects is 

associated with the chronic suppression of homeostatic cortisol rhythmicity as a result of 

the potent negative feedback effects of the synthetic GCs on the HPA axis precursors.  

Given the central regulatory function of the endogenous glucocorticoids, chronic 

disruption of cortisol rhythmicity is thought to result in the subsequent misalignment of 

peripheral circadian clocks, thus leading to the development of systemic complications 

(2,149). Therefore, there is a great deal of interest in the development of novel dosing 

regimens that can minimize the disruption of homeostatic circadian activity of cortisol, 

while still maintaining the pharmacological benefits of long-term synthetic GC therapy 
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(231).  Accordingly, a number of studies have investigated the influence of 

administration time of exogenous GCs on the endogenous cortisol rhythm with the aim of 

identifying dosing regimens that minimize the disruption of the endogenous cortisol 

rhythm and the incidence of adrenal suppression. For example, healthy subjects 

administered synthetic GCs in the morning were found to exhibit the least suppression of 

the endogenous cortisol rhythm, while evening administration, resulted in maximal 

suppression of cortisol secretion and thus, found to be less physiologically compatible 

(222,225,232-234). Additional studies aimed to replicate the endogenous cortisol activity 

for patients suffering from adrenal insufficiency (235). While these studies showed that 

the administration time could likely be tailored to minimize disruption or to replicate the 

endogenous glucocorticoid rhythm in the short-term, comprehensive studies on the 

longer-term influences of chronic dosing of synthetic GCs are currently lacking.  

Along with time-of-dosing, the influence of dose strength and different 

administration routes on endogenous HPA axis activity in the context of chronic exposure 

to synthetic GCs has yet to be elucidated. Adequately accounting for such factors in 

exploratory experimental studies can be exceedingly expensive as clinical designs grow 

in complexity and size (170). In such cases, a model-based approach can be a particularly 

useful tool for efficiently generating and evaluating experimentally-verifiable hypotheses 

related to the dose-exposure-response relationship for synthetic GCs. Through 

mathematical modeling, the impact of pharmacokinetics (dose, administration time, route 

of administration, duration of treatment, etc) in accordance with internal circadian 

rhythms and external environmental influences, such as light, can be thoroughly 

investigated (170). For example, physiologically-based modeling was previoulsy 
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implemented to understand how endogenous melatonin, a compound with strong 

circadian dependence, was influenced by the administration of exogenous melatonin and 

to elucidate the chronopharmacokinetics of exogenous melatonin for replication of the 

endogenous rhythm of melatonin (236). 

In this study, we developed a mathematical model to explore the influence of 

exogenous GC dosing on the endogenous cortisol rhythm for a generic synthetic GC, 

considering both an intra-venous bolus and once-daily oral dosing. For these 

administration routes, we compared the HPA axis activity as indicated by changes in the 

cortisol rhythm due to a bolus of drug in systemic circulation with the pharmacological 

response following slower appearance rates in systemic circulation considering 

absorption after oral dosing. Furthermore, we attempt to determine how the response to 

short term treatment differs from that of chronic repeated dosing. As such, the goal of this 

study was to elucidate how long-term chronopharmacological dosing regimens 

influenced the basal cortisol activity using a model-based approach.  

4.2 Approach	

4.2.1 Description	of	the	HPA	axis	model		
A schematic of the model is depicted in Figure 22. The mediators of the HPA 

axis, CRH, ACTH and cortisol are represented by nonlinear ODEs that form a limit-cycle 

type Goodwin oscillator, such that they produce circadian (24hr) oscillations (38,134). 

Briefly, CRH induces the release of ACTH, which subsequently induces the release of 

CORT [Equation 48-50]. The synthesis of CRH is described by zero-order kinetics, 

while ACTH and CORT synthesis is described by first-order kinetics. Moreover, the 
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model accounts for the binding of CORT to the glucocorticoid receptor (GR) (36) as well 

as the pharmacodynamics of the cortisol-bound receptor complex [Equation 51-54], 

which subsequently inhibits GR mRNA transcription. Equations 48-50 also account for 

inhibitor influence of the nucleated CORT-bound receptor complex on the release of 

CORT and ACTH. We account for the entraining influence of light on the HPA axis via 

the suprachiasmatic nucleus (SCN). Light is assumed to have an inductive influence on 

CRH in diurnal animals by inhibiting its degradation (120). Furthermore, the model 

considers a 1-2 hour delay between the start of light exposure and the onset of the photo-

induced effects in the HPA axis, denoted by the term 𝑙𝑖𝑔ℎ𝑡!""!#$ (121). This delay in the 

photo-inductive effect on the HPA axis was modeled using a series of transit 

compartments [Equation 44]. Finally, a step function is used to model the light profile, 

while a Hill function is used to describe the dynamics of the phototransduction pathways 

[Equation 42-47].  
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Figure 22: Model Schematic: A schematic of the model depicting the primary interactions in the 
hypothalamus-pituitary-adrenal (HPA) axis. The synthetic glucocorticoids (GC) competitively bind to the 

glucocorticoid receptor and contribute to the negative feedback arm of the HPA axis. Synthetic GCs are administered 
by either a bolus injection directly into systemic circulation or by oral administration. Appearance in systemic 

circulation following oral administration is indicated by the orange line. 

 

 

4.2.1.1 HPA Axis Mediators 

𝑙𝑖𝑔ℎ𝑡 = 1             6: 00 ≤ 𝑡 ≤ 18: 00
0             18: 00 < 𝑡 < 6: 00 Eq. 42 

𝑑𝑙𝑖𝑔ℎ𝑡!"#$%&!!
𝑑𝑡 = 𝑘! 𝑙𝑖𝑔ℎ𝑡 − 𝑙𝑖𝑔ℎ𝑡!"#$%&!!  Eq. 43 

𝑑𝑙𝑖𝑔ℎ𝑡!"#$%&!! !

𝑑𝑡 = 𝑘! 𝑙𝑖𝑔ℎ𝑡!"#$%&! !!! − 𝑙𝑖𝑔ℎ𝑡!"#$%&! ! , 𝑖 =  1,2,3} Eq. 44 

𝑑𝑙𝑖𝑔ℎ𝑡!"#$%!
𝑑𝑡 = 𝑘! 𝑙𝑖𝑔ℎ𝑡!"# − 𝑙𝑖𝑔ℎ𝑡!"#$%!  Eq. 45 

𝑑𝑙𝑖𝑔ℎ𝑡!"#$% !

𝑑𝑡 = 𝑘! 𝑙𝑖𝑔ℎ𝑡!"!"# !!! − 𝑙𝑖𝑔ℎ𝑡!"#$% ! ; 𝑖 = 1,2,3} Eq. 46 

𝑑𝑙𝑖𝑔ℎ𝑡!""!#$
𝑑𝑡 = 𝑘!"

𝑙𝑖𝑔ℎ𝑡!"#$%&! !
!

𝐾!,!"! + 𝑙𝑖𝑔ℎ𝑡!"#$%&! !
! − 𝑘!"#,!"𝑙𝑖𝑔ℎ𝑡!""!#$(1

+ 𝑘!""𝑙𝑖𝑔ℎ𝑡!"#$% !) 
Eq. 47 

𝑑𝐶𝑅𝐻
𝑑𝑡 =

𝑘!!.𝐾!!
𝐾!! + 𝐷𝑅(𝑁)

− 𝑉!!.
𝐶𝑅𝐻 ∙ 1−

𝑙𝑖𝑔ℎ𝑡!""!#$
1+ 𝑙𝑖𝑔ℎ𝑡!""!#$

𝐾!! + 𝐶𝑅𝐻
 

 

Eq. 48 
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𝑑𝐴𝐶𝑇𝐻
𝑑𝑡 =

𝑘!!.𝐾!!𝐶𝑅𝐻
𝐾!! + 𝐷𝑅(𝑁)

− 𝑉!!.
𝐴𝐶𝑇𝐻

𝐾!! + 𝐴𝐶𝑇𝐻
 

Eq. 49 

𝑑𝐶𝑂𝑅𝑇
𝑑𝑡 = 𝑘!!.𝐴𝐶𝑇𝐻 − 𝑉!!.

𝐶𝑂𝑅𝑇
𝐾!! + 𝐶𝑂𝑅𝑇

 Eq. 50 

𝑑𝐺𝑅!"#$
𝑑𝑡 = 𝑘!"!!"# . 1−

𝐷𝑅(𝑁)
𝐼𝐶!"!"# + 𝐷𝑅(𝑁)

− 𝑘!"#.𝐺𝑅!"#$ 
Eq. 51 

4.2.1.2 Glucocorticoid Receptor Pharmacodynamics 

𝑑𝐺𝑅
𝑑𝑡 = 𝑘!"#,!" .𝐺𝑅!"#$ + 𝑟! . 𝑘!" .𝐷𝑅(𝑁)− 𝑘!". 𝐶𝑂𝑅𝑇 .𝐺𝑅 − 𝑘!"#,!" .𝐺𝑅 Eq. 

52 

𝑑𝐷𝑅
𝑑𝑡 = 𝑘!". 𝐶𝑂𝑅𝑇 .𝐺𝑅 − 𝑘! .𝐷𝑅 Eq. 

53 

𝑑𝐷𝑅(𝑁)
𝑑𝑡 = 𝑘! .𝐷𝑅 − 𝑟! . 𝑘!" .𝐷𝑅(𝑁) Eq. 

54 

 

4.2.1.3 Glucocorticoid Receptor Pharmacodynamics after GC Dosing 

Upon dosing synthetic GCs, the equations describing the glucocorticoid receptor 

dynamics are modified to consider competitive binding between endogenous cortisol and 

the synthetic GC for the glucocorticoid receptor, resulting in increased negative feedback 

to the HPA axis precursors, CRH and ACTH. GR is assumed to have the same affinity 

for endogenous and synthetic GCs. 
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𝑑𝐺𝑅
𝑑𝑡 = 𝑘!"#,!" .𝐺𝑅!"#$ + 𝑟! . 𝑘!" .𝐷𝑅(𝑁)− 𝑘!". 𝐶𝑂𝑅𝑇 + 𝐺𝐶 .𝐺𝑅

− 𝑘!"#,!" .𝐺𝑅 

Eq. 55 

𝑑𝐷𝑅
𝑑𝑡 = 𝑘!". 𝐶𝑂𝑅𝑇 + 𝐺𝐶 .𝐺𝑅 − 𝑘! .𝐷𝑅 

Eq. 56 

4.2.2 Description	 of	 pharmacokinetic	 models	 for	 synthetic	 GC	
administration	
The influence of once-daily dosing is described using pharmacokinetic models 

that qualitatively captured the experimentally observed features of the drug exposure 

profile, such as the absorption rate and half-life, for a representative synthetic GC. While 

some synthetic GCs demonstrate complex pharmacokinetics due to competitive binding 

of the corticosteroid binding globulin (CBG) and interconversion between 

pharmacologically active and inactive forms by 11β-hydroxysteroid dehydrogenase 

type1/2 (223,225,237), linear pharmacokinetics are assumed for the representative 

synthetic GC with emphasis on understanding how the circadian rhythmicity of 

endogenous cortisol may be influenced by dosing rather than to evaluate the role of 

saturable processes in the dose-exposure-response relationship.  

To assess how the endogenous cortisol rhythm is influenced by the rate of 

appearance of drug into the system, pharmacokinetic models describing an intra-venous 

(IV) and oral dosing are used assuming absorption and elimination follow first-order rate 

processes. Disposition of synthetic GCs was previously described by 1 or 2 compartment 

models depending on the drug, administration route and dose (223). For this preliminary 

dosing study, a 1-compartment model was assumed to describe drug distribution within 

the body.  The rate of disappearance of drug from systemic circulation following an 
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injection is described by Equation 57. Disappearance from the gastrointestinal tract 

(GIT) after oral administration is described by Equation 58 and the amount of drug in 

systemic circulation is given by Equation 59. These equations were simplified from 

those developed by Xu et al. for IV and oral dosing of prednisolone using a 1-

compartment model (237), neglecting first pass extraction and interconversion between 

prednisolone and prednisone for this preliminary study. Since the displacement of cortisol 

from plasma protein, metabolic enzymes, and GR binding sites due to competition with 

synthetic GCs was not considered, the loss of endogenous cortisol and drug from the 

system are independent in this model.  

The 1-compartment model [Equation 57] was amended to simulate extended 

release of an oral dose using a series of five transit compartments (TC) as shown in 

Equations 60-62. The use of transit compartments has previously been implemented to 

delay the absorption rate (238,239).  The pharmacokinetics of synthetic GCs as described 

according to Equations 60-62 will herein be referred to as slow-acting synthetic GCs 

whereas the behavior described by Equation 59 will be referred to as the fast-acting 

synthetic GCs.  

4.2.2.1 IV Administration 

𝑑𝐺𝐶
𝑑𝑡 = −𝑘! ∙ 𝐺𝐶 Eq. 

57 

4.2.2.2 Oral Administration 

𝑑𝐺𝐶!"#
𝑑𝑡 = −𝑘! ∙ 𝐺𝐶!"#  Eq. 

58 
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𝑑𝐺𝐶
𝑑𝑡 = 𝑘! ∙ 𝐺𝐶!"# − 𝑘! ∙ 𝐺𝐶	 Eq. 

59 

𝑑𝐺𝐶!"! = 𝑘!",! ∙ 𝐺𝐶!"# − 𝐺𝐶!"! 	 Eq. 
60 

𝑑𝐺𝐶!",! = 𝑘!",! ∙ 𝐺𝐶!",!!! − 𝐺𝐶!",! , 𝑖 = 2,3,4,5}	 Eq. 
61 

𝑑𝐺𝐶
𝑑𝑡 = 𝑘! ∙ 𝐺𝐶!"! − 𝑘! ∙ 𝐺𝐶	 Eq. 

62 

4.2.3 Parameterization	of	the	Model	

Since we are interested in understanding how our model predictions describe 

clinical data, the model is calibrated to human data such that endogenous cortisol peaked 

in the early morning. The model input parameters are given in the Appendix [Table A6].  

4.2.4 Dosing	Experiments	
Several chronopharmacological dosing regimens are simulated to understand how 

administration time, dosing strength, administration route, and duration of treatment of 

synthetic GCs disrupted HPA axis activity. The administration time of the IV bolus or 

once-a-day oral dose of synthetic GCs varied by 1-hour intervals throughout the 

simulated day.  

Changes in amplitude, acrophase, and area-under-the-curve (AUC) of the 

endogenous cortisol rhythm are used as metrics to quantify disruption of the HPA axis 

activity relative to the baseline activity. Amplitude and acrophase are determined when 

the cortisol rhythm reached a new stable oscillatory state after chronic once-daily dosing. 

The relative change in amplitude is calculated by Equation 63. 
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𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 (%) =
𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒!"#$!%#&! − 𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒!"#$%&'$

𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒!"#$%&'$
𝑥100% Eq. 

63 

 

The AUC of the endogenous cortisol profile is determined for the 24-hour period 

following the first dose and after multiple doses when the cortisol rhythm reaches the 

new stable state. The change in 24-hour AUC for short and long term pharmacological 

effects is calculated by Equation 64. 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐴𝑈𝐶 (%)

=
𝐴𝑈𝐶 !!"#$ → !!"#$!!" !!"#$%"&$

− 𝐴𝑈𝐶 !!"#$ → !!"#$!!" !"#$%&'$
𝐴𝑈𝐶 !!"#$ → !!"#$!!" !"#$%&'$

𝑥100% 
Eq. 
64 

 

4.2.5 Responsiveness	of	the	HPA	Axis	
We studied the cortisol response to in-silico CRH stimulation in order to 

determine whether modulating the rhythmic characteristics of cortisol through once-daily 

chronopharmacological dosing of synthetic GCs (at the nominal dose) also alters the 

responsiveness of the HPA axis. IV administration of CRH was simulated as a single 

pulse perturbation in the CRH rhythm, a procedure used by a number of studies in order 

to determine differences in the HPA axis responsiveness (27,132). We quantified the 

cortisol response to CRH injection by calculating the difference in AUC of the cortisol 

profiles between the stimulated and un-stimulated control condition for 4-hours from the 

application of the simulated CRH injection. Finally, we simulated the administration of 
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CRH at multiple time points, at 2-hour intervals throughout the simulated day, in order to 

quantify the time-of-day dependent response of the HPA axis to CRH stimulation.  

4.3 Results	

4.3.1 Pharmacokinetic	Profiles	for	the	synthetic	glucocorticoid	
The pharmacokinetic profiles for the representative synthetic glucocorticoid 

administered by IV and oral administration routes are given in Figure 23 for the nominal 

dose of 1x. The faster-acting oral dose resulted in a Cmax ≈ 40% of the initial dose, tmax = 

2.75 hour, and 100% bioavailability (𝐴𝑈𝐶!" = 𝐴𝑈𝐶!"#$). The slow-acting oral GC had a 

Cmax ≈ 30%, tmax = 8.4 hour, and 99% bioavailability. 

 

Figure 23: Pharmacokinetic profiles for synthetic glucocorticoids administered by a bolus injection, an oral 
dose with faster release, and an oral dose with slower, extended release. Representative profiles are shown for a 

nominal dose of synthetic GCs.  



   

 

113 

4.3.2 Influence	 of	 once-daily	 chronopharmacological	 dosing	 of	
synthetic	GCs	on	the	cortisol	circadian	rhythm	
Once-a-day administration of synthetic GCs caused endogenous cortisol activity 

to evolve to a new stable, regular circadian rhythm [Figure 24]. Upon termination of 

synthetic GC intervention, the cortisol rhythm returned to the basal activity observed 

prior to dosing [Supplementary Fig. S6].  

 

Figure 24: Modified cortisol profiles after dosing of synthetic glucocorticoids by bolus injection at the 
nominal amount (1x). The modified cortisol rhythm is indicated by the blue line. The black line corresponds to the 

nominal cortisol profile based on endogenous HPA axis activity. The pharmacokinetic profiles for the bolus injection 
are indicated by the dotted green line. The grey shaded areas represent the time at which the system is not exposed to 

light. 

The amplitude and acrophase of this new stable cortisol rhythm depended on the 

time at which the drug was administered as shown in Figure 25. Amplitude generally 

decreased when the daily dosing of synthetic GCs by bolus injection was initiated during 

the declining phase of the nominal cortisol rhythm [Figure 25a]. The endogenous 
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cortisol rhythm following once-a-day administration of the fast-acting and slow-acting 

oral doses qualitatively showed similar changes in amplitude as the bolus injection, but 

with an advance in dosing times by about 2 hours and 6 hours to produce the same effect 

on the cortisol rhythm. The shifts roughly correlated with the time needed to reach the 

maximum pharmacological effect following orally administered synthetic GCs due to the 

absorption rates (tmax = 2.75-hour and tmax = 8.4-hour). Maximal suppression occurred 

when synthetic GCs were administered daily at 3:00 PM by bolus injection, 1:00 PM for 

the faster-acting oral dose, and 9:00 AM for the slow-acting oral dose. For all 

administration routes, certain once-daily chronopharmacological dosing regimens 

resulted in HPA axis induction, corresponding to an increase in amplitude of the 

endogenous cortisol rhythm. Maximal induction of the endogenous cortisol amplitude 

largely occurred when synthetic GCs were administered during the simulated night.  
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Figure 25: Amplitude and phase of the modified cortisol rhythm after once-daily chronopharmacological 
dosing of synthetic glucocorticoids. The relative amplitude and difference in the acrophase of the modified cortisol 

rhythm after a repeated once-a-day administration of a bolus injection, fast-acting oral dose, or slow-acting oral dose 
are shown in A and B, respectively. The nominal cortisol rhythm (indicated by the black line) is given for reference to 

show how dosing times align with the phase of baseline circadian rhythm. The shaded areas represent the time at which 
the system is not exposed to light. The change in amplitude is calculated by Relative Amplitude (%) = [(Amptreatment - 

Ampbaseline)/Ampbaseline] x 100%. A negative value for phase difference indicates an advance in the acrophase (i.e. peaks 
earlier in the simulated day relative to the nominal cortisol rhythm) while a positive value indicates a delay in the 

acrophase (i.e. peaks later in the simulated day). 

 

A once-daily bolus injection introduced near the nadir or during the rising phase 

of the nominal cortisol rhythm predicted an advance in the acrophase of the cortisol 

rhythm, whereas initiating dosing near the peak or descending phase of the cortisol 
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rhythm resulted in a delay of the acrophase [Figure 25b]. For both administration routes, 

the change in acrophase was most sensitive when synthetic GCs were administered at 

dosing times associated with greatest amplitude suppression for all routes of 

administration. Furthermore, while the change in acrophase for the bolus injection and 

fast-acting oral doses exhibited a discontinuity (termed Type 0 (240)), the acrophase 

response varied more smoothly (continuous, termed Type 1 (240)) for the slow-acting 

oral dose, which had a lower maximal plasma concentration. The relationship between 

amplitude and phase are shown Figure 26 for the bolus injection and the slow-acting oral 

dose. The fast-acting oral dose revealed similar behavior to the bolus injection (data not 

shown). Depending on the time of the synthetic GC administration the acrophase of the 

new stable rhythm was found to adopt two different values for a given change in its 

amplitude with the difference between acrophases increasing with greater amplitude 

suppression as observed for the bolus injection [Figure 26a]. Similar behavior was 

observed for the slow-acting GC, but to a lesser extent [Figure 26b]. 
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Figure 26: Relationship between the relative amplitude and phase difference of the modified cortisol rhythm 
after long-term once-daily chronopharmacological dosing of synthetic glucocorticoids. Amplitude and phase for the 
modified cortisol rhythms after chronic administration of a daily bolus injection and the slow-acting oral dose are 

shown in A and B, respectively. Marker labels correspond to the time of administration. Marker color indicates the 
administration time relative to the nominal cortisol rhythm where blue circles correspond to dosing times from 8:00 PM 

to 6:00 AM (ascending phase of baseline rhythm), red squares correspond to dosing times from 7:00 AM to 8:00 AM 
(near peak of baseline rhythm), green diamonds correspond to dosing times from 9:00 AM to 5:00 PM (descending 
phase of baseline rhythm), and yellow triangles correspond to dosing times from 6:00 PM to 7:00 PM (near nadir of 

baseline rhythm). 

Importantly, our simulations indicated that specific chronopharmacological 

regimens of synthetic GC administration can minimize the disruption of the nominal GC 

rhythm. For example, daily administration of a nominal dose of synthetic GCs by bolus 

injection around 9:00 AM, resulted in a minimal change to the amplitude and acrophase 

of the cortisol rhythm relative to the basal activity, whereas a fast-acting oral dose at 6:00 
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AM or a slow-acting oral dose at midnight resulted in minimal change. Moreover, the 

amplitude change after a single dose was not indicative of the amplitude change after 

repeated administration [Figure 27] considering that several days to weeks of once-a-day 

dosing was needed before the endogenous cortisol stabilized to the new rhythm. 

Simulations predicted similar behavior following oral administration [Supplementary 

Fig. S7].  

 

Figure 27: Amplitude of the modified cortisol rhythm after single and repeated once-daily 
chronopharmacological dosing of synthetic glucocorticoids by bolus injection at the nominal dose. The relative 

amplitude associated with the modified cortisol rhythm after a single injection and after long-term once-daily IV dosing 
are shown. The relative change in amplitude is calculated by Relative Amplitude (%) = [(Amptreatment - 

Ampbaseline)/Ampbaseline] x 100%.  
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4.3.3 Impact	of	synthetic	GCs	on	the	responsiveness	of	the	HPA	axis		
The rhythmic characteristics of the endogenous glucocorticoids have important 

implications for the stress-responsiveness of the HPA axis. Therefore, we determined 

how alterations in the cortisol circadian rhythm as a result of chronic daily administration 

of synthetic GCs (at the nominal dose) influenced the responsiveness of the HPA axis.  In 

doing so, we simulated the HPA axis response to a CRH stimulation test once the cortisol 

rhythm attained a new stable state following repeated administration of the synthetic 

GCs. Moreover, possible alterations in the time-dependent response to CRH stimulation 

was determined. Fig. 9 compares the change in cortisol secretion following the simulated 

CRH stimulation test for baseline conditions without synthetic GC administration and for 

the dosing regimens that led to greatest disruption of the endogenous cortisol rhythm 

(dosing at 3:00 PM and 1:00 AM). 

A robust time-of-day dependence in the cortisol response to CRH administration 

was observed for all chronopharmacological dosing regimens considered (data not 

shown), with the maximal response occurring near the nadir of the endogenous cortisol 

rhythm. On the other hand, the HPA axis was minimally responsive when stimulated near 

the circadian maxima of the cortisol rhythm. Furthermore, the time at which the maximal 

response occurred was correlated to the acrophase of the cortisol rhythm. Thus, a phase 

advance in the cortisol rhythm as a result of the chronopharmacological dosing resulted 

in a phase advance in the time at which the maximal response to CRH stimulation 

occurred, in comparison to the nominal case in the absence of dosing [Figure 28]. 

Importantly, our simulations predicted that a suppression of the cortisol amplitude after 

synthetic GC administration was associated with a loss in the time-of-day dependence of 
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the HPA axis response to CRH stimulation. Moreover, chronopharmacological dosing 

regimens that largely preserved the rhythmic characteristics of the nominal cortisol 

profile exhibited minimal alterations in the responsiveness of the HPA axis.  

4.4 Discussion	

Recognizing the functional importance of the circadian regulation underlying the 

signaling dynamics of complex physiological systems, such as the HPA axis, has led to 

great interest in the incorporation of chronobiological principles for the development of 

safer and more efficacious therapies (241,242). A major concern associated with long-

term therapeutic use of GCs is the suppression of endogenous HPA axis activity (149). 

However, chronopharmacological delivery of synthetic GCs is a promising approach to 

minimize the disruption of the endogenous cortisol circadian rhythmicity. In the present 

work, we used a semi-mechanistic mathematical model of the HPA axis to study the 

influence of chronic chronopharmacological intervention on endogenous HPA axis 

activity.  

The model predicted that for all simulated routes of administration considered, the 

endogenous circadian activity of the HPA axis adapted to the repeated daily exposure to 

synthetic GCs by adopting a new stable circadian rhythm.  Moreover, all three routes of 

administration of synthetic GCs resulted in qualitatively similar alterations of the cortisol 

circadian rhythm. However, due to differences in the duration for which synthetic GCs 

were maintained above a minimum pharmacologically active amount, both the oral 

administration routes considered resulted in a greater suppression of HPA axis activity in 

comparison to IV administration. Oral administration resulted in a comparable change in 
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the rhythmic characteristics of the cortisol rhythm at earlier dosing times. This shift in 

response to earlier dosing times was most prominent for slow-acting oral administration, 

for which the maximal plasma drug concentrations were delayed the longest.  Therefore, 

our results suggested that the exposure profile of synthetic GCs might be systematically 

manipulated in order to optimize the dosing time as well as the pharmacodynamic effect 

on the cortisol rhythm. An improved characterization of the chronopharmacological 

influence of synthetic GCs on HPA axis activity can lead to the development of novel 

dosage forms in order to improve patient compliance and limiting the incidence of 

adverse effects while maintaining treatment efficacy (243). Indeed, modified-release 

(MR) prednisolone tablets that delay the release of drug up to 4 hours after administration 

have been developed to chronopharmacologically target the late-night (2:00 to 4:00 AM) 

circadian rise in proinflammatory cytokines in RA patients by enabling the dose to be 

administered at 10:00 PM, conveniently before the patients slept (28). The use of MR 

prednisolone was shown to result in an improvement in clinical symptoms while also 

preventing the suppression of endogenous cortisol rhythmicity. Furthermore, once-daily 

dosing of extended release formulations have proven effective for improved pain relief in 

patients with osteoarthritis of the knee (244) and in studies aiming to replicate 

endogenous cortisol rhythmicity in patients suffering from adrenal insufficiency 

(245,246), thereby replacing therapies requiring multiple doses per day. Together, these 

studies highlight the benefits of novel formulations with systematically manipulated 

exposure profiles, to aide in the development of improved chronic synthetic GC treatment 

options. 
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The maintenance of homeostatic circadian rhythms in the HPA axis is dependent 

on an intricate balance between the temporally-varying feedforward and feedback 

processes within the HPA network. Given this variation in regulatory dynamics of the 

HPA axis, chronopharmacological dosing can reduce the disruption of the endogenous 

cortisol rhythm. Indeed, our simulations suggest that once-daily administration of 

synthetic GCs shortly after the start of the active phase (around 6:00 AM for fast-acting 

oral GCs or 9:00 AM for a bolus injection, in our case) can minimize the suppression of 

the endogenous cortisol rhythm, by largely preserving its amplitude and acrophase. 

Moreover, the simulated suppression of the cortisol rhythm after the first dose is in 

qualitative agreement with experimental findings exploring the short-term influence of 

the synthetic GC administration of endogenous cortisol rhythmicity. A number of studies 

have found that administration of a single dose of synthetic GCs by infusion in the 

morning results in minimal disruption of the endogenous cortisol rhythm, while evening 

administration is associated with a substantial suppressive effect (232). Long-term daily 

administration of synthetic GCs by bolus injection or a fast-acting oral dose in the latter 

half of the active phase (late afternoon in humans) is predicted to result in maximal 

suppression of cortisol rhythm.  

In addition to the changes in amplitude, there were substantial alterations in the 

acrophase of the cortisol rhythm upon long-term once-daily administration of synthetic 

GCs. The acrophase of the circadian rhythm of critical signaling hormones, such as 

cortisol, is tightly regulated and is thought to enable the host to optimally separate 

physiologically incompatible processes to different times of the day (1,9). Disruptions in 

the appropriate circadian activity of cortisol are associated with a number of health 
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problems (247). Therefore, understanding the influence of dosing on the acrophase of the 

endogenous cortisol rhythm is particularly important. 

Interestingly, models simulations predicted that the time of dosing could be varied 

such that the acrophase of the cortisol rhythm adopted two different values for roughly 

the same change in amplitude. The acrophase of the rhythm was most sensitive for 

chronic dosing regimens that resulted in high plasma concentrations of synthetic GCs 

towards the end of active phase (late afternoon). Moreover, dosing times resulting in 

maximal amplitude suppression were also associated with the greatest resetting in the 

acrophase of the rhythm. These observations are in agreement with experimental studies 

on the phase-resetting behavior, in response to a light pulse, of the mammalian circadian 

clock in individual fibroblasts (248,249). Therefore, daily dosing of the bolus injection or 

fast-acting synthetic GCs near the beginning of the subjective night is predicted to be 

least favorable due to the maximal disruption of the endogenous cortisol rhythm.  

Finally, an important indicator of HPA axis activity involves its ability to mount 

an appropriate response to stressors. Model simulations predict that altering the rhythmic 

characteristics of cortisol through chronopharmacological dosing modifies the 

responsiveness of the HPA axis. Decreased cortisol amplitude upon 

chronopharmacological dosing is predicted to result in a dampening in the time-of-day 

dependence of the response to CRH stimulation, while an increase in the amplitude of the 

cortisol circadian rhythm is associated with a more robust time-of day-dependent 

response to CRH stimulation. Interestingly, Kirwan et al. found that RA patients who 

exhibited an induction in cortisol amplitude after daily administration of MR-

prednisolone also had a more robust cortisol response to CRH stimulation (27). In partial 
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agreement with these experimental results, our simulations predict that an increase in 

cortisol amplitude associated after chronopharmacological synthetic GC administration 

can lead to enhanced HPA responsiveness in a time-dependent manner.   

While previous models have successfully studied the time-dependence of cortisol 

suppression after a single dose (225), our simulations can also explore the adaptability 

and responsiveness of the HPA axis following repeated administration. By accounting for 

a more physiologically relevant representation of the interactions between feedforward 

and feedback processes in the HPA network, our model predicts that synthetic GCs can 

have a complex non-trivial influence on HPA axis activity that might not be captured by 

simpler mathematical representations, which do not account for endogenous circadian 

rhythmicity. In doing so, we further emphasize the importance of using multiple metrics 

(circadian amplitude, acrophase, AUC and responsiveness) to comprehensively 

understand the alterations in HPA axis activity in response to chronopharmacological 

intervention. The current model may be augmented with a physiologically-based 

pharmacokinetic model that accounts for the nonlinear dynamics associated with some 

synthetic GCs. These complexities arise from competitive binding to the corticosteroid 

binding globulin (CBG) and to interconversion between pharmacologically active and 

inactive forms by 11β-hydroxysteroid dehydrogenase type1/2 for both endogenous and 

synthetic GCs (223,225,237). Furthermore, these proteins exhibit their own circadian 

rhythmicity (250,251), which can complicate the chronopharmacological relationship 

between dose, drug exposure, and response. The feedback mechanisms underlying 

dysregulation of the HPA axis are thought to be a result of the imbalance between GR 

and mineralocorticoid receptors (252). As such, the disruption of the HPA axis following 
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administration of synthetic GCs can be studied more thoroughly considering the activity 

of both receptors. Moreover, clinical studies have shown that differences in 

pharmacokinetics (i.e. clearance) are often balanced by differences in pharmacodynamics 

(i.e. receptor affinity) such that dose adjustment of synthetic GCs may not be needed 

across age, sex or ethnic subgroups (223,253). A model-based methodology may be 

particularly useful to explain the physiological mechanisms underlying these clinical 

outcomes, and to evaluate the need for therapeutic dose monitoring of chronic synthetic 

GC treatment considering the inherent stochasticity of physiological input parameters 

(170). 
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CHAPTER	5: Conclusion	
The circadian dynamics of the HPA axis network are critical determinants of its 

activity in both basal conditions as well as in response to acute and chronic stress. We 

propose to use semi-mechanistic mathematical models of the HPA axis that might 

provide insight into the mechanisms contributing to pathological and basal differences in 

HPA axis rhythms. The goal of Chapter 2 was to understand how a chronic elevation of 

proinflammatory cytokines might result in a disrupted pathological glucocorticoid 

circadian rhythm that is frequently observed in patients with severe RA as well as in 

animal models of RA. We considered two alternative hypothetical mechanisms for the 

onset of adrenal insufficiency, which yield qualitatively similar changes in glucocorticoid 

rhythms. The model provides a foundation for further work on the significance of 

circadian rhythms in neuroendocrine-immune signaling in chronic inflammatory diseases 

by incorporating more detailed descriptions of the dynamics of proinflammatory 

cytokines, and the sympathetic nervous system.  

Chapter 3 provided further insight into the key network processes that contribute 

to sex differences in basal circadian activity. We postulated that these processes also 

contribute to sex differences in the HPA axis stress response. Moreover, we find that 

significant individual variability might exist in the processes contributing to negative 

feedback and adrenal sensitivity of the HPA network even when the CORT profile 

between individuals is qualitatively similar. Our results predict the existence of a trade-

off between the stress-responsiveness of the HPA axis and its ability to be a faithful time-

keeping mechanism that is robust to noise in environmental conditions. Moreover, we 

specifically highlight allostatic regulatory adaptations upon chronic stress habituation that 
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influence the stress-responsiveness and entrainment properties of the HPA axis. Our 

models suggest that by adapting to chronic stress in a way that homeostatic 

glucocorticoid rhythms are maintained, the system is forced to compromise either its 

entrainment characteristics (adaptation) or its responsiveness to external stimuli, or in 

many cases both. An improved understanding of the regulatory dynamics of the HPA axis 

can provide new insights into its functioning in both health and disease and are relevant 

for the development of improved approaches to personalized and precision medicine. 

Finally, in Chapter 4, we developed a mathematical model to explore the 

influence of chronic exogenous GC dosing on the endogenous cortisol rhythm for a 

generic synthetic GC, considering both an intra-venous bolus and once-daily oral dosing. 

Interestingly, model results predicted that the changes in cortisol rhythmicity upon acute 

chronopaharmacological exposure to synthetic GCs is not necessarily indicative of the 

influence of chronic once-daily dosing on HPA axis activity. Moreover, model results 

predict that certain chronopharmacological dosing regimens preserve the nominal cortisol 

circadian rhythm. Taken together, our results provide a framework for understanding 

physiological plasticity in the circadian dynamics of the HPA axis and the implications of 

these regulatory mechanisms in the incidence of pathology and for the development of 

effective therapeutic strategies. 
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Appendix	

Table	A1	

CIA Model Parameter Values 

 Parameter Value 
(Mechanism 

A) 

Values 
(Mechanism 

B) 

Description 

1	 k!" 0.418	 0.418 Rate of CRH production, 
estimated 

2	 K!" 2.6377 2.6377 Dissociation constant for CRH 
production, estimated 

3	 V!" 0.2232 0.2232 Rate of CRH enzymatic 
degradation, estimated 

4	 K!" 4.3503 4.3503 Michaelis-Menten constant of 
CRH enzymatic degradation, 

estimated 

5	 k!" 0.4691 0.4691 Rate of ACTH production, 
estimated 

6	 V!"	 0.8642 0.8642 Rate of ACTH enzymatic 
degradation, estimated 

7	 K!"	 1.061 1.061 Michaelis-Menten constant of 
ACTH enzymatic degradation, 

estimated 

8	 k!"	 0.6203 0.6203 Rate of CORT!"# production, 
estimated 

9	 V!"	 0.4011 0.4011 Rate of CORT!"# enzymatic 
degradation, estimated 

10	 K!"	 0.007511 0.007511 Michaelis-Menten constant of 
CORT!"#enzymatic 

degradation, estimated 

11	 k!"!!"# 	 2.9 2.9 Rate of synthesis of GR mRNA, 
(36) 

12	 IC!",!"#	 26.2 26.2 Concentration of DR(N) at 
which GR mRNA synthesis 

drops to half it’s maximal value 
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(36) 

13	 k!"#	 0.1124 0.1124 Rate of degradation of GR 
mRNA (36) 

14	 k!"#,!"	 1.1987 1.1987 Rate of synthesis of GR, (36) 

15	 k!"	 0.57 0.57 Rate of receptor recycling from 
nucleus to cytoplasm (36) 

16	 r!	 0.49 0.49 Fraction of CORT-GR complex 
recycled (36) 

17	 k!"	 0.00329 0.00329 Second order rate constant for 
CORT-GR binding (36) 

18	 k!"#,!"	 0.0572 0.0572 Rate of degradation of GR (36) 

19	 k!	 0.63 0.63 Rate of receptor 
(36)translocation from 
cytoplasm to nucleus 

20	 τ!"#$,!"#	 0.1401 0.1401 Transduction coefficient for 
CORT from the adrenal to 

periphery (38) 

21	 K!" 3.29716 3.29716 Dissociation constant for the 
ACTH production, estimated  

22	 K!"	 2.1147	

 

10 Michaelis-Menten constant of 
tolerance mediator, M, 
enzymatic degradation, 

estimated 

23	 k!"#$_!"#$ 0.22 0.176 Rate of ACTH production due 
to proinflammatory cytokines 

release, estimated 

24	 K!"#$	 12 11 Dissociation constant for the 
ACTH production due to 

cytokines, estimated 

25	 γ2	 2 2 Hill coefficient for inhibition of 
cytokine-dependent production 
of ACTH by DR(N), estimated 

26	 k!"	 45 45 Dissociation constant for the M 
production, estimated 
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27	 γcyt	 4 4 Hill coefficient for cytokine-
dependent production of M, 

estimated 

28	 k!"#	 0.1 0.1 Rate of degradation of the 
tolerance mediator, estimated 

29	 k!!!"# 	 0.4 0.46 Rate of production of GR 
mRNA due to proinflammatory 

cytokines in HPA, estimated 

30	 γ3h	 4 4 Hill coefficient for cytokine-
dependent production of GR 

mRNA in the HPA, estimated 

31	 k!"!!"# 	 45 45 Dissociation constant for GR 
mRNA cytokine-dependent 

production in HPA, estimated 

32	 γ3p	 4 4 Hill coefficient for cytokine-
dependent production of GR 

mRNA in the periphery, 
estimated 

33	 k!!!"# 	 0.4 0.46 Rate of production of GR 
mRNA due to proinflammatory 

cytokines in periphery, 
estimated 

34	 k!"!!"# 	 45 45 Dissociation constant for GR 
mRNA cytokine-dependent 

production in periphery, 
estimated 

35	 k !!!"# 0.1 0.08 Rate of production of cytokines 
during ongoing chronic 

inflammation, estimated, 
estimated 

36	 𝑘!"!!"#_!"#$ 	 1.24 1.24 Rate of degradation of cytokine 
mRNA in the periphery, (37) 

37	 k!"!"#_!"# 	 1.2 1.2 Rate of synthesis of cytokine 
protein in the periphery  

38	 k!"#_!"	 0.0015 0.0015 Rate of paw edema production 
to proinflammatory cytokines, 

estimated 
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39	 k!"#$%&	 0.01297 0.01297 Natural growth rate of paw, (37) 

40	 PAW!	 81.68 81.68 Initial value of paw size, (37) 

41	 k!"	 0.14 0.14 Rate of production of tolerance 
mediator M, due to elevated 
cytokine levels, estimated 

42	 τ!"#	 0.168 0.168 Transduction coefficient for 
cytokines from the periphery to 

the HPA axis, estimated 

43	 Vdm	 1 5 Effectiveness factor for 
hypothetical tolerance mediator 

M 

44	 γm	 4 3 Hill coefficient for tolerance 
mediator dependent action on 
ACTH (mechanism A) and 

CORT (mechanism B), 
respectively. 

45	 k!"#!"#!"# 	 1 1 Rate of degradation of cytokine 
protein in the periphery, 

estimated 

46	 γ1	 1 1 Hill coefficient for inhibition of 
CRH-dependent production of 
ACTH by DR(N), estimated 

47	 k!!!"#_!"#$ 24.82 24.82 Rate of synthesis of cytokine 
mRNA, (37) 

48	 IC!"!"# 	 32.55 32.55 Concentration of DR(N) at 
which proinflammatory 

cytokine synthesis constant 
drops to half it’s maximal value 

(36) 

49	 k!!"# 	 0.0345 0.0345 Transduction coefficient for 
cytokines, (37) 

50	 k!"#_!"#	 70.11 70.11 Steady-state cytokine levels 
during disease conditions, (37) 

 

Table	A2	
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Cosinor Analysis of Simulated Waveforms 

Mediator Mesor Amplitude Period Acrophase 

Health
y 

Arthriti
c 

Health
y 

Arthriti
c 

Health
y 

Arthritic Health
y 

Arthriti
c 

Mechanism A 

CORT in 
periphery 

1.3439 2.0902 0.8683 0.1436 24.004 24.00 16.226 5.3478 

ACTH 0.6416 0.6442
1 

0.3666 0.0606
4 

24.003 24.00 10.142 23.216
4 

Periphera
l 

Cytokine
s 

21.665 59.288
2 

1.1068 0.1674
9 

24.004
3 

24.00 9.1094 22.218
0 

GR 
mRNA 
in HPA 

22.926 23.871 0.599
4 

0.0887 24.005 24.00 11.689 1.37 

GR in 
HPA 

462.24
4 

471.38
6 

2.6114 0.4457
3 

24.005 24.00 10.607 23.268
1 

Mechanism B 

CORT in 
the 

periphery 

1.2268 2.026 0.9207 0.145 24.000 24.000 16.598 6.972 

ACTH 0.6405 0.486 0.3880 0.0459 23.999 24.000 10.541 0.801 

Periphera
l 

Cytokine
s 

21.832 51.599 1.2085 0.171 23.999 24.000 9.5125 23.845 

GR 
mRNA 
in HPA 

23.173 23.898 0.6589 0.0924 24.000 24.000 12.098 2.489 

GR in 
HPA 

468.77
1 

472.73 2.796 0.4452 24.000 24.000 11.099 0.987 
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Table	A3		

Experimental Cosinor Parameters and Simulated Cosinor Error Criteria 

Scaled Experimental Cosinor Parameters 

𝑓 𝑡 = 𝑀!"# + 𝐴!"#cos 2π
t− 𝜃!"#
24  

Feature Male Female 

Mean (𝑀!"#) 1 ± 0.2 2.40 ± 0.14 

Amplitude (𝐴!"#) 1.01 ± 0.19 2.2 ± 0.42 

Phase (𝜃!"#) 21.3 ± 0.3 20.7 ± 0.9 

Error Criteria for Simulated Cosinor Parameters  

Mean (𝑀!"#) 𝑀!"# − 𝜎! ≤ 𝑀!"# ≤ 𝑀!"# +  𝜎! 

Amplitude (𝐴!"#) 𝐴!"# − 𝜎! ≤ 𝐴!"# ≤ 𝐴!"# + 𝜎! 

Phase (𝜃!"#) 𝜃!"# − 𝜎! ≤ 𝜃!"# ≤ 𝜃!"# + 𝜎! 

Sampling Bounds for Sex-Specific Parameters 

Parameter Lower bound Upper bound 

𝐾!! 0 6 

𝐾!! 0 20 

𝑘!! 0 1.5 
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Table	A4		

List of Parameters Common to Both Sexes 

Parameter Value Description 

𝑘!! 0.3819 Estimated, zero order 
synthesis rate constant of 

CRH 

𝑉!! 0.3492 Estimated, first order rate 
constant for CRH 

degradation 

𝐾!! 4.3875 Estimated, Michaelis-
Menten constant for CRH 

degradation 

𝑘!! 0.4561 Estimated, first order rate 
constant for synthesis of 

ACTH 

𝑉!! 1.0015 Estimated, first order rate 
constant for degradation 

of ACTH  

𝐾!! 0.8488 Estimated, Michaelis-
Menten constant for 
ACTH degradation 

𝑉!! 0.7245 Estimated, first order rate 
constant for CORT 

degradation 

𝐾!! 0.1807 Estimated, Michaelis-
Menten constant for 
CORT degradation 

𝐺𝑅(0) 540.7 Initial GR content, (36) 

𝐺𝑅!"#$(0) 25.8 Initial GR mRNA 
content, (36) 

𝑘!"!!"# 2.9 Zero order rate constant 
for synthesis of GR 

mRNA, (36)  

𝑟! 0.49 GR recycle fraction from 
nucleus to cytoplasm, 
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(36) 

𝑘!" 0.57 Rate of GR recycling 
from nucleus to 
cytoplasm, (36) 

𝑘!" 0.00329 Second-order rate 
constant for CORT-GR 

binding, (36) 

𝑘!"#,!"# 𝑘!"!!"#/𝐺𝑅!"#$(0) First-order rate constant 
for degradation of GR 

mRNA, (36) 

𝑘!"#,!" 0.0572 First order rate constant 
for degradation of GR, 

(36) 

𝑘!"#,!" 𝐺𝑅 0 . 𝑘!"#,!"
/ 𝐺𝑅!"#$(0) 

First order rate constant 
for synthesis of GR, (36) 

𝑘! 0.63 Rate of GR translocation 
from cytoplasm to 

nucleus, (36) 

𝑘!"# 0.5 Strength of ACTH 
impulse 

𝑘!"#$!!.!"# 6.79 Rate constant for 
clearance of stressor 

𝑘! 40 Strength of induction of 
CRH production by 

stressor 

 

Table	A5	

Multi-linear regression analysis to assess the dependence of the leading Floquet exponent (𝑦) on the 

parameters representing the negative feedback (𝐾!!, 𝐾!!) and adrenal sensitivity (𝑘!!) in our model. 

Regression Model: 𝒚 =  𝑏! + 𝑏!.𝑲𝒑𝟏 + 𝑏!.𝑲𝒑𝟐 + 𝑏!.𝒌𝒑𝟑 

Condition 𝑏! [95% CI] 𝑏! [95% CI] 𝑏! [95% CI] 𝑏! [95% CI] 
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Nominal 0.1897 

[0.1892  
0.1902] 

0.00106 

[0.00103  
0.00109] 

0.0115 

[0.0112  
0.0118] 

-0.1311 

[-0.1321  -
0.1302] 

Intermediate 
Stress 

0.1825 

[0.1812  
0.1837] 

0.0005 

[0.0002  
0.0008] 

0.0052 

[0.0045  
0.0060] 

-0.0809 

[-0.0830  -
0.0787] 

High Stress 0.1783 

[0.1764  
0.1801] 

-0.0009 

[-0.0018  -
0.00005] 

0.0014 

[0.0002  
0.0026] 

-0.0565 

[-0.0591  -
0.0539] 

 

Table	A6		

List of Parameters Common for diurnal HPA axis model 

Parameter   Value Description 

𝑘!! 0.3819 µMh-1 Estimated, zero order 
synthesis rate constant 

of CRH 

𝑉!! 0.3492 µMh-1 Estimated, first order 
rate constant for CRH 

degradation 

𝐾!! 4.3875 µM Estimated, Michaelis-
Menten constant for 

CRH degradation 

𝑘!! 0.4561 µMh-1 Estimated, first order 
rate constant for 

synthesis of ACTH 

𝑉!! 1.0015 µMh-1 Estimated, first order 
rate constant for 

degradation of ACTH  

𝐾!! 0.8488 µM Estimated, Michaelis-
Menten constant for 
ACTH degradation 

𝑉!! 0.7245 µMh-1 Estimated, first order 
rate constant for CORT 
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degradation 

𝐾!! 0.1807 µM Estimated, Michaelis-
Menten constant for 
CORT degradation 

𝐺𝑅(0) 540.7 nmol L−1 mg 
protein−1 

Initial GR content, (36) 

𝐺𝑅!"#$(0) 25.8 fmolg−1 Initial GR mRNA 
content, (36) 

𝑘!"!!"# 2.9 fmolg−1 h−1 Zero order rate constant 
for synthesis of GR 

mRNA, (36)  

𝑟! 0.49 GR recycle fraction 
from nucleus to 
cytoplasm, (36) 

𝑘!" 0.57 h-1 Rate of GR recycling 
from nucleus to 
cytoplasm, (36) 

𝑘!" 0.00329 L nmol−1 h−1 Second-order rate 
constant for CORT-GR 

binding, (36) 

𝑘!"#,!"# 𝑘!"!!"#/𝐺𝑅!"#$(0) First-order rate constant 
for degradation of GR 

mRNA, (36) 

𝑘!"#,!" 0.0572 h-1 First order rate constant 
for degradation of GR, 

(36) 

𝑘!"#,!" 𝐺𝑅 0 . 𝑘!"#,!"
/ 𝐺𝑅!"#$(0) 

First order rate constant 
for synthesis of GR, 

(36) 

𝑘! 0.63 h-1 Rate of GR 
translocation from 

cytoplasm to nucleus, 
(36) 

𝑘!"# 0.5 Strength of ACTH 
impulse 

𝑘!"#$!!.!"# 6.79 h-1 Rate constant for 
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clearance of stressor 

𝑘! 40 Strength of induction of 
CRH production by 

stressor 

𝑘! 0.42 hr-1 First-order absorption 
rate constant for PNL 

(237) 

𝑘! 0.33 hr-1 First-order elimination 
rate constant for PNL 

(237) 

𝑘!!,𝑘!!,𝑘!!,𝑘!!,𝑘!!	 1 hr-1 Rate constants for 
transfer between transit 

compartments 
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Supplementary	Figures		

 

 

Supplementary Figure S1: Representative circadian CORT profiles generated by the parameter sets within 
each parameter space generated with kp1=1.5× i.e. intermediate chronic stress. The blue solid line (top) represents the 
mean of CORT circadian profiles generated by the male parameters, while the red solid line (bottom) represents the 

mean of the CORT circadian profiles generated by the female parameters. The blue (top) and red (bottom) shaded areas 
represent the standard deviation of the male and female simulated CORT circadian profiles, respectively. The black 

dashed lines represent the experimental cosinor for male (top) and female (bottom), respectively. The gray shaded areas 
represent the standard deviation of the male (top) and female (bottom) experimental CORT cosinors, respectively. 
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Supplementary Figure S2: Representative circadian CORT profiles generated by the parameter sets within 
each parameter space generated with kp1=2× i.e. high chronic stress. The blue solid line (top) represents the mean of 

CORT circadian profiles generated by the male parameters, while the red solid line (bottom) represents the mean of the 
CORT circadian profiles generated by the female parameters. The blue (top) and red (bottom) shaded areas represent 

the standard deviation of the male and female simulated CORT circadian profiles, respectively. The black dashed lines 
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represent the experimental cosinor for male (top) and female (bottom), respectively. The gray shaded areas represent 
the standard deviation of the male (top) and female (bottom) experimental CORT cosinors, respectively. 

 

 

 

Supplementary Figure S3: Time-of-day dependent acute stress response for the three chronically stressed 
parameter surfaces, characterized as the difference in AUC between stimulated and nominal profiles within the first 4 
hours after stimulation, for both male (top) and female (bottom). The markers (squares, crosses and circles) with the 

error bars indicate the difference in AUC for 4 hours from 
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Supplementary Figure S4: The Floquet exponent, indicative of the stability of the system to amplitude 
perturbation, increases with decreasing adrenal sensitivity, sensitivity for the nominal condition with no chronic stress. 
This implies that individuals with higher adrenal sensitivity are less stable to amplitude perturbation. The color denotes 

the Floquet exponent of the unentrained system, with blue denoting the minimum Floquet exponent, while yellow 
denoting the maximum Floquet exponent. 
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Supplementary Figure S5: The intrinsic amplitude of the unentrained system increases with decreasing levels 
of adrenal sensitivity sensitivity. The color denotes the intrinsic amplitude of the unentrained system, with blue 

denoting the minimum amplitude, while yellow denoting the maximum amplitude. 
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Supplementary Figure S6: Modified cortisol profile after dosing of synthetic glucocorticoids by bolus 
injection at the nominal amount (1x) returns to baseline when dosing ceases 
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Supplementary Figure S7: Amplitude change associated with chronopharmacological dosing regimens of 
fast-acting and slow-acting oral glucocorticoids 

 


