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The Internet Economy includes various online markets with billions of transactions. In this dissertation, we study pricing-related problems in both advertising markets and labor markets.

In an online advertising market, the advertiser pays for showing the ads to his target users. Discovered by previous works [1,2], the prices of showing ads to users with different attributes vary a lot. Motivated by this observation, we develop two targeting algorithms to help an advertiser reach more target users when he has a budget. The first algorithm with provable guarantee is for the case when all the user information is completely revealed, and the second one is for the case when the user information is partially present. We also crawled LinkedIn and Facebook price to verify our algorithm. We further point out that these two algorithms are feasible only if the pricing has arbitrage. As price arbitrage may hurt the market revenue, we introduce arbitrage-free pricing for such markets, and finally propose three arbitrage-free pricing algorithms with provable revenue guarantee for the market.

In a labor market with multiple workers and tasks, a worker possibly has several skills and a task requires a worker with a certain skill. To fairly match workers and tasks, we introduce the stable pricing mechanism by extending stable matching. We propose three truthful stable pricing mechanisms with revenue guarantee to ensure the fairness for both workers and tasks.
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Chapter 1

Introduction

A variety of blooming Internet-based markets constitute the great success of Internet Economy, which has been witnessed worldwide during the past few decades. Individuals, companies, governments and other organizations or groups are frequently interacting with each other and completing numerous transactions in such markets. For instance, in online advertising markets, e.g. Google and Facebook, an advertiser pays for promoting its products or brand to the potential consumers. In online labor markets, e.g. MTurk and TaskRabbit, an employer pays for a task that needs to be done by freelancing workers.

The pricing issue is unavoidable for a market. Although plenty of pricing research has been done in Economics and other fields, these Internet-based markets, which appeared recently, still face unprecedented challenges to price the transactions or products. One of the most important reasons is that unlike traditional markets, billions of users with large diversity are involved in a single Internet-based market, and the products or services provided in such a market inherit the diversity of users. Under this situation, the market has to tailor its business model to the diversity of users. For example, in a data market that sells user-authorized information, users with different privacy leakage should be compensated accordingly [3], otherwise no user would be willing to share her information. In a crowdsourcing market, a worker, who has many skills thus capable of many tasks, should be paid and matched fairly, otherwise she might leave the market [4]. In an advertising market, the same ads may be charged differently to be shown to different users because different user attributes are valued differently by a single advertiser. These business models imply that the products or services provided by different users are different, thus their prices should depend on involved users. Consequently, although these Internet-based markets with a variety of users run different business models, most of them face a similar but distinct research challenge in pricing their transactions or products.
In this thesis, we focus on solving novel pricing-related problems in the Internet-based advertising market and labor market. In the rest of this chapter, we first provide the overview of online markets. Then we introduce the advertising market and the labor market, followed by our contributions on the pricing-related problems in these two markets, in Section 1.2 and 1.3 respectively. Then we summarize the potential pricing-related research directions and the connections between our works with others in Section 1.4.

1.1 Overview of Online Markets

Online market is a term that is used widely, sometimes known as electronic market or digital market. This term has a broad meaning in its relatively short history, usually meaning differently to different people, which could be partially explained due to the lack of well-established research. In this thesis, we refer an online market as a whole market where buyers and sellers get connected through the Internet to complete online transactions for a specific type of products or services. Same as traditional markets, online markets can be categorized with the economic concepts, for instance, existence of competition (e.g. perfect completion and monopoly), the market size, suppliers and consumers. Based on the provided products or services, online markets can be also classified into these specific but many categories, e.g. the online exchange market (where, for example, stocks and Bitcoins are traded for profit), the online labor market, the online data market, the online advertising market, the cloud market, the e-commerce market (e.g. Amazon, eBay and Alibaba) and etc.

The major difference between traditional markets and online markets are the marketplaces. While a traditional market consists of a set of traditional marketplaces, an online market consists of one or more online marketplaces. Different from a traditional marketplace which is often a location or area, an online marketplace is a system or platform based on the Internet technologies where individuals and organizations execute commercial transactions. In such online marketplaces, products and services that are direct or indirect are provided for sale. Online marketplaces have their own advantages over traditional marketplaces. For purchasers, these online marketplaces provide a variety of efficient and economic purchasing options to numerous products or services, e.g. from buying a book to hiring a worker. For suppliers, such
online marketplaces provide easily accessible platforms and opportunities to reach potential customers, to establish new brands and to reduce sales risks. Besides the efficient access and worldwide connection, as the techniques of artificial intelligence and big data grow quickly, online marketplaces usually have a better understanding of their users, therefore can provide techniques to facilitate the completion of transactions. For example, in Netflix, a well-designed recommendation system will help users find their preferred movies. In online advertising markets, precise-targeting techniques are used to help advertisers to reach their potential customers and improve user experience in watching ads. All these revolutionary techniques cannot be applied without the support of online marketplaces.

Although online marketplaces (OMs) share many common properties, they are different from each other in term of, for example, business models. In order to characterize and compare OMs, we here discuss the classification methods of OMs, aiming to provide a clear view of the distinctions among these OMs, especially the distinction between the online markets we studied in this thesis and other online markets. However, as new OMs with novel business models emerge quickly, the taxonomy of OMs also involves. The methods to build the taxonomy are studied as a research problem, e.g. [5, 6, 7, 8, 9]. The general criteria to put OMs into different but potentially overlapped categories include the three major components of an OM: (1) involved sellers and buyers, (2) products or services in trade and (3) adopted pricing mechanisms. Note that a single OM that runs multiple businesses may belong to multiple categories. In this part, we summarize the mainstream methods to classify OMs. We first summarize three ways to classify OMs based on the involved sellers and buyers:

• **Number.** Based on the numbers of involved sellers and buyers, we can classify OMs into three categories: $1:M$, $M:1$ and $M:M$. An OM that belongs to the $1:M$ category consists only one (or very few) seller but many buyers. In such an OM, the single seller usually is the platform. For example, in Amazon Cloud, the platform is the only seller to provide virtual machines to many customers. Similarly, $M:1$ denotes many sellers and one (or very few) buyer, and the only buyer is usually the platform. For example, DataCup pays for collecting personal data from many users. $M:M$ represents many buyers and sellers. Most online labor marketplaces belong to this category, e.g. Amazon Mechanic Turk and TaskRabbit. Compared with $1:M$ and $M:1$, the $M:M$ marketplaces usually are closer to
perfect competition.

- **Role.** Either a seller or a buyer can be an individual or a business, so based on the roles of sellers and buyers, we can classify OMs into B2B, B2C and C2C by extending these concepts from e-commerce. In this thesis, B2B refers to the case where one business makes a commercial transaction with another. For example, in Alibaba, factories are trading intermediate goods with each other. B2C denotes the OMs where businesses sell final products to customers, e.g., Amazon. In C2C marketplaces, customers are trading with each other, e.g., eBay. In B2B, the buying decisions are more rational and the relationship between buyers and sellers are usually long-term.

- **Distinction.** In many markets, there is a clear distinction between sellers and buyers. For example, in Amazon Mechanical Turk, workers seldom become an employer to publish tasks. However, a different category is the OMs where sellers and buyers can switch frequently, e.g., the stock market and the Bitcoin market.

We next summarize the taxonomy of OMs based on what are in trade.

- **Goods, Information or Services.** In economics, a common distinction between goods and services are that goods are tangible while services are non-physical. As information can be also traded, we classify the OMs into three categories based on what are traded: Normal Goods, Information Goods and Services. Information goods are traded in data markets, e.g., Infochimps and DataCup. Services are provided by, for example, Uber and Upwork. There are many OMs selling normal goods, e.g., Amazon and eBay.

- **Vertical or Horizontal.** [8] classifies OMs based on the type of products. Vertical OMs, sometimes called industry-specific OMs, focus on aggregating the supply and demand of products/services in a specific industry, aiming to optimizing the relationship between buyers and sellers. Horizontal OMs, also known as functional OMs, aim to optimize specific functions in organizations through facilitating cross-industry transactions. Usually, products/services that are common among multiple industries are provided in horizontal OMs.
We finally summarize the methods to classify OMs based on how the prices of transactions are determined as follows:

- **Price Control.** We can classify the OMs based on the ability to control the prices of transactions:
  - *No Control.* In online exchange marketplaces, the OM owner has no control over the prices of transactions. Instead, the prices are fully determined by user bids thus the supply and demand equilibrium. Usually, these OMs neither produce nor consume products in trade, and they only provide exchange platforms to manage transactions. Typical examples include the stock market and the Bitcoin market.
  - *Full Control.* The other extreme category is the OMs which can set the prices for all the products independent of current user bids which represent supply and demand. For example, Amazon Cloud (excluding spot business) sets the prices for various types of reserved virtual machines without asking customers for their bids, and Uber charges the cost for a ride without asking users for their bids. In this category, the prices are usually determined based on prior knowledge.
  - *Partial Control.* There are also many OMs in between. For example, many online advertising marketplaces use different auctions with reserved prices, thus the prices of transactions, as the outcomes of auctions, are determined by three factors, i.e. the user bids, the choice of auctions and the choice of reserved prices. Although prices heavily depend on the user bids, the online advertising marketplaces have control over the choice of auctions and reserved prices, so they have partial control over the prices.

- **Pricing Mechanism.** OMs can be categorized by the pricing mechanisms that are used.
  - *Fixed Pricing.* A fixed pricing mechanism does not adjust prices frequently over time. This pricing mechanism is ideally used for OMs where the supply and demand relationship is relatively steady, or there is long-term cooperation between buyers and sellers. Using fixed pricing mechanisms can sometimes help buyers and sellers to manage the budget.
- *Auction.* As variable pricing, auctions determine the market value of the products based on supply and/or demand, usually in real time. There are various types of auctions adopted by different markets, e.g. double auctions in the stock market, sealed-bid auctions in the online advertising market. Different auctions are designed for different purposes, e.g. maximizing revenue or social efficiency, thus auctions bring some flexibility to the OMs.

With these classification methods, we are able to compare different OMs. In this thesis, we focus on the online advertising market and the online labor market, so we compare current online advertising marketplaces and online labor marketplaces with other OMs, e.g. online exchange marketplaces and cloud marketplaces.

In term of involved buyers and sellers, there is a clear difference between online labor marketplaces and online advertising marketplaces. A large proportion of online labor marketplaces belong to the M:M and C2C categories because current online labor marketplace usually have many workers and employers, and a significant proportion of employers are individuals or non-business organizations (e.g. in TaskRabbit, many tasks are like home-moving). By contrast, most closed-site online advertising marketplaces (e.g. sponsored search advertising and social network advertising) belong to the 1:M and B2B categories because advertisers as the buyers are usually companies and the platform (e.g. a search engine or a social network) is the only seller. From this perspective, many online exchange marketplaces (e.g. stock and Bitcoin exchanges) are similar to online labor markets, i.e. M:M and C2C because a large proportion of stock and Bitcoin accounts are personal. However, in online exchange markets, there is no clear distinction between buyers and sellers because a buyer (or a seller) can switch to a seller (or a buyer) easily, which makes online exchange markets significantly different from other online markets. Cloud marketplaces are similar with online advertising marketplaces, i.e. 1:M and B2B.

From the perspective of products or services in trade, online labor markets provide labor services to employers, e.g. tagging an image and moving a home. Online advertising markets provide the services that lead to successful sales of products for advertisers, and cloud markets provide virtual machines as the products. Despite of differences, the services or products provided by these three markets bring a specific and practical function to the buyers, thus directly
increase the utility of buyers. However, in online exchange markets, buying any product which is specific for exchange cannot directly increase buyers’ utility, i.e. a unit of stock or Bitcoin cannot be used or consumed directly.

When compared through pricing mechanisms, online markets are different from each other. In most exchange markets, the marketplaces have no control over the prices. For example, any Bitcoin exchange has no power to set the price of Bitcoin without becoming a buyer or seller. Therefore, exchange markets have no need to solve pricing problems similar with what are discussed in this thesis. But many other online markets are different from exchange markets. In labor markets, the marketplaces have different pricing policy. For example, in Upwork, the price of a task is usually decided by the negotiation between the worker and the employer, thus the marketplace has no control over the prices either. Although the price of a task is determined by the employer, Amazon Mechanical Turk uses fixed pricing to additionally charge a task requiring workers with specific attributes. For example, the employer needs to pay 25 cents in addition to hire a worker from age 30 to 35. Thus, AMT has partial control over the task prices. In TaskRabbit, prices are automatically set for some tasks through a function named QuickAssign. With this function, the marketplace has full control over the labor prices. In online advertising markets, many marketplaces have partial control over ads prices by using auctions with reserved prices. This is similar to the spot business in cloud markets, however, many cloud marketplaces use fixed pricing to fully control the prices of virtual machines.

1.2 Online Advertising Market

Online advertising is one of the most important industries to the Internet Economy. In 2016, the global online advertising markets have generated 178 billions of US dollars\(^1\) and this number is estimated to be 204 billions in 2017, i.e. with 14.6% annual growth rate. Even in the US where the markets and techniques of online advertising are highly developed, the annual growth rate from 2016 to 2017 is still steady and significant – 15.9%, much larger than the annual GDP growth rate of the US. Moreover, online advertising markets are still expected to grow quickly in future.

\(^1\)https://www.statista.com/statistics/246567/global-online-advertising-revenue/
1.2.1 Business Models

As the techniques and business are both developing, online advertising markets are now providing various forms of ads to their customers with different needs. For example, a movie trailer can be shown on YouTube; a job post may appear on LinkedIn, and a sponsored search may come up when a user is using a search engine. In general, online advertising can be categorized into different, but often overlapping businesses:

- **Display Advertising.** On a website as a publisher, display ads often appear in obvious sections that are intentionally designed and reserved for paid ads, e.g. a banner, text box or video box. The advertising companies whose business includes display ads are Google, Facebook, mMedia, etc. For example, Fig 1.1 shows the display ad placed in the banner on the website of New York Times.

![Figure 1.1: The banner in the red box is a display ad on New Your Times](image)

- **Search Advertising.** Ads of this type are specifically run by search engines, e.g. Google, Microsoft and Yahoo. Usually, search ads are placed on the web page that demonstrates search results for a given search query. Search ads are targeted for those search engine users who have matched input search terms, e.g. “buy car” in Fig 1.2. One of the reasons to the success of this business model is that many users often use a search engine to identify and compare purchasing options immediately before making a purchasing decision. As search terms often reflect search engine users’ interests and intentions, sponsored search ads are able to offer highly relevant information and purchasing options to a search engine user based on her search query.

- **Social Advertising.** In social networks, social ads are often placed between two posts in
Figure 1.2: The two search results in the red box are the search ads on Google.

The timeline, or other positions, e.g. sidebars. Fig 1.3 shows the ad – a job description – in the timeline of LinkedIn. Social platforms providing social advertising are able to collect more user information from user input. For example, LinkedIn knows the past working experience of its users, and Facebook knows a user’s social relationship. With such collected or inferred user information, social platforms provide a unique targeting system for advertisers to reach their audience in a more accurate way.

Figure 1.3: The job ads on LinkedIn

- Video Advertising. A video ad is generally considered as a short video containing sponsored information which appears before, during and/or after a video stream. One typical example of video ads is a movie trailer appearing within a YouTube video.
1.2.2 Pricing Models

The major pricing models used by major advertising platforms include:

- **CPM (cost per mille)** is the cost for every one thousand impressions. An impression, sometimes known as an ad view, is a term that refers to the case that an ad is viewed once by a user, or displayed once on a web page.

- **CPC (cost per click)**, as a performance-based metric, is the cost for a user click on the ad, no matter how many impressions are served trying to get the click.

- **CPA (cost per action)**, as another performance-based metric, is the cost for a customized user action, no matter how many impressions/clicks are served trying to get the action. An action could be, for example, the purchase of a product, installment of an app and the membership registration.

1.2.3 User Targeting

Online advertising platforms provide targeting systems to grant an advertiser with the precise control over the users who will see his ads. Their targeting languages contain detailed information shared directly by users, inferred from user daily activities and social relationship, or purchased from third-party data providers. This includes detailed educational records about the user, past and present employment experience, significant life events like changes in marital status or birth of a baby. For example, in LinkedIn, an Internet company can accurately deliver its job ads to fresh graduates with machine learning skills; in Facebook, a luxury car dealer can restrict that only the local and rich users could be exposed to its ads. Fig 1.4 shows the interface of Facebook targeting system, and the audience are restricted to New Jersey, with 30+ years old, and with annual income over $500,000.

The ad market, which provides a variety of user attributes as the targeting options, faces a pricing problem to set the optimal price for each user attribute – it is natural to allow that the costs of showing an ad to users with different attributes should not be always the same. The price of a targeting option in many advertising markets are usually decided by auctions, e.g. GSP [10] and VCG [11][12][13], or fixed prices. In our work [14], we propose arbitrage-free
Figure 1.4: The interface of Facebook targeting system

1.4 Pricing Algorithms

Pricing algorithms to set the ideal price for each user attribute as an targeting option provided by advertising markets, summarized in Chapter 3.

Provided with a plenty targeting options and their prices, advertisers not only have fine control over their audience but also face a targeting problem – given a set of users with specific attributes to target, the optimal strategies to split the budget over targeting options to reach as many target users as possible. In our work [15], we propose two targeting algorithms to benefit advertisers, summarized in Chapter 2.

1.3 Online Labor Market

As online labor markets have been continuously growing, we witness a promising alternative, or even revolution, to traditional employment model for the global economy. These markets provide a novel method to connect various workers and employers all around the world. Moreover, where, when and how the work is performed are redefined in such markets. For employers, besides the more flexible and less time-consuming hiring process, they have a more economic access to workers with a variety of specialized skills. For workers, as long as they have professional skills, they can start to make money at any time at any location. There are also all sorts of tasks, simple or complex, short-term or long-term, ranging from recognizing birds from images...
According to [16], there are two different but sometimes overlapping types of tasks:

- **Microwork**, where a task can be completed by a single worker within a short time, e.g. a few minutes. To finish a microwork, usually the workers only need some basic numeracy and literacy skills, e.g. image tagging, data entry and text transcription. Many unemployed individuals without advanced professional skills are involved in the market of microworks, e.g. Amazon Mechanical Turk (AMT) and CrowdFlower.

- **Macrowork**, where the task tends to be a larger project that requires longer time to perform – days or months. For example, Upwork and Freelancer are providing such macrowork. A macrowork usually prefers workers with a higher level of professional skills, e.g. translation, software development and data analysis. For example, the Fig 1.5 shows the description of a web development task in Upwork. The estimated duration and compensation are in the blue box, and the required skills are in the red box.

![HTML/CSS Notification Template Engineer](image.png)

**Figure 1.5: The description of a web development task in Upwork**

The major difference between microwork and macrowork is the complexity and compensation of the task. As the professional barriers of taking a microwork are very low, the compensation of a microwork is usually small, making that a worker has to complete as many microworks as possible to sustain a reasonable salary. Therefore, the quality of microworks are the major concerns of the employers. There are many research to improve the quality, e.g. to select the
workers with some attributes that fit for a given task \[17\], to learn the true label from multiple noisy labels \[18\], and to financially incentivize workers to produce higher quality \[19\]. In contrast, since specific skills are required by a macrowork, the hourly payment is usually higher, making that macrowork becomes a good choice for many professionals who need part time jobs. Through data analysis, \[20\] shows that the hiring probability is highly influenced by the skillset of the worker. \[21\] models the expertise level of a worker’s skill.

![Figure 1.6: The description of a work in MTurk](image)

In most microwork markets, the payment of a task is set by the employer, e.g. 1 cent to identify required information from image in AMT as shown in Fig 1.6. The workers can freely choose to work on microworks of which they satisfy the basic qualifications. This business model implies that a worker has to spend much time to identify the most profitable and suitable microworks by herself \[22\]. Meanwhile, the microwork has very limited control of the workers who works on it. In contrast, a macrowork often needs interviews before making hiring decisions as shown in the yellow box in Fig 1.5 and the payment is sometimes negotiable rather than solely decided by the employer.

Between the microwork and macrowork, many tasks belong to the overlap, e.g. translating a single page of text. For such a task, taking interview might be too costly for the task owner, but publishing it as a microwork, quality might be a concern. Therefore, the market needs a pricing and matching system that is able to automatically do the followings:

- Determine the payment of a task
- Assign a proper worker to the task
- Treat both the worker and the task fairly

With such a system, a worker no longer needs to spend time in interviewing for tasks or identifying profitable tasks by herself because the system is guaranteed to treat her fairly, and similarly, a task no longer needs to struggle in interviewing candidates or determining (or
negotiating) the payment because the system will do all of these automatically. In our work [4] which summarized in Chapter 4, we address this problem in the following steps. We first identify the cases that automatic pricing and matching will possibly treat workers and/or tasks unfairly if the market simply aims to maximize the revenue. After that, we formulate the novel research problem – revenue-maximizing stable pricing problem. To tackle this problem, we first propose a truthful, stable mechanism with randomized uniform pricing with revenue guarantee, then we extend this mechanism with non-uniform pricing. Finally, we design an online stable mechanism for the case when tasks come online.

1.4 Research Directions

In this thesis, we contribute to the answers to the following three pricing-related research directions that are interested by the Internet-based markets.

The first research direction is analyzing the current prices. According to both theories and experience, the strategies of entities in the market are highly influenced by the prices. Therefore, to understand the current prices of a market is one of the most important ways to understand the status quo of the market. In advertising markets, [2] analyzes the auction prices of Facebook advertising market by reverse engineering its suggested bids, and [23] explores the ads prices considering privacy. Beyond advertising, [24] analyzes the spot prices in the Amazon cloud market, [25] investigates the costs in the Amazon crowdsourcing market, and [26] studies the patterns of surge prices in Uber ridesharing market. In our work [1], we crawled the prices data from LinkedIn and Facebook advertising markets, and through analysis, we find that the prices of showing ads to users with different attributes vary a lot. Our analysis results are used for verifying the hypotheses, which provides the core insights for the data-driven algorithm in Chapter 2.4.

The second research direction is the optimal buying strategies when buyers are given some knowledge of the current prices. Rationally, a smart buyer would explore the optimal buying strategies to benefit his own business by exploiting the knowledge of the prices in the market. For example, [27] and [28] study the optimal bidding strategies in the sponsored search ads market and the cloud market respectively. In our work [15], we formulate and solve a novel
targeting problem to find the optimal targeting strategy for advertisers (as the buyers in the advertising market) given the analysis results of the current prices, which is summarized in Chapter 2.

The last but not least research direction is the optimal pricing strategy for the market or sellers. A market owner or sellers are seeking to price the transactions or products properly to maximize their revenue or other measurable benefits, sometimes in long term. Rich pricing research has been provided for this issue. [29] studies the revenue maximization problem for envy-free pricing, which is one representative equilibrium pricing in a variety of economic settings [30]. In advertising markets, various auction methods are used, e.g. GSP [10] and VCG [11, 12, 13]. In data markets, price arbitrage occurs among queries when one query can be determined by a group of other queries, and [31] proposes an arbitrage-free pricing for queries. In our work [14], we find that a market with a variety of users has similar but distinct arbitrage problems because a single user may have many attributes, and we propose a revenue-maximizing arbitrage-free pricing for the market owner, which is summarized in Chapter 3.

Moving to the labor market, we find that the revenue-maximizing pricing may treat workers and/or employers unfairly. Therefore in our work [4], we propose stable pricing mechanisms with guarantee of both revenue and fairness for the labor market, which is summarized in Chapter 4.
Chapter 2

Targeting Algorithms in Online Advertising Markets

2.1 Introduction

Online advertising is one of the pillars in the Internet industry. In 2013, the online advertising markets generated 42.8 billion dollars in revenue in the US alone. An online advertising market allows advertisers to pay for targeting (by showing ads to) specific audience through its targeting language. Google AdWords, the largest online ad network, for instance, allows advertisers to target users based on search terms from user input, the website (publisher) that the user is browsing, and simple user demographics (gender, age, location). The cost of reaching a user from a specific user set is set by auction mechanisms, e.g. second-price auction or by contracts.

Other online advertising markets, specifically that run by Facebook, LinkedIn and other OSNs, offer much finer targeting controls. Their targeting languages contain detailed information shared directly by users, inferred from user daily activities or purchased from third-part data providers. This includes detailed educational records about the user, past and present employment experience, significant life events like changes in marital status or birth of a baby. LinkedIn, for instance, allows advertisers to target a software engineer in Microsoft, or a college student whose major is nursing. Obviously, the price to advertise users varies with their characteristics. For example, in a certain time period, the cost to target any software engineer in Microsoft could be twice high as the cost to target a nursing student.

This motivates a natural targeting problem. Each user $x$ has a set $C(x)$ of characteristics. An advertiser has set $S_T$ of characteristics of his interest and hence the set $U(S_T)$ of users (for any $x \in U(S_T), S_T \subseteq C(x)$) is the advertisers’ preferred set of users to reach with
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ads. The advertiser has some budget $b_0$ and can split it to reach users with any combination of characteristics. The optimal strategy is a way to split the budget so that the set $T$ of users reached has as much of $U(S_T)$ as possible, i.e., $|T \cap U(S_T)|$ is maximized. We consider two settings and our contributions are:

- **OSN-perspective.** An OSN can take in an advertiser’s preferred set and solve his targeting problem. This is called proxy-bidding and OSNs (and other ad platforms like AdWords) provide such a service. In this case, the OSN knows the precise mapping from $x$ to $C(x)$ for any $x$. We present a polynomial algorithm that has $1 - 1/e$ approximation guarantee. In this algorithm, we first define the marginal increment ratio, and then iteratively allocate budget to the characteristic sets with the largest ratio.

- **Advertiser-perspective.** If an advertiser were to solve the targeting problem on his own with the price estimates provided by the OSNs, then the advertiser does not know $C(x)$ precisely for each $x$ and only knows the number of users, i.e. $|U(S)|$, with a given set $S$ of characteristics. In this case, the advertiser cannot infer the overlap between $U(S_1)$ and $U(S_2)$ for two different characteristic sets $S_1$ and $S_2$. We focus on subset targeting, that is, given $S_T$ of interest to the advertiser, he splits budget between $S_i$’s such that $U(S_i) \subseteq U(S_T)$ and $U(S_i)$’s are pairwise disjoint. We propose a fast greedy algorithm using subsets and study its performance empirically using a unique dataset consisting of more than one million suggested bids from Facebook and LinkedIn that we crawl.

The rest of this chapter is organized as follows. Section 2.2 introduces the background of OSN advertising and formulates the problem. In Section 2.3 we describe the approximation algorithm for OSN-perspective. In Section 2.4 we first propose two heuristics and based on them we propose the greedy algorithm for Advertiser-perspective. We introduce the non-trivial work of crawling the datasets in Section 2.5 and evaluate the greedy algorithm for Advertiser-perspective in Section 2.6. We summarize related works in Section 2.7 and conclude in Section 2.8.
2.2 Problem Formulation

In OSN advertising markets considered in this chapter, e.g. Facebook and LinkedIn, an OSN user $x$ has one or more characteristics, and every characteristic contains exactly one attribute $a \in A$ and one value $v \in D(a)$ of the attribute. For example, if a user has the characteristic (Location:CA), it means that the OSN knows that the user lives (or works) in California. Let $A$ be the set of all attributes, e.g. $A = \{\text{Location}, \text{Age}, \ldots\}$, and $D(a)$ be the domain of the attribute $a$, e.g. $D(\text{Location}) = \{\text{CA, NY, NJ,\ldots}\}$. Let $S$ denote a set of characteristics and $U(S)$ denote the set of all the users who have all the characteristics in $S$. For example, if $c_1 = (\text{Location:CA})$ and $c_2 = (\text{Gender:Female})$ and $S_1 = \{c_1, c_2\}$, we say that $U(S_1)$ is the set of all the users who are female and live in CA. But any user in $U(S)$ could possibly have other characteristics, e.g. (Age:18-21). Let $A(S)$ denote the set of attributes involved in $S$, e.g. $A(S_1) = \{\text{Location, Gender}\}$.

When an advertiser wants to promote his campaign, we assume that he has a limited budget $b_0$ and a single preferred characteristic set $S_T$, which means that the advertiser only wants to target (by showing an ad to) users in $U(S_T)$. For example, a luxury car dealer in CA may only want to target rich people in CA. To be clear, if the characteristic set of a user is a superset of $S_T$, the user is equivalently preferred by the advertiser, but a user who lacks any characteristic in $S_T$ is not preferred. For example, a rich software engineer in CA, a rich banker in CA and a rich woman in CA are assumed to be equivalently preferred by this car dealer, but a software engineer in CA (without knowing s/he is rich) is not preferred by the dealer. For any $S$, the number of its users (i.e. $|U(S)|$) and the price $p(S)$ are public to advertisers. More specifically, $p(S)$ is the unit cost to target any user in $U(S)$.

It is trivial to see that if an advertiser allocates budget $b \ (\leq |U(S)| \cdot p(S))$ to target the user set $U(S)$, the number of targeted users is $\frac{b}{p(S)}$. We assume that these $\frac{b}{p(S)}$ users are uniformly sampled from $U(S)$, i.e. each user $x \in U(S)$ has the equal probability $\frac{b}{|U(S)| \cdot p(S)}$ to be targeted. Now we formulate the targeting as a maximization problem in Eq (2.1): given the preferred characteristic set $S_T$ and the budget $b_0$ from the advertiser and the price function $p(S)$ for any $S$ from the OSN, we want to find an optimal allocation of budget, i.e. a vector $\mathbf{B} = (B_1, \ldots, B_N)$ where $B_i$ is the budget allocated to target the user set that corresponds to
the $i$-th characteristic set (i.e. $U(S_i)$), to

$$\begin{align*}
\text{maximize} & \quad \sum_{x \in U(S_T)} \min\{1, f(x)\} \\
\text{subject to} & \quad 0 \leq B_i, \forall i \in \{1, ..., N\} \\
& \quad \sum_{i=1}^{N} B_i \leq b_0
\end{align*}$$

(2.1)

$f(x)$ is the expected (total) number of times that the user $x$ is targeted. In other words, if $x$ is preferred (i.e. $x \in U(S_T)$), we say that the advertiser has reached $f(x)$ unique preferred user in expectation (by ignoring others). We use $\min\{1, f(x)\}$ to formulate the constraint that even if any user is targeted more than once, we only count it as one targeted user. Thus, the expected total number of reached preferred users is $\sum_{x \in U(S_T)} \min\{1, f(x)\}$. According to the uniform assumption, $f(x)$ is defined in Eq (2.2) where $1_{x \in U(S_i)}$ is an indicator function, returning 1 if $x \in U(S_i)$ and 0 otherwise.

$$f(x) = \frac{\sum_{i=1}^{N} 1_{x \in U(S_i)} B_i}{|U(S_i)| p(S_i)}$$

(2.2)

However, in many OSN markets, e.g. Facebook, LinkedIn and Twitter, advertisers are unable to evaluate the indicator function $1_{x \in U(S_i)}$ for any $x$ and $S_i$, because they are not allowed to know which specific users have which specific characteristics for privacy concerns. Thus, we consider two settings of the problem. For the first setting where $1_{x \in U(S_i)}$ is computable, we name it as the OSN-perspective setting since OSNs has the complete knowledge. For the second setting where $1_{x \in U(S_i)}$ is not computable, we name it as the Advertiser-perspective setting. For the OSN-perspective setting, we propose a polynomial algorithm with performance guarantee, and for the Advertiser-perspective setting, we propose a greedy algorithm based on reasonable heuristics.
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2 Assuming that we have an ordered indexing, from 1 to $N$, for every characteristic set, and we will analyze the size of $N$ in Section 2.4.2.
2.3 The Algorithm for OSN-perspective

To present the algorithm, we first formulate $R_i$ as the ratio of marginal increment (of the objective function in Eq (2.1)) to a small amount of budget allocated to the $i$-th characteristic set, i.e. $S_i$. We define that a user set $U(S)$ is full if it is true that $\forall x \in U(S) \cap U(S_T)$, $f(x) \geq 1$. In other words, being full means that every user belonging to the intersection $U(S) \cap U(S_T)$ has already been targeted for at least once in expectation. On the other hand, if $U(S)$ is not full, there always exists at least one user $x$ such that $x \in U(S) \cap U(S_T)$ and $f(x) < 1$. Thus, for any $U(S_i)$ that is not full, we can always find a small $\epsilon_i \in (0, 1]$ such that $f(x) + \epsilon_i \leq 1$, $\forall x \in U(S_i) \cap U(S_T)$ and $f(x) < 1$. Let $h_i = \max\{f(x) | x \in U(S_i) \cap U(S_T), f(x) < 1\}$, then the largest value of $\epsilon_i$ is $1 - h_i$. It is straightforward to see that if the advertiser allocates $\epsilon_i \cdot |U(S_i)| \cdot p(S_i)$ dollars to target $U(S_i)$, the objective function will be increased by $\epsilon_i \sum_{x \in U(S_i) \cap U(S_T)} 1_{f(x) < 1}$. Dividing the increment by the budget, we have $R_i$ in Eq (2.3).

$$R_i = \frac{\sum_{x \in U(S_i) \cap U(S_T)} 1_{f(x) < 1}}{|U(S_i)| \cdot p(S_i)} \tag{2.3}$$

The essential idea of the algorithm is that for each iteration, we first identify the characteristic set $S_{i^*}$ with the largest marginal increment, i.e. $i^* = \arg\max_i R_i$, and then allocate budget to $U(S_{i^*})$ till the budget is exhausted or $U(S_{i^*})$ is full.

**Algorithm 2.1** Approximation Algorithm

**Input** $S_T$ and $b_0$ from the advertiser, pricing and mapping from the OSN.

**Output** $(B_1, ..., B_N)$.

1. $\forall x, f(x) = 0; \forall i \in [N], B_i = 0$
2. repeat
3. $i^* \leftarrow \arg\max_i R_i$
4. $\Delta b \leftarrow \min\{b_0, |U(S_{i^*})| \cdot p(S_{i^*})(1 - h_{i^*})\}$
5. $B_{i^*} \leftarrow B_{i^*} + \Delta b$
6. for $x \in U(S_{i^*}) \cap U(S_T)$ do
7. $f(x) \leftarrow f(x) + \frac{\Delta b}{|U(S_{i^*})| \cdot p(S_{i^*})}$
8. end for
9. until $b_0 = \sum_{i=1}^N B_i$ or $\forall x \in S_T, f(x) \geq 1$
10. return $B$

**Proposition 2.1.** The algorithm will stop after at most $m$ iterations. With a proper preprocessing, the running time for each iteration is $O(m + N)$. Thus the overall time complexity is
$O(m^2 + mN)$ where $m = |U(S_T)|$ and $N$ is the total number of characteristic sets.

Proof Sketch: In each iteration, there is at least one user $x \in U(S_T)$ whose $f(x)$ is increased to 1 (if there is no such a user, it means that the budget runs out and the algorithm will stop immediately). Thus the algorithm will stop after at most $m$ iterations. We can do an $O(mN)$ reprocessing (only once before “repeat” in line 2) to build the mapping between all the users in $U(S_T)$ and all the characteristic sets. Moreover, we can maintain the values of $\sum_{x \in U(S_i)} \mathbb{1}_{f(x) < 1}$ for all $S_i$ and update them after we update $f(x)$ between line 7 and 8, thus the running time of each iteration becomes $O(m + N)$.

We show that the greedy that maximizes the marginal value in Eq (2.3) yields $1 - 1/e$ guarantee in Theorem 2.2. Here we extend the techniques in [34] (for budgeted maximum coverage problem) to prove Theorem 2.2.

Theorem 2.2. Algorithm 2.1 is a $1 - 1/e$ approximation to the targeting problem in the OSN-perspective setting.

Proof. W.l.o.g. we assume that by using Algorithm 2.1, $b_0$ is exhausted after exactly $T > 0$ iterations. Let $B^t$ denote the budget allocation vector after $t$-th iteration and the allocated budget is denoted by $|B^t| = \sum_{i=1}^{N} B^t_i$. Let $c^t$ denote the budget allocated in the $t$-th iteration, i.e. $c^t = |B^t| - |B^{t-1}|$; $g(B)$ is the value of objective function in Eq (2.1) given the allocation $B$. It is easy to see that $B^0 = 0$ and $g(B^0) = 0$. We also assume that there exists an optimal allocation $B^*$ (not necessarily unique) which maximizes the objective function (note that the number of iterations to compute the optimal allocation is not necessarily $T$). Let $j(t) \in [N]$ denote the index of the characteristic set chosen by the algorithm at the $t$-th iteration (i.e. $S_{j(t)}$).

Lemma 2.3. After each iteration $t \in [T]$, the following holds:

$$g(B_t) \geq \frac{c_t}{b_0} g(B^*) + (1 - \frac{c_t}{b_0}) g(B^{t-1})$$

Proof. Let $\hat{B}^{t-1}$ denote an allocation vector such that $\hat{B}^{t-1} = (\max\{B_i^{t-1}, B_i^*\})_{i=1}^{N}$. It is trivial to see that $|\hat{B}^{t-1}| - |B^{t-1}| \leq b_0$. For any $i$ such that $B_i^{t-1} < \hat{B}_i^{t-1}$, we can find $R_i \leq R_j(t)$ since the marginal increment ratio $R_{j(t)}$ chosen by Algorithm 2.1 is the largest at
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1 This is polynomial because the number of bits to represent the full membership of a user is $N$. 
iteration $t$. Thus we have $g(\hat{B}^{t-1}) - g(B^{t-1}) \leq b_0 R_{j(t)}$. Noting that $g(B^*) \leq g(\hat{B}^{t-1})$ and $R_{j(t)} = \frac{g(B^*) - g(B^{t-1})}{c_t}$, we prove the lemma.

**Lemma 2.4.** After each iteration $t \in [T]$, the following holds:

$$g(B_t) \geq \left(1 - \prod_{j=1}^{t} \left(1 - \frac{c_j}{b_0}\right)\right) g(B^*) \quad (2.5)$$

**Proof.** We prove the lemma by induction on the number of iterations in which the allocation $B_t$, $t = 1, ..., T$ are considered. For $t = 1$, it is true by directly applying Lemma 2.3. Suppose the statement of the lemma holds for iterations from 1 to $t - 1$, we show that it also holds for the $t$-th iteration.

$$g(B_t) \geq \frac{c_t}{b_0} g(B^*) + \left(1 - \frac{c_t}{b_0}\right) \left(1 - \prod_{j=1}^{t-1} \left(1 - \frac{c_j}{b_0}\right)\right) g(B^*)$$

$$= \left(1 - \prod_{j=1}^{t} \left(1 - \frac{c_j}{b_0}\right)\right) g(B^*) \quad (2.6)$$

Note that $\prod_{t=1}^{T} \left(1 - \frac{c_t}{b_0}\right) \leq \left(1 - \frac{1}{e}\right)^T < \frac{1}{e}$, thus we have $g(B^T) \geq (1 - \frac{1}{e})g(B^*)$, proving the theorem.

**2.4 The Algorithm for Advertiser-perspective**

Although the proposed algorithm in Section 2.3 has a desirable performance guarantee, it is not practical to individual advertisers due to the two challenges as follows.

**Huge Search Space.** Algorithm 2.1 has a polynomial time complexity w.r.t. the number of all the characteristic sets, i.e. $N$, however, in the mainstream OSN advertising markets, $N$ could be very large since the advertiser can compose a characteristic set by arbitrarily choosing compatible characteristics. Even if we only allow that all the characteristics in a characteristic set have different attributes (thus they are compatible to each other), there
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4For example, the two characteristics (Location:CA) and (Age:18-21) are compatible to each other but (Age:18-21) and (Age:22-24) are not because any user has only one number for her age. Whether any two characteristics are compatible is decided by the OSNs. It is mostly likely safe to say that if any two characteristics with different attributes, they are compatible.
are up to $\prod_{a \in A} (|D(a)| + 1)$ distinct characteristic sets (in our crawled LinkedIn dataset, $N \approx 2.4 \times 10^{12}$). This means that any practical algorithm cannot traverse all the characteristic set even for once.

**Incomplete Information.** In the Advertiser-perspective setting, advertisers do not know the value of the indicator function $\mathbb{1}_{x \in U(S_i)}$ for any $x$ and $S_i$. To our best knowledge, in this setting advertisers cannot even compute the objective function in Eq (2.1) in polynomial time for a given allocation of budget.

### 2.4.1 Data-driven Heuristics

We propose two heuristics to address the two challenges respectively. For the huge search space, we proposed the heuristic of subset targeting and verify it through a dataset of suggested bids crawled from Facebook and LinkedIn. The detailed description of the dataset is in Section 2.5. In short, we have 29420 distinct characteristic sets from Facebook and 8056 from LinkedIn. For each $S$, we know $p(S)$ and $|U(S)|$. To present the heuristics, we first define cheap characteristic set in Definition 2.1.

**Definition 2.1.** We say a characteristic set $S$ is cheap to $S_T$ iff $|U(S)| \cdot p(S) < |U(S) \cap U(S_T)| \cdot p(S_T)$.

It implies that $|U(S) \cap U(S_T)| > 0$ is a necessary condition for any $S$ to be cheap to $S_T$. If $S$ is cheap to $S_T$, according to the definition, it means that if the advertiser wants to target only $|U(S) \cap U(S_T)|$ preferred users, the cost to target $U(S)$ is less than the cost to directly target $U(S_T)$. Finding out cheap characteristic sets to $S_T$ is the essential idea to address the targeting problem. We present the first heuristic as follows.

**Heuristic 2.5 (Subset Targeting).** For any preferred characteristic set $S_T$, the algorithm only needs to consider allocating budget to a set $S$ of characteristic sets such that $U(S) \subseteq U(S_T)$, $\forall S \in S$.

Instead of directly targeting $U(S_T)$, in general, the advertiser could consider three types of targeting strategies, namely superset targeting (i.e. targeting some $S$ such that $U(S) \supseteq U(S_T)$), subset targeting (i.e. $U(S) \subseteq U(S_T)$) and overlap targeting (i.e. $U(S) \cap U(S_T) \neq \emptyset$ but neither
superset nor subset). It is trivial to see that targeting any $S$ such that $U(S) \cap U(S) = \emptyset$ cannot increase the objective function, thus the algorithm will never target disjoint characteristic sets. To be clear, when we mention subset targeting for $S_T$, it means that we find a characteristic set $S$ such that $U(S) \subseteq U(S_T)$ other than $S \subseteq S_T$, similarly for superset and overlap targeting.

Heuristic 2.5 would be reasonable if for any $S_T$ and $S$, when $U(S)$ is the superset of $U(S_T)$ or is partially overlapped with $U(S_T)$, $S$ has very low probability to be cheap to $S_T$. If it is true, we lose only a few cheap characteristic sets by ignoring superset and overlap targeting. To verify this, we test the following three hypotheses through data analysis. Note that, for each hypothesis we test it over all the data snapshots and report the average results.

**Hypothesis 2.6 (Infeasibility of Superset Targeting).** For any $S$ and $S_T$ such that $U(S) \supseteq U(S_T)$, it is true that $p(S) \leq p(S) \frac{|U(S)|}{|U(S_T)|}$.

The superset targeting strategy is that, instead of directly targeting $U(S_T)$ with the unit cost $p(S_T)$, the advertiser targets a superset $U(S) \supseteq U(S_T)$. For example, instead of targeting any software engineer in Microsoft, we target any employee in Microsoft. One necessary condition for this strategy to be feasible is that we can reject Hypothesis 2.6. By examining all the 175392 pairs of characteristic sets (one’s user set is the superset of the other’s user set) from Facebook, there is only $1.3 (\approx 0.01\%)$ pair violating the hypothesis. Similarly in LinkedIn, only $17 (\approx 0.07\%)$ out of the 24420 pairs violate the hypothesis. These observations support that if $U(S) \supseteq U(S_T)$, $S$ is unlikely to be cheap to $S_T$ for any $S$ and $S_T$. Thus the hypothesis is verified.

**Hypothesis 2.7 (Infeasibility of Overlap Targeting).** For any $S$ and $S_T$ such that $U(S_T) \not\subseteq U(S)$, $U(S) \not\subseteq U(S_T)$ and $U(S_T) \cap U(S) \neq \emptyset$, it is true that $p(S_T) \leq p(S) \frac{|U(S)|}{|U(S_T)|}$.

With this strategy, for instance, instead of targeting software engineers in Microsoft, we target male employees in Microsoft. One necessary condition for this strategy to be feasible is that we can reject Hypothesis 2.7. However, as we verify all the 326758 pairs of characteristic sets (one’s user set is partially overlapped with the other’s user set) from Facebook, there are only $56 (\approx 0.02\%)$ pairs violating the hypothesis. Similarly, out of all the 16112 pairs of characteristic sets from LinkedIn, there are only $15 (\approx 0.09\%)$ violating pairs. These observations confirm Hypothesis 2.7 thus the overlap targeting is infeasible.
**Hypothesis 2.8** (Infeasibility of Subset Targeting). For any $S$ and $S_T$ such that $U(S) \subseteq U(S_T)$, it is true that $p(S_T) \leq p(S)$.

With this strategy, the advertiser can alternatively target a subset of $U(S_T)$. For example, instead of targeting any software engineer in Microsoft, the advertiser only targets entry-level software engineers in Microsoft. One necessary condition for this strategy to be feasible is that we can reject Hypothesis 2.8. Surprisingly, we find that among all the 175392 pairs (one’s user set is the subset of the other’s user set) of characteristic sets from Facebook, there are 93165 ($\approx 53.1\%$) pairs violating the hypothesis. Similarly, out of all the 24420 pairs from LinkedIn, we find 9430 ($\approx 38.6\%$) violating pairs. These observations show that, both in Facebook and LinkedIn, subset targeting are potentially feasible strategies to solve the targeting problem.

Through hypotheses testing, we show that for more than 99.9% cases, there is no cheap characteristic set for superset or overlap targeting. Thus we conclude that the Heuristic 2.5 is reasonable. Note that, any combination of the three targeting strategies still belongs to one of them. For example, assuming $U(S)$ is a subset of $U(S')$ and $U(S')$ is partially overlapped with $U(S_T)$, it is easy to see that $U(S)$ must be either a subset or an overlapped set of $U(S_T)$. This means that although we only verify the three “simple” strategies, the verification indeed covers all possible “paths”, i.e. any combination of the three strategies.

Next, the critical reason for the second challenge is that a user with multiple characteristics appear in multiple (say $k$) user sets. If an allocation targets all the $k$ user sets, we do not find any polynomial method (w.r.t. $N$) to compute $f(x)$ because we do not know the indicator function $\mathbbm{1}_{x \in U(S)}$ for any $x$ and $S$. However, if an allocation only targets $k$ pairwise-disjoint subsets of $U(S_T)$, this would not be a problem because once we allocate budget $B_i$ to $U(S_i)$, the value of objective function will be increased by $|U(S_i) \cap U(S_T)| \cdot \min\{1, \frac{B_i}{p(S_i)|U(S_i)|}\}$. Thus, we propose Heuristic 2.9.

**Heuristic 2.9** (Disjoint Targeting). We only consider to allocate budget to a set of characteristic sets whose corresponding user sets are pairwise disjoint.

**Remark 2.10.** Applying Heuristic 2.5 and 2.9 together, we consider to allocate budget to only a set $S$ of characteristic sets such that:

- $\forall S \in S, U(S) \subseteq U(S_T)$. 
• \( \forall S \neq S' \in S, U(S) \cap U(S') = \emptyset; \)

### 2.4.2 Revised Greedy Strategies

Based on the two heuristics, we propose a top-down greedy algorithm presented in 3 sub-routines in Procedure 2.2, 2.3 and 2.4. Given \( S_T \) and \( b_0 \), by calling FINDSUBSETS(\( S_T \), \( b_0 \)) it outputs the budget allocation in sparse representation. The result is a set \( L \) of pairs, i.e. \( L = \{(S, b) | b > 0\} \). Each pair \((S, b)\) stands for the algorithmic decision that the advertiser should allocate \( b \) dollars to target \( U(S) \), and the advertiser is expected to reach unique \( \frac{b}{p(S)} \) users in \( U(S_T) \). By following the allocation \( L \), the advertiser is expected to target \( \sum_{(S, b) \in L} \frac{b}{p(S)} \) users in \( U(S_T) \).

Starting with the initial preferred characteristic set \( S_T \) and initial budget \( b_0 \), the algorithm iteratively selects and adds the locally optimal characteristic to the current preferred characteristic set (denoted by \( S^{(t)} \); note that \( t \), the iteration number, starts from 0 and \( S^{(0)} = S_T \)) to construct a new preferred characteristic set \( S^{(t+1)} \). It is easy to see that \( U(S^{(t+1)}) \subseteq U(S^{(t)}) \subseteq ... \subseteq U(S_T) \) since the algorithm only adds characteristics. If the remaining budget \( b^{(t)} \) (note that \( b^{(0)} = b_0 \)) is not enough to target all the users in \( U(S^{(t+1)}) \), then we recursively call the algorithm to solve another targeting problem with \( S^{(t+1)} \) as the initial preferred characteristic and \( b^{(t)} \) as the total budget. Otherwise, by calling Procedure 2.4, the algorithm allocates \( p(S^{(t+1)}) \cdot |U(S^{(t+1)})| \) budget to fully target \( U(S^{(t+1)}) \), and after this, the algorithm will select and add another characteristic to \( S^{(t)} \) to form a new current preferred characteristic set \( S^{(t+1)} \), and repeats this process until all the users in \( U(S_T) \) are targeted or the budget is exhausted.

**Algorithm 2.2 Find Subsets**

1: procedure FINDSUBSETS(\( S, b \))
2: \( n \leftarrow \min\{|U(S)|, \frac{b}{p(S)}\} \)
3: \( a^* \leftarrow \arg\max_{a \in A \setminus A(s)} \text{EVALUATEATTRIBUTE}(S, b, a) \)
4: if EVALUATEATTRIBUTE(\( S, b, a^* \)) > \( n \) then
5: return ALLOCATEBUDGET(\( S, b, a^* \))
6: else
7: return \( \{(S, b)\} \)
8: end if
9: end procedure

**Proposition 2.11.** The time complexity of the algorithm is \( O(|A|^2 + |A| \sum_{a \in A} |D(a)|^2) \).
Algorithm 2.3 Evaluate Attribute

1: \textbf{procedure} \textsc{EvaluateAttribute}(S, b, a) \\
2: \hspace{1em} D' \leftarrow D(a), n \leftarrow 0, V \leftarrow \emptyset \\
3: \hspace{1em} \textbf{while} b > 0 \text{ and } D' \neq \emptyset \textbf{ do} \\
4: \hspace{2em} v^* \leftarrow \arg\min_{v \in D'} p(S \cup \{(a : v)\}) \\
5: \hspace{2em} D' \leftarrow D' - \{v^*\} \\
6: \hspace{2em} \textbf{if} \forall v \in V, u(\{(a : v^*)\}) \cap u(\{(a : v)\}) = \emptyset \textbf{ then} \\
7: \hspace{3em} S^* \leftarrow S \cup \{(a : v^*)\} \\
8: \hspace{3em} \Delta n \leftarrow \min\{|U(S^*)|, \frac{b}{p(S^*)}\} \\
9: \hspace{3em} n \leftarrow n + \Delta n \\
10: \hspace{2em} b \leftarrow b - p(S^*)\Delta n \\
11: \hspace{2em} V \leftarrow V \cup \{v^*\} \\
12: \hspace{1em} \textbf{end if} \\
13: \hspace{1em} \textbf{end while} \\
14: \hspace{1em} \textbf{return} n \\
15: \textbf{end procedure}

Proof Sketch: for any input pair \((S_T, b_0)\), Procedure 2.2 and 2.4 will be called at most \(|A|\) times each in total, and Procedure 2.3 will be called at most \(|A|^2\) times. The amortized running time of the non-recursive operations in Procedure 2.2, 2.3 and 2.4 are \(O(|A|)\), \(O\left(\frac{1}{|A|} \sum_{a \in A} |D(a)|^2\right)\) and \(O\left(\frac{1}{|A|} \sum_{a \in A} |D(a)|^2\right)\) respectively.

Note that, the time complexity is significantly lower than that of Algorithm 2.1 because this algorithm does not enumerate all the characteristic sets as Algorithm 2.1 does, instead, it goes through all the characteristics. Incorporating data-driven heuristics, it is not expected to have performance guarantee. Thus we evaluate its effectiveness through experiments in Section 2.6.

2.5 Price Data Acquisition

In this section, we introduce the dataset we use to test the hypotheses in Section 2.4.1 and evaluate the algorithm in Section 2.4.2 and the method that we crawl it. We need real price data from OSN advertising markets. However, to our best knowledge, there is no such large dataset available yet.

Fortunately, in order to guide advertisers who face a variety of targeting characteristic sets, both Facebook and LinkedIn advertising markets provide \textit{Suggested Bid} which is a function that, for each characteristic set \(S\), shows the suggested bid to win an action to show an ad to
Algorithm 2.4 Allocate Budget

1: procedure ALLOCATEBUDGET($S, b, a$)
2: \hspace{1em} $D' \leftarrow D(a), n \leftarrow 0, V \leftarrow \emptyset$
3: \hspace{1em} while $b > 0$ and $D' \neq \emptyset$ do
4: \hspace{2em} $v^* \leftarrow \arg \min_{v \in D'} p(S \land \{a : v\})$
5: \hspace{2em} $D' \leftarrow D' - \{v^*\}$
6: \hspace{2em} if $\forall v \in V, u(\{(a : v^*)\}) \cap u(\{(a : v)\}) = \emptyset$ then
7: \hspace{3em} $S^* \leftarrow S \cup \{(a : v^*)\}$
8: \hspace{2em} if $b \geq |U(S^*)|p(S^*)$ then
9: \hspace{3em} $R \leftarrow R \cup \{(S^*, |U(S^*)| \cdot p(S^*))\}$
10: \hspace{3em} $b \leftarrow b - |U(S^*)| \cdot p(S^*)$
11: \hspace{2em} else if $A(s^*) \neq A$ then
12: \hspace{3em} return $R \cup \text{FINDSUBSETS}(S^*, b)$
13: \hspace{2em} end if
14: \hspace{2em} $V \leftarrow V + \{v^*\}$
15: \hspace{2em} end if
16: \hspace{2em} end while
17: return $R$
18: end procedure

one user in $U(S)$ and the number of users in $U(S)$, i.e. $|U(S)|$. Moreover, through reverse-engineering, the recent work in [2] finds that in Facebook, the suggested bids are sampled from recent winning bids. This means that the suggested bid of a characteristic set $S$ is the best estimate, that we are able to get from real OSN advertising markets so far, of the cost, i.e. $p(S)$, of showing an ad to one user in $U(S)$. Therefore, for any $S$, we use the suggested bid $\hat{p}(S)$ of $S$ to estimate $p(S)$ for all the experiments in this chapter. Although there is no literature about how LinkedIn generates suggested bids, we also include them for experiments.

2.5.1 Suggested Bid

We first introduce suggested bids. In the advertising systems of Facebook and LinkedIn, once an advertiser creates an ad with a characteristic set $S$ at time $t$, a suggested bid $\hat{p}(S)$ and the number of users in $U(S)$ are provided. It can be formulated as the function $SB$ in Eq (2.7).

\[
SB : (S, t) \rightarrow (\hat{p}(S), |U(S)|) \tag{2.7}
\]
Table 2.1: Impact of different factors on $\hat{p}(S)$.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Impact on $\hat{p}(S)$?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LinkedIn</td>
</tr>
<tr>
<td>Advertising History</td>
<td>×</td>
</tr>
<tr>
<td>OSN Activity</td>
<td>×</td>
</tr>
<tr>
<td>Profile</td>
<td>✓</td>
</tr>
<tr>
<td>Budget</td>
<td>×</td>
</tr>
<tr>
<td>Ad Content</td>
<td>×</td>
</tr>
</tbody>
</table>

**Verification.** Besides $S$ and $t$, there are many other factors, for example, ad content, advertising history of the advertiser, social activities of the advertiser, profiles of the advertiser, and total amount of budget, that we speculate that they might influence the suggested bid $\hat{p}(S)$. To test existence of their influence, for each factor we conduct a simple A/B testing. Due to the limited space, we omit the detail and summarize the testing results in Table 2.1. In LinkedIn, if the advertiser’s profile shows that he is not in the US, $\hat{p}(S)$ will be slightly different. If an advertiser has advertising records, Facebook might slightly adjust the suggested bid shown to him. Since we want to use $\hat{p}(S)$ to approximate $p(S)$ as close as possible, when we crawl suggested bids, we try to fix all other factors as follows.

**Take A Snapshot.** We follow the method in [35] to take a snapshot of suggested bids. Since suggested bids (and true costs) in Facebook are sensitive to time, for a large number of characteristic sets, we have to crawl their suggested bids simultaneously.

**New Advertiser Accounts.** We follow the setting in [1]. For crawling, we create and use new advertiser accounts without any advertising history or social interaction. Each account’s location is set to US. We choose Feed Ads (text ads shown in Timeline) which is a common ads type in both Facebook and LinkedIn.

We create two crawlers interacting with Facebook [36] and LinkedIn [37] advertising systems respectively. Each interaction consists of two steps. First, a crawler logs in an advertiser account, composes a characteristic set $S$ and sends it to the OSN. The OSN returns the query result $(\hat{p}(S), |U(S)|)$ to the crawler. Since the crawlers do not create or run real campaigns, the advertising history of accounts remains empty during the entire crawling period. Besides, the

5The advertiser account of Facebook (or LinkedIn) is based on the normal Facebook (or LinkedIn) account.
<table>
<thead>
<tr>
<th>Attribute</th>
<th>Domain Size</th>
<th>Explanation or Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>51</td>
<td>50 states and D.C.</td>
</tr>
<tr>
<td>Gender</td>
<td>2</td>
<td>Male, Female</td>
</tr>
<tr>
<td>Age</td>
<td>8</td>
<td>Grouped in 5, e.g. 25-29</td>
</tr>
<tr>
<td>Income</td>
<td>10</td>
<td>Annual income interval</td>
</tr>
<tr>
<td>Education Level</td>
<td>13</td>
<td>Bachelor, Master</td>
</tr>
<tr>
<td>Ethnic Affinity</td>
<td>3</td>
<td>Hispanic, Asian, Africa</td>
</tr>
</tbody>
</table>

Table 2.2: Crawled Facebook User Attributes

crawling process neither costs money nor participates real auctions in the markets.

2.5.2 Crawling Suggested Bids

**Facebook Ads Market.** We first manually select 6 common targeting attributes and their 87 frequent values listed in Table 2.2 from Facebook advertising system. Thus we have 87 characteristics. We enumerate all the characteristic sets with up to 3 distinct characteristics. As a result, we get 29420 characteristic sets, among which there are 1, 87, 2311 and 27021 characteristic sets with exactly 0, 1, 2 and 3 characteristics, respectively. The crawler simultaneously issues the 29420 queries, each of which is for a characteristic set, as a snapshot. We take one snapshot per day from July 2015 to Aug 2015. As a result, we have 35 such snapshots, i.e. 1029700 data in total. We test hypotheses or evaluate algorithms in Sec 2.4 on each snapshot and report the average results over all the 35 snapshots. We use Facebook Ads APIs\(^7\) to build the crawler.

**LinkedIn Ads Market.** Similarly for LinkedIn, we consider 8 common attributes and 449 of their frequent values in Table 2.3, thus we have 449 characteristics. We enumerate all the characteristic sets with up to 2 distinct characteristics. As a result, we have 8311 characteristic sets, among which there are 1, 449 and 8056 characteristic sets with exactly 0, 1 and 2 characteristics, respectively. The crawler simultaneously issues the 8311 queries as a snapshot. We harvest 4 snapshots, i.e. 33244 data in total from LinkedIn. Since LinkedIn does not release

\(^6\)For any characteristic set, if we do not specify the location, it is the US by default. Thus, the empty characteristic set corresponds to all the users in the US. It is similar for crawling LinkedIn data.

\(^7\)[https://developers.facebook.com/docs/graph-api](https://developers.facebook.com/docs/graph-api)
<table>
<thead>
<tr>
<th>Attribute</th>
<th>Domain Size</th>
<th>Explanation or Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>51</td>
<td>50 states and D.C.</td>
</tr>
<tr>
<td>Industry</td>
<td>17</td>
<td>Agriculture, Medical</td>
</tr>
<tr>
<td>Skill</td>
<td>39</td>
<td>Programming, Cooking</td>
</tr>
<tr>
<td>Company Size</td>
<td>9</td>
<td>Number of employees</td>
</tr>
<tr>
<td>Company Name</td>
<td>171</td>
<td>Top US companies</td>
</tr>
<tr>
<td>Job Title</td>
<td>126</td>
<td>Sampled Job positions</td>
</tr>
<tr>
<td>Job Seniority</td>
<td>10</td>
<td>CXO, Director, Entry-level</td>
</tr>
<tr>
<td>Job Function</td>
<td>26</td>
<td>Sales, Support, Research</td>
</tr>
</tbody>
</table>

Table 2.3: Crawled LinkedIn User Attributes

open APIs for suggested bids, we use Python and Selenium (a web automation package) to mimic real advertisers to harvest data from LinkedIn advertising interface. Fig 2.1 is an example of the web page showing the suggested bid as 4.58$ and the number of qualifying users as 140950 for the characteristic set \{(Location:CA),(Skill:C++)\}.

Fig. 2.1: An example of the suggested bids provided by LinkedIn.

2.6 Experiments

In this section, we evaluate the greedy algorithm proposed for Advertiser-perspective setting in Sec 2.4.2 with both Facebook and LinkedIn datasets that are introduced respectively in Sec 2.5.2. In short, we have 4 snapshots of suggested bids from LinkedIn and 35 snapshots from Facebook, i.e. more than 1 million data in total. Since the algorithm follows subset targeting, we do not consider any characteristic set already with 2 characteristics in LinkedIn or with 3 characteristics in Facebook as $S_T$ (because their user sets have no subset in the crawled data). We also do not consider any characteristic set whose user set size is too small. For each of
the remaining characteristic sets, we consider it as $S_T$ in turn, i.e. the input for Procedure 2.2 (together with a budget). For each snapshot, we calculate the average results over all $S_T$, and then report the final average results over all snapshots.

2.6.1 Budget Variation

We first evaluate the algorithm for different budgets. We define the measurement budget-increment curve as follows. The baseline algorithm that we consider is to target $U(S_T)$ directly, which means the baseline can reach $\frac{b_0}{\mu(S_T)}$ preferred users with the budget $b_0$. A single evaluation point $(x, y)$ on the budget-increment curve, shown in Fig 2.2 and 2.3, denotes that if the advertiser is given the budget enough to exactly target $x \in (0, 1]$ proportion of preferred users by the baseline, our greedy algorithm can increase the number of reached preferred users by $y$ proportion, i.e. reach $x(1 + y)$ proportion. In Facebook, we compute the curve for each of the 2399 characteristic sets (as $S_T$). The overall budget-increment curve is presented by the blue solid line in Fig 2.2. Similarly, we plot the overall budget-increment curve for 253 characteristic sets from LinkedIn with the red solid line. The green dashed line is for the baseline.

We have the following observations. First, the less budget the advertiser has, the more effective the algorithm is. As shown in Fig 2.2, when the advertiser has very limited budget, e.g. the budget is enough to target only a small portion $x \in (0, 0.05]$ of the preferred users, by our algorithm, he is able to target 40.8% more users on Facebook and 37.6% more on LinkedIn. When the advertiser has enough budget to target 20% of the total preferred users by the baseline, he is still able to target 24.9% more users in Facebook and 19.3% more in LinkedIn. Second, when the budget is approaching to monopoly the entire user set, the effectiveness of the algorithm is closed to 0, but it is guaranteed that the advertiser can target at least as many users as the baseline does. The reason that the effectiveness appears to be decreasing is that the user supplies of cheap characteristic sets are limited, and as the budget gradually increases, the user supplies of those cheap characteristic sets gradually run out. Then the algorithm has to allocate remaining budget to characteristic sets that are not cheap to $S_T$. Third, although Facebook and LinkedIn run different advertising markets, we find that our algorithm produces budget-increment curves in a similar shape, which shows its generalizability.
2.6.2 Price Variation

We then evaluate the algorithm’s effectiveness when the cost of $S_T$, i.e. $p(S_T)$, varies. For LinkedIn, we create 5 price intervals, namely $(0, 4.00]$, $(4.00, 5.00]$, $(5.00, 6.00]$, $(6.00, 7.00]$ and $(7.00, +\infty]$ (all prices are in the US dollar). Then we map all the 253 characteristic sets into one of the 5 price intervals based on their prices. As a result, the 5 intervals get 5.4%, 27.2%, 28.5%, 17.5% and 21.4% of the total characteristic sets respectively. For each price interval, we compute its individual budget-increment curve for each characteristic set assigned to this interval, and then average them to get the interval-average curve. We process 2399 characteristic sets from Facebook in the similar way. The results are shown in Fig 2.3(a) and 2.3(b). We find that no matter how large $p(S_T)$ is, the proposed algorithm consistently outperforms the baseline. As shown in Fig 2.3(b), the area under each budget-increment curve decreases as the interval price decreases. This indicates that the larger $p(S_T)$ is, the larger effectiveness the algorithm has, both on LinkedIn and Facebook.

2.7 Related Work

The knowledge of the price distributions can help advertisers make better decisions. If prices are not known, advertisers can learn them with potential penalty during exploration [38]. Instead we focus on the case when the prices are known to advertisers. In sponsored search markets, budget optimization (BO) is a well studied problem in [27][39][40][41]. When given the landscapes of keywords, as pointed out by [42][43], the degenerated BO problem is an
instance of the Multiple-Choice Knapsack problem \cite{44}. \cite{39} proves that a simple random strategy has the $1 - 1/e$ guarantee.

However, instead of maximizing the profit, our problem has new challenges when the advertisers want to target a specific user segment in OSNs and to maximize the number of reached unique preferred users. \cite{45} proposes algorithms to identify a set of alternative topics \cite{46} that have (approximately) the same audience on a micro-blogging platforms for a targeting topic. We point out that their algorithm is not applicable in our setting for the two following reasons. First, they assume that advertisers have to purchase all the users in a set which is not true in practice. Second, they only consider the setting where the complete user information is available (similar to the OSN-perspective setting in this chapter).

Although our problem is related to the Allocation problem \cite{47} \cite{48} \cite{49}, they are essentially different, since our problem aims to benefit individual advertisers rather than the market owners.

\section{Conclusions}

We study the targeting problem for advertisers. For the OSN’s perspective, we present a polynomial time algorithm and prove that it has $1 - 1/e$ guarantee. For the advertiser’s perspective, we show through data analysis that the strategy of targeting subsets of audience sets is viable and propose a greedy algorithm based on subset targeting. For evaluation, we crawl a large unique dataset which contains more than one million suggested bids from Facebook and LinkedIn,
and we show that the proposed algorithm makes advertisers reach more target audience than directly targeting the users.

Our work suggests that smart advertisers can utilize the “arbitrage” to target more users for the given budget, but we do not know how these strategies influence the revenue of OSNs. Therefore, it will be of interest to study pricing mechanisms for OSNs that prevent any potential arbitrage available for advertisers. Moreover, with the large dataset of suggested bids crawled from Facebook and LinkedIn, an open problem is to predict the prices of various characteristic sets.
Chapter 3
Arbitrage-free Pricing in Online Advertising Markets

3.1 Introduction

User-based markets are a central part of the Internet Economy. In user data markets, many companies are selling opt-in email addresses. In online advertising markets, advertisers want to buy the impressions of users with specific sets of attributes, e.g. a luxury car company may prefer to show ads to rich users.

In such user-based markets, the core value of a user arises from her attributes. In Tower-Data, buyers can purchase the emails of users with specific demographics. Google AdWords, for example, the largest online ad network, allows advertisers to target users based on demographics and search terms. Ad markets run by online social networks, including Facebook, LinkedIn and Twitter, offer much finer targeting controls over user attributes with detailed information which is shared directly by users, inferred from user daily activities or purchased from third parties. This includes users’ educational records, past and present employment experience, significant life events like changes in marital status or birth of a baby, etc. Twitter allows advertisers to target users by topics that the users are interested in.

In such markets, buyers can purchase their target users$^1$ through the query system provided by the market. Let $q_i$ denote a simple selection query with conditions over user attributes, e.g. $q_i = “\text{Gender:1}”$ returns all the male users. Let $U_i$ be the set of all the users satisfying query $q_i$. A buyer can specify the users with a query and purchase them. Therefore, the market owner needs to solve a pricing problem – how to price all the queries from buyers that return users with different attributes? In this chapter, we consider the following posted pricing model. Let $p_i$ denote the price of query $q_i$, i.e. the price of any user $u$ satisfying query $q_i$ (i.e. $u \in U_i$).

$^1$“Buying a user” is short for buying, for example, the impression of a user in advertising markets.
A buyer needs to pay $n \cdot p_i$ if he purchases $n \in \{1, \ldots, |U_i|\}$ users in $U_i$. The practical need behind this pricing model is that a single target user can provide positive utility to the buyer. Moreover, we assume that it would not cause much trouble to the buyer if he gets additional users who do not satisfy his target query.

The above pricing model benefits from the versioning theory for pricing information goods. This theory proposes that different buyers may use an information product in different ways, and the market should provide different versions for such a product at different prices. In user-based markets, a user with multiple attributes can potentially have different versions. For example, a user who is a programmer interested in cars, can be priced and sold as at least two versions, including as a user interested in cars as one version for car dealers and as a programmer as another version for IT companies on hiring. Versioning theory is needed in such user-based markets because a user may be retrieved by multiple queries if she has more than one attribute.

We point out that such a pricing model, however, may suffer version-arbitrage (see Definition 3.6). In user-based markets, version-arbitrage occurs if two queries $q_i$ and $q_i'$ return similar user sets but $p_i$ and $p_i'$ differ a lot. If version-arbitrage exists, a buyer who really wants $q_i$ (or $q_i'$) might purchase $q_i'$ (or $q_i$) instead. Version-arbitrage is caused by the fact that a user with multiple attributes potentially satisfies many queries. We use an example to illustrate the version-arbitrage and its difference from determinacy arbitrage in [51].

**Example 3.1.** Let $q_1 = \text{"Income} > 100\text{"}$ and $q_2 = \text{"Income} > 101\text{"}$ be two queries, i.e. $q_1$ (or $q_2$) returns all the users with income higher than 100 (or 101). If $p_2 < p_1$, the version-arbitrage exists: a savvy buyer who wants to buy a user satisfying $q_1$ will buy a user satisfying $q_2$ instead (assuming $U_2 \neq \emptyset$) because any user satisfying $q_2$ satisfies $q_1$ with probability 1. However, in non-trivial databases, $q_1$ (or $q_2$) does not determine $q_2$ (or $q_1$) [51].

Motivated by the discussion above, we study pricing queries with conditions over user attributes, and seek revenue-maximizing pricing for a given demand. In particular, we formulate arbitrary-free pricing problem in user-based markets and our contributions are:

---

2This assumption is obviously true in advertising markets, i.e. showing an ad to a non-target user will not decrease the sale. In data markets, it is true if the buyer does not want aggregate results.
• Any uniform pricing where all the queries have identical price is arbitrage-free. We show that the optimal uniform pricing can be computed in polynomial time. We also show that this is an $O(\log \min\{U, \sum_{j=1}^{B} d_j\})$ approximation to the optimal, possibly non-uniform arbitrage-free pricing, where $U$ is the total number of users and $\sum_{j=1}^{B} d_j$ is total number of users requested by the buyers. Besides, we show that this approximation bound is tight for uniform pricing solutions.

• We design a different, efficient greedy algorithm to compute the arbitrage-free non-uniform pricing with the same $O(\log \min\{U, \sum_{j=1}^{B} d_j\})$ guarantee. But by experiments, we show that its revenue is significantly larger than that of the optimal uniform pricing.

• We consider a generalized setting where a buyer has a minimal demand on his target users. In previous setting, the allocation problem (given a pricing) is polynomial time solvable. In this setting, we prove that both the allocation problem and pricing problem are not only NP-hard, but also hard to approximate. We present an $O(D)$ approximate allocation algorithm where $D$ is the largest minimal demand. Turning to the pricing problem, we present a polynomial algorithm, that – based on the approximate allocation – computes a uniform pricing and we show that it is an $O(D \log \min\{U, \sum_{j=1}^{B} d_j\})$ approximation to the optimal arbitrage-free pricing.

Our research begins the study of the pricing that is free of version-arbitrage in user-based markets, which is new (despite many versions of envy-free, truthful and other variants of pricing in the literature) and highly needed (online marketing crucially relying on buying users based on multiple attributes). Our algorithmic results use various maxflow optimization methods.

3.2 Preliminary

3.2.1 Pricing Model

The market provides $N$ queries for buyers. Let $q_i$ be a query where $i \in \{1, \ldots, N\}$. For example, $q_i = \text{“Income}>100k \land \text{Gender:Female”}$ returns all the female users with income higher than 100k. Different from a general database query, the notion query in this chapter can be viewed as a simplified selection rule over user attributes. A user is said to satisfy $q_i$ if she can
be retrieved by $q_i$. For a buyer, we assume that there exists a query that represents his true target. The pricing is over queries, and the price $p_i$ of query $q_i$ is the unit price, i.e. the price per user retrieved by $q_i$. For example, if $p_i = \$2$, a buyer needs to pay $\$10$ for 5 users satisfying $q_i$.

### 3.2.2 Problem Formulation

$[n]$ denotes the integer set $\{1, \ldots, n\}$. Let $U$ be the set of all the users, and we define that $U \triangleq |U|$. Let $u \in U$ be a user. $u^i = 1$ if $u$ satisfies $q_i$ where $i \in [N]$, otherwise $u^i = 0$. Let $M$ be the quantity that $M \triangleq \sum_{i=1}^{N} |\{u|u^i = 1, u \in U\}|$. Let $B$ be the set of buyers, and we define that $B \triangleq |B|$. Buyer $j \in [B]$ is denoted by a triplet $(t_j, d_j, c_j)$ indicating that he wants to buy at most $d_j \in \mathbb{Z}_+$ users (as demand) satisfying $q_{t_j}$ (as target) where $t_j \in [N]$, and $c_j \in \mathbb{R}_+$ is the maximum cost that he is willing to pay for each target user. $c_j \cdot d_j$ can be viewed as the budget constraint of buyer $j$.

Let $A = (A_1, \ldots, A_B)$ be an allocation of (indivisible) users to buyers where $A_j$ is the set of users allocated to buyer $j$. We assume that any user can be either sold to one buyer or unsold.

**Definition 3.2.** An allocation $A$ is feasible if the three constraints are all satisfied $\forall j \in [B]$:

- **Target Constraint:** $\forall u \in A_j$, $u^{t_j} = 1$;
- **Demand Constraint:** $|A_j| \leq d_j$;
- **Uniqueness Constraint:** $\forall j' \neq j, A_{j'} \cap A_j = \emptyset$.

Let $P = (p_1, \ldots, p_N)$ be the pricing function over the $N$ queries.

**Definition 3.3.** $(P, A)$ is feasible if $A$ is feasible and $\forall A_j \neq \emptyset$, $p_{t_j} \leq c_j$.

Given $(P, A)$ the revenue is $R(P, A) \triangleq \sum_{j=1}^{B} |A_j| \cdot p_{t_j}$. In this chapter, we define and solve the following pricing problem.

---

3 In Section 3.5 we will discuss a more general setting where a user can be sold to multiple buyers with limited times. The algorithms for that setting are almost the same, so are the corresponding analyses.

4 By default, we require $(P, A)$ to be feasible and we will not explicitly mention this requirement later.
Definition 3.4 (Pricing Problem). Given \((N, U, B)\) as the input, compute \(P\) and \(A\) such that \(P\) is arbitrage-free (see Definition 3.7) and \(R(P, A)\) is maximized.

To solve the pricing problem, we need to define and solve the allocation problem.

Definition 3.5 (Allocation Problem). Given \((N, U, B, P)\) as the input, compute \(A = \arg\max_A \ R(P, A')\).

Let \(R(P) \triangleq \max_A \ R(P, A)\) be the optimal revenue of \(P\) (when the allocation is optimal).

3.2.3 Arbitrage-Free Pricing

In this part, we first formally introduce version-arbitrage and then define the arbitrage-free pricing. Note that, our arbitrage-free pricing is free of version-arbitrage, different from the arbitrage-free pricing in Koutris et al. [51] which is free of determinancy-arbitrage.

In user markets, version-arbitrage is the opportunity that a buyer is able to get a lower unit price (in expectation) of his target users by strategically choosing a substitute target (i.e. query) other than his true target. Assuming that any query is satisfied by at least one user, let \(\pi(i|i')\) be the conditional probability that a user satisfies \(q_i\) if she satisfies \(q_{i'}\):

\[
\pi(i|i') = \frac{|\{u|u^i = 1, u^{i'} = 1, u \in U\}|}{|\{u|u^{i'} = 1, u \in U\}|}
\]

We assume that a buyer, whose true target is \(q_i\), has the prior belief that buying a user satisfying \(q_{i'}\) is equivalent (in expectation) to buying a fraction \(\pi(i|i')\) of a user satisfying \(q_i\). Although this assumption is not necessarily practical in all the user-based markets due to unpredictable allocation rules, strategies based on this assumption (or similar ones) were studied for advertisers in online advertising markets [52, 53, 15]. Based on this assumption, we define the version-arbitrage as follows.

Definition 3.6 (Version-Arbitrage). In a market with \(U\), the pricing \(P\) contains version-arbitrage if \(\exists i, i' \in [N], p_{i'} < \pi(i|i') \cdot p_i\).

It is easy to see that Example 3.1 is a special case where \(\pi(1|2) = 1\) and \(p_2 < p_1\), so arbitrage exists. Next, we define the arbitrage-free pricing.

Definition 3.7 (Arbitrage-free). In a market with \(U\), the pricing \(P\) is said to be arbitrage-free if \(\forall i, i' \in [N], p_{i'} \geq \pi(i|i') \cdot p_i\).
Notably, the arbitrage-free constraints are independent of buyers $B$, but only depends on $U$ in the market. This is a desirable property that no matter whether buyers report their parameters truthfully [54] or not, the market can always make the pricing arbitrage-free.

3.3 Theoretical Results

3.3.1 Uniform Pricing Algorithm

In this section, we first show that any uniform pricing is arbitrage-free. Then we show the optimal uniform pricing can be computed in polynomial time. Finally we prove that the optimal uniform pricing provides an $O(\log \min\{U, \sum_{j=1}^{B} d_j\})$ guarantee to the optimal arbitrage-free pricing. A pricing is *uniform* if all its entries are identical, otherwise *non-uniform*. Let $p_{\xi}$ denote the uniform pricing that $\forall i \in [N], p_i = \xi$.

**Proposition 3.1.** Any uniform pricing is arbitrage-free.

It is easy to verify Proposition 3.1. Although we do not know whether to find the optimal arbitrage-free pricing is NP-hard or has polynomial time solutions, Proposition 3.1 provides a class of feasible solutions.

**Theorem 3.2.** The optimal uniform pricing $p_{\xi^*}$ can be computed in polynomial time $O(UBM + UB^2)$.

To prove this theorem, it is enough to prove Lemma 3.3 and Corollary 3.5. Basically, Lemma 3.3 states that given any uniform pricing $p_{\xi}$, the optimal allocation can be computed in polynomial time. Following Lemma 3.4 Corollary 3.5 shows that the optimal uniform price $\xi^*$ must be one of the maximum costs of buyers.

**Lemma 3.3.** The allocation problem for uniform pricing can be solved in polynomial time $O(UM + UB)$.

**Proof.** We model the allocation problem when the pricing is $p_{\xi}$ as a maxflow problem as follows. We introduce $s$ and $t$ as the source and sink respectively. We then introduce $N$ nodes $y_1, \ldots, y_N$. Assuming all the users are indexed from 1 to $U$ and $u_k$ denotes the $k$-th user. For each $k \in [U]$: (1) we introduce a node $x_k$ and a directed edge from $s$ to $x_k$ with capacity 1;
and (2) \( \forall i \in [N], \) we introduce a directed edge from \( x_k \) to \( y_i \) with capacity 1 if \( u_k^i = 1 \). For each buyer \( j \) that \( c_j \geq \xi \), introduce a node \( z_j \), a directed edge from \( y_{i_j} \) to \( z_j \) and a directed edge from \( z_j \) to \( t \) with capacity \( d_j \). It is easy to verify that the amount of the maximum flow \( f^* \) is the maximum number of sold users when the pricing is \( p_\xi \), thus producing the revenue \( R(p_\xi) = \xi \cdot f^* \). The allocation can also be easily inferred from the residual graph after the maxflow algorithm completes. We use the Ford-Fulkerson algorithm that runs in \( O(|E| \cdot f^*) \).

Since \( f^* \leq U \) and \( |E| \leq M + 2B \), the time complexity is \( O(U M + UB) \).

Next we show that it only needs to solve at most \( B \) allocation problems to compute the optimal uniform price \( \xi^* \) in Corollary 3.5. Before showing Corollary 3.5 that is specific to uniform pricing, we show a general result for any pricing in Lemma 3.4, which immediately implies Corollary 3.5 and will be used for proving Lemma 3.8 later.

**Lemma 3.4.** \( C \triangleq \{ c_j | j \in [B] \} \). For any \( P \) that \( \exists p_i \notin C \), there exists \( P' \) (not necessarily arbitrage-free) that \( R(P') \geq R(P) \) and \( \forall i \in [N], p_i' \in C \).

**Proof.** W.l.o.g., we assume that the distinct values \( \theta_1, \ldots, \theta_C \) in \( C \) are: \( \theta_0 < \theta_1 < \ldots < \theta_C \) where \( \theta_0 = 0 \) is a dummy variable. Given such a \( P \), we construct the corresponding \( P' \) as follows. \( \forall p_i \in C \), we still set \( p_i' = p_i \); \( \forall p_i > \theta_C \), we set \( p_i' \) to \( \theta_C \), and clearly no revenue is lost since no user can be sold at the price higher than \( \theta_C \); \( \forall p_i \in (\theta_{k-1}, \theta_k) \), we set \( p_i' \) to \( \theta_k \), and no revenue is lost because any user who can be sold at \( p_i \) can be sold at \( \theta_k \). It is easy to verify that \( R(P') \geq R(P) \) and \( \forall i \in [N], p_i' \in C \).

**Lemma 3.4** implies the fact that there exists a pricing (not necessarily arbitrage-free) with the optimal revenue and every entry in \( C \). With similar proof (omitted), we have Corollary 3.5.

**Corollary 3.5.** The optimal uniform price \( \xi^* \in \{ c_j | j \in [B] \} \).

Based on Lemma 3.3 and Corollary 3.5, the optimal uniform price \( \xi^* \) can be computed by Algorithm 3.1 that solves at most \( B \) allocation problems, which proves Theorem 3.2.

**Theorem 3.6.** The optimal uniform pricing computed by Algorithm 3.1 is an \( O(\log \min \{ U, \sum_{j=1}^B d_j \}) \) approximation to the optimal arbitrage-free pricing.
Algorithm 3.1: Optimal Uniform Pricing

**Input:** \( N, U \) and \( B \)

**Output:** \( \xi^* \)

1. \( C \leftarrow \{ c_j | j \in [B] \} \)
2. \( \xi^* \leftarrow \arg\max_{\xi \in C} R(p_{\xi}) \)
3. **return** \( \xi^* \)

**Proof.** Let \( C \triangleq \{ c_j | j \in [B] \} \). W.l.o.g., we assume that the distinct values \( \theta_1, \ldots, \theta_C \) in \( C \) are \( \theta_1 < \ldots < \theta_C \). Let \( O_k \) denote the maximum number of sold users when the uniform price is \( \theta_k \). It is true that \( \forall k \in [C], R(p_{\theta_k}) = \theta_k O_k \). Besides, it is true that \( O_1 \geq \ldots \geq O_C \), but the sequence of revenues \( \theta_1 O_1, \ldots, \theta_C O_C \) is not necessarily monotone. Let \( P^* \) be the optimal pricing without the arbitrage-free constraint. \( R(P^*) \) is a trivial upper bound of the revenue of the optimal arbitrage-free pricing. To prove the theorem, we first prove Lemma 3.7 and Lemma 3.8.

**Lemma 3.7.** In any feasible allocation for a pricing, the number of users sold at the price no less than \( \theta_k \) is bounded by \( O_k \), \( \forall k \in [C] \).

**Proof.** Assume there exists \( P \) for which we can find a feasible allocation \( A \) such that \( \exists k \in [C] \), the number of sold users at prices no less than \( \theta_k \) is larger than \( O_k \). We can create an allocation \( A' \) from \( A \) as follows. For the users sold at the price no less than \( \theta_k \) in \( A \), we allocate them to the same buyers in \( A' \) at the price \( \theta_k \). For other users, we discard them. It is easy to verify that \( A' \) is feasible for the uniform price \( \theta_k \) and \( |A'| > O_k \), contradicting with that \( O_k \) is the maximum number of sold users for the uniform price \( \theta_k \).

**Lemma 3.8.** \( R(P^*) \leq \theta_C O_C \sum_{k=2}^{C-1} \theta_k (O_k - O_{k+1}) \).

**Proof.** Let \( o_k \) denote the number of users sold at the price no less than \( \theta_k \) in the optimal allocation for \( P^* \). Thus, \( o_k - o_{k+1} \) is the number of users sold at the exact price \( \theta_k \). From Lemma 3.4 we know that every entry of \( P^* \) is in \( C \), so its revenue can be formulated as:

\[
R(P^*) = \theta_C O_C + \sum_{k=1}^{C-1} \theta_k (o_k - o_{k+1}) = \sum_{k=2}^{C} o_k (\theta_k - \theta_{k-1}) + o_1 \theta_1 \\
\leq \sum_{k=2}^{C} O_k (\theta_k - \theta_{k-1}) + O_1 \theta_1
\]

(a)
= \theta_C O_C + \sum_{k=1}^{C-1} \theta_k (O_k - O_{k+1})

Inequality (a) is because (1) from Lemma 3.7, \( \forall l \in [N], o_l \leq O_l \) and (2) \( \forall k \in \{2, \ldots, C\} \), \( \theta_k \geq \theta_{k-1}. \)

Now we can prove Theorem 3.6. Since \( R(p_{\xi^*}) = \max \{ \theta_1 O_1, \ldots, \theta_C O_C \} \), it is true that \( \forall k \in [C], \theta_k \leq \frac{R(p_{\xi^*})}{O_k}. \) Replacing \( \theta_k \) by \( \frac{R(p_{\xi^*})}{O_k} \) in Lemma 3.8, we complete the proof as follows:

\[
R(P^*) \leq R(p_{\xi^*}) \left( 1 + \sum_{k=1}^{C-1} \frac{O_k - O_{k+1}}{O_k} \right) \\
\leq R(p_{\xi^*}) \left( 1 + \sum_{k=1}^{C-1} \frac{1}{1 + O_{k+1}} + \ldots + \frac{1}{O_k} \right) = R(p_{\xi^*}) \left( 1 + \sum_{i=O_C+1}^{O_1} \frac{1}{i} \right) \\
\leq R(p_{\xi^*}) \left( \sum_{i=1}^{O_C} \frac{1}{i} + \sum_{i=O_C+1}^{O_1} \frac{1}{i} \right) = R(p_{\xi^*}) \cdot H_{O_1} \\
\leq R(p_{\xi^*})(\ln O_1 + 1) \\
\leq R(p_{\xi^*})(\ln \min\{U, \sum_{j=1}^{B} d_j \} + 1)
\]

Proposition 3.9. The \( O(\log \min\{U, \sum_{j=1}^{B} d_j \}) \) revenue guarantee is tight for uniform pricing solutions.

Proof. We show one of the worst cases. \( \forall i \in [N] \): (1) there are \( 2^i \) users that only satisfy \( q_i \), and (2) exists buyer \( i \) represented as \( (i, 2^i, 2^{-i}) \). Thus \( U = \sum_{j=1}^{B} d_j = 2^{N+1} - 1 \). It is easy to see that the revenue of any uniform pricing is less than 2, but the revenue of the optimal arbitrage-free pricing is \( N \) (any pricing is arbitrage-free in this case).

3.3.2 Non-uniform Pricing Algorithm

Based on uniform pricing, in this section we study arbitrage-free non-uniform pricing, which is more practical for real markets. We first devise a greedy algorithm to produce an arbitrage-free non-uniform pricing of which the revenue is guaranteed to be no less than the revenue.
of the optimal uniform pricing. In order to speed up the algorithm for large markets, we propose an approximate algorithm to solve the allocation problem efficiently for any pricing while preserving the same performance guarantee.

**Definition 3.8.** Given $P$, $\alpha_i \triangleq \max \{ \pi(i'|i) \cdot p_{i'} | i' \in [N], i' \neq i \}$ and $\beta_i \triangleq \min \{ \frac{p_{i'}}{\pi(i'|i)} | i' \in [N], i' \neq i \}$. We call $[\alpha_i, \beta_i]$ the arbitrage-free interval\(^5\) of $p_i$.

**Proposition 3.10.** If $P$ is arbitrage-free and only one entry is varied within its arbitrage-free interval, i.e. updating $p_i$ into any value in $[\alpha_i, \beta_i]$, the resulting pricing is still arbitrage-free.

Although Proposition 3.10 is straightforward to verify, it connects uniform pricing which is naturally arbitrage-free with arbitrage-free non-uniform pricing. Most importantly, Proposition 3.10 provides valid operations to update the pricing while keeping it arbitrage-free. It is easy to see that with proper preprocessing, $\alpha_i$ and $\beta_i$ can be computed in $O(N)$ time. Based on Lemma 3.4 and Proposition 3.10, we have Corollary 3.11.

**Corollary 3.11.** $C_i(P) \triangleq \{ \alpha_i, \beta_i \} \cup \{ c_j | j \in [B], t_j = i, c_j \in [\alpha_i, \beta_i] \}$. For any arbitrage-free pricing $P$ that $\exists i \in [N]$, $p_i \notin C_i(P)$, there exists an arbitrage-free pricing $P'$ that $R(P') \geq R(P)$ and $\forall i \in [N]$, $p'_i \in C_i(P')$.

With Proposition 3.10, the proof of Corollary 3.11 is similar to the proof of Lemma 3.4 thus omitted. Corollary 3.11 reveals the desirable property of the optimal arbitrage-free non-uniform pricing, which implies that any algorithm only needs to search over $O(B)$ values (because $|C_i(P)| \leq B + 2$) other than the entire real interval $[\alpha_i, \beta_i]$ for $p_i$. Based on this, we propose Algorithm 3.2 that iteratively updates the optimal uniform pricing to arbitrage-free non-uniform pricing. First, we show a polynomial subroutine to solve the allocation problem for a non-uniform pricing as follows.

**Lemma 3.12.** For any non-uniform pricing, the optimal allocation can be computed in polynomial time $O(UM + UB + B \log B)$.

**Proof.** We model the allocation problem for non-uniform pricing as a minimum cost maximum flow problem. The network is constructed as follows. We introduce $s$ and $t$ as the source and

\(^5\)W.l.o.g. we assume that $\beta_i$ always exists, i.e. $\{ i'|i' \in [N], i' \neq i, \pi(i|i') > 0 \} \neq \emptyset$, otherwise, the arbitrage-free interval of $p_i$ becomes $[\alpha_i, \infty)$. 
sink respectively. We introduce $N$ nodes $y_1, \ldots, y_N$. Assuming all the users are indexed from 1 to $U$ and $u_k$ denotes the $k$-th user. For each $k \in [U]$: (1) we introduce a node $x_k$ and a directed edge from $s$ to $x_k$ with capacity 1 and cost 0; and (2) $\forall i \in [N]$, we introduce a directed edge from $x_k$ to $y_i$ with capacity 1 and cost 0 if $u_{ik} = 1$. For each buyer $j$ that $c_j \geq p_{tj}$, introduce a node $z_j$, a directed edge from $y_{tj}$ to $z_j$ with cost 0 and a directed edge from $z_j$ to $t$ with capacity $d_j$ and a negative cost $-p_{tj}$. We can verify that there is no directed cycle with negative cost.

Let $w(f) > 0$ be the absolute value of the minimum cost when the amount of the required $s$-$t$ flow is $f$. Clearly, it is true that $w(f)$ is the maximum revenue when exactly $f$ users are sold. Since the costs are all negative, $w(f)$ is maximized when $f = f^*$ where $f^*$ is the amount of the maximum $s$-$t$ flow.

Since only the edges from $z_j$ to $t$ are associated with non-zero costs, to find the augmenting path with the smallest cost is $O(|E|)$ (after sorting buyers by $c_j$) where $|E| \leq M + 2B$. Since $f^* \leq U$, the overall complexity is $O(UM + UB + B \log B)$.

Now we present Algorithm 3.2. It starts with the optimal uniform pricing, then iteratively and greedily updates the pricing and finally outputs an arbitrage-free non-uniform pricing. In each iteration, the algorithm greedily updates the price of a query if the update increases the revenue. To update $p_i$, it picks up the new price from $C_i(P)$ that greedily maximizes the revenue. Let $P_{-i,p}$ denote the resulting pricing when we only change the $i$-th entry of $P$ to $p$.

---

**Algorithm 3.2 Arbitrage-free Non-uniform Pricing**

**Input:** $N$, $U$, $B$ and $p_\xi^*$

**Output:** An arbitrage-free non-uniform pricing $P$

1. $P \leftarrow p_\xi^*$
2. $\forall i \in [N]$, compute $\alpha_i$ and $\beta_i$
3. **repeat**
4.  **for** $i \in [N]$ **do**
5.  $p^* = \arg\max_{p \in C_i(P)} R(P_{-i,p})$
6.  **if** $R(P_{-i,p^*}) > R(P)$ **then**
7.  $P \leftarrow P_{-i,p^*}$
8.  $\forall i' \in [N]$, re-compute $\alpha_{i'}$ and $\beta_{i'}$
9.  **end if**
10. **end for**
11. **until** no price changes
12. **return** $P$. 

---
Proposition 3.13. Algorithm 3.2 always converges; in each iteration of Repeat-Loop (lines 4-10), it solves at most $B + 2N$ allocation problems for non-uniform pricing.

Proof. Since the revenue of any pricing is trivially bounded by $\sum_{j=1}^B c_j d_j$ and after each iteration except the last one the revenue always increases, the algorithm will always converge. Since $|\bigcup_{i=1}^N C_i(P)| \leq B + 2N$, there will be at most $B + 2N$ allocation problems of non-uniform pricing in each iteration. \hfill \Box

Let $T$ be the number of iterations, the overall complexity is $O(T(B + N)(UM + UB + B \log B))$. We leave the theoretical analysis of $T$ for future work, however, we will see in experiments that Algorithm 3.2 converges very quickly, i.e. $T < 4$ on average. We next analyze its performance in Proposition 3.14. Experiments show that the arbitrage-free non-uniform pricing has significantly larger revenue in practice, however, the fact that the arbitrage-free interval of any entry is dynamic in each iteration makes it difficult to analyze the theoretical improvement of the arbitrage-free non-uniform pricing.

Proposition 3.14. Assume that Algorithm 3.2 converges after $T \geq 1$ iterations (of Repeat-Loop, i.e. lines 4-10). Let $P^t$ be the pricing computed after $t \in [T]$ iterations. The following statements are true:

(a) $\forall t \in [T], P^t$ is arbitrage-free.

(b) $\forall t \in [T], R(P^t)$ has $O(\log \min\{U, \sum_{j=1}^B d_j\})$ performance guarantee to the optimal arbitrage-free pricing;

(c) If $T > 1$, $P^t$ is non-uniform, $\forall t \in [T]$.

(d) Unless breaking the arbitrage-free constraints, changing any entry of $P^T$ alone cannot increase the revenue.

Proof. Since the update of any price is within its arbitrage-free interval, according to Proposition 3.10 (a) is true. The algorithm starts with the optimal uniform pricing $p_{\xi^*}$, and every price update increases the revenue, thus we have $\forall t \in [T], R(P^t) \geq R(p_{\xi^*})$, which immediately implies (b). To prove (c), we only need to show that any update (in line 7) never makes
the resulting pricing \( P \) back to uniform. Since \( R(P) > R(\mathbf{p}_\varepsilon^*) \) and \( \mathbf{p}_\varepsilon^* \) is the optimal uniform pricing, \( P \) cannot be uniform, proving (c). According to the convergence criteria, (d) is true.

In Algorithm 3.2, the minimum cost maximum flow solver (described in the proof for Lemma 3.12) that computes the optimal allocation for a non-uniform pricing is called frequently, i.e. up to \( B + 2N \) times in each iteration. Although to our best knowledge, it is faster than most of general mincost maxflow solvers for integral flows and non-unit capacity (see details in the survey [55]), it still does not scale for large inputs. By generalizing the online bipartite matching [56], we propose an approximation as Algorithm 3.3 to the allocation problem. Algorithm 3.3 greedily sells users satisfying queries with the highest price.

Algorithm 3.3 Efficient Approximate Allocation

**Input:** \( N, U, B \) and \( P \)

**Output:** \( \hat{A} \)

1. \( \forall j \in [B], \hat{A}_j \leftarrow \emptyset \)
2. Re-order all the buyers such that \( p_{t_1} \geq \ldots \geq p_{t_B} \)
3. for \( j \in [B] \) do
4. \hspace{1em} if \( c_j \geq p_{t_j} \) then
5. \hspace{2em} while \( |\hat{A}_j| < d_j \) and \( \exists u \in U, u^j = 1 \) do
6. \hspace{3em} \hat{A}_j \leftarrow \hat{A}_j \cup \{u\}
7. \hspace{3em} U \leftarrow U - \{u\}
8. \hspace{2em} end while
9. \hspace{1em} end if
10. end for
11. return \( \hat{A} \).

**Proposition 3.15.** For any pricing, Algorithm 3.3 produces an allocation in polynomial time \( O(M + B \log B) \).

Algorithm 3.3 is much faster than the mincost maxflow solver in Lemma 3.12, i.e. by at least a factor \( \frac{\mathcal{U}}{\log B} \). In real user markets, the number of users to sell is significantly larger than the number of buyers, i.e. \( \mathcal{U} \gg B \), and \( \mathcal{U} \) could be billions, so the improvement is significant.

We next show the performance guarantee of Algorithm 3.3 in Lemma 3.16, which will be also used for proving Theorem 3.21 later.

**Lemma 3.16.** Algorithm 3.3 is a 2-approximation to the allocation problem for any pricing.
Proof. Let $A^*$ be the optimal allocation for $P$. Consider some $u$ who is allocated to buyer $j$ in $A^*$ (i.e. $u \in A^*_j$) by the mincost maxflow solver, but is allocated to a different buyer $j'$ in $\hat{A}$ (i.e. $u \in \hat{A}_{j'}$) or not allocated to any buyer in $\hat{A}$. There are three cases. Case 1: if $u$ is finally unallocated in $\hat{A}$, it is true that $|\hat{A}_j| = d_j \geq |A^*_j|$ because if $|\hat{A}_j| < d_j$, $u$ must have been allocated to buyer $j$. Consider that $u$ is allocated to buyer $j'$ in $\hat{A}$. Case 2: if $p_{t_j} > p_{t_{j'}}$, it must be true that $|\hat{A}_j| = d_j \geq |A^*_j|$ for the same reason as Case 1. In Case 1 and 2, the revenue contributed by $\hat{A}_j$ is no less than $A^*_j$. Case 3: if $p_{t_j} \leq p_{t_{j'}}$, it is true that we might lose the revenue $p_{t_j}$ because $u$ is not allocated to $j$. In this case, however an equal or higher revenue $p_{t_{j'}}$ is produced. This implies that the total revenue loss $R(P, A^*) - R(P, \hat{A})$ is bounded by the total revenue produced $R(P, \hat{A})$. Therefore we prove the lemma that $2R(P, \hat{A}) \geq R(P, A^*) = R(P)$.

We next show that the above analysis for Algorithm 3.3 is tight. Consider the following example. $N = 2$. There are 2 users, $u_1 = (1, 1)$ and $u_2 = (1, 0)$. There are 2 buyers $(1, 1, w + \epsilon)$ and $(2, 1, w)$. The pricing $P = (w + \epsilon, w)$ where $\epsilon > 0$. The optimal allocation is $A_1 = \{u_2\}$ and $A_2 = \{u_1\}$, thus the total revenue is $2w + \epsilon$. However Algorithm 3.3 generates $\hat{A}_1 = \{u_1\}$ and $\hat{A}_2 = \emptyset$, thus the total revenue is $w + \epsilon$ only.

We construct Algorithm 2.1 with the faster allocation in Algorithm 3.3 to compute an arbitrage-free non-uniform pricing. Algorithm 2.1 is the same with Algorithm 3.2 except that we replace the optimal allocation (mincost maxflow solver $R(P_{-i,p})$ in line 5) with the approximate allocation computed by Algorithm 3.3.

**Theorem 3.17.** Let $T$ be the number of iterations that Algorithm 2.1 needs to converge. Algorithm 2.1 runs in $O(T(B + N)(M + B \log B))$ and has all the properties (a)-(d) claimed for Algorithm 3.2 in Proposition 3.14.

### 3.3.3 A Generalized Setting: Minimal Demand

Previously, we assumed that any buyer only restricts the maximum number $d_j$ of target users he will buy. In this section, we consider a general setting where a buyer also has a minimum demand. That is, buyer $j$ now becomes $(t_j, d_j, d_j, c_j)$ where $d_j$ and $d_j$ ($d_j \leq d_j$) are the minimum and maximum number of target users that buyer $j$ will buy respectively. In this
setting, the Demand Constraint in Definition 3.2 for a feasible allocation $A$ becomes: $|A_j| \in \{0, d_j, \ldots, d_j\}$. This means that, for buyer $j$, we either allocate 0 or at least $d_j$ users to him. Note that, the pricing problem in previous setting is indeed a special case that $\forall j, d_j = 1$ of this setting.

This generalized setting is also practical in many user markets. For example, a business wants to trigger a cascade of promotion for its product in an online community. If the initial seed size is too small, the growth of cascade would be very slow or even not triggered [57, 58] at all. Therefore the business needs some guarantee of the seed size by specifying a large enough $d_j$. Another example is that, a buyer wants to purchase the contacts of users with certain attributes for survey. If he is not able to reach enough number of target users, the survey results lack statistical significance. Therefore, he is not willing to buy any data set with size less than his minimum demand.

However, the minimum demand constraint makes the allocation problem and the pricing problem harder to solve, which can be seen in Theorem 3.18 and Corollary 3.19.

**Theorem 3.18.** In the generalized setting, the allocation problem (even if the pricing is uniform at 1) is (1) NP-hard and (2) hard to approximate (unless P=NP) within $U^\frac{1}{2} - \epsilon$ or $B^{1-\epsilon}$, $\forall \epsilon > 0$.

**Proof.** For (1), we reduce Maximum Independent Set (MIS) to the allocation problem. For an undirected graph $G = \{V, E\}$. MIS finds a subset $V' \subseteq V$ with the maximum cardinality that $\forall v, v' \in V'$, the edge $(v, v') \notin E$. The reduction is as follows. Given an MIS instance $(V, E)$, we first introduce $|V|$ queries. Then we introduce $|V|^2$ users indexed from 1 to $|V|^2$, i.e. $(u_1, \ldots, u_{|V|^2})$, and each of these users satisfies no query. For each node $v_j \in V$: (1) we introduce a buyer $j$ as $(j, |V|, |V|, 1)$; and (2) $\forall k \in \{|V| \cdot (j - 1) + 1, \ldots, |V| \cdot j\}$, we set $u_k^j = 1$. For each edge $(v_j, v_j') \in E$ of the MIS instance (assuming $j < j'$), we make the user with index $|V| \cdot (j' - 1) + j$ no longer satisfy $q_{j'}$, i.e. set $u_{|V| \cdot (j' - 1) + j}^j = 0$, but make the user with index $|V| \cdot (j - 1) + j'$ satisfy $q_{j'}$, i.e. set $u_{|V| \cdot j' - 1)} + j'}^j = 1$. After these operations, we can allocate $|V|$ users to either buyer $j$ or $j'$, but not to both of them since they have a common user with index $|V| \cdot (j - 1) + j'$. It is true that (1) for any $q_j$ where $j \in [|V|]$, there are exactly $|V|$ users satisfying it; (2) let $U$ be the set of users who satisfy at least one query, $U = |V|^2 - |E|$. It is easy to verify that the solution for the MIS instance is $n$ if and only if the number of sold
users in the allocation problem is \( n \cdot |V| \) when the pricing is uniform at 1.

For (2), we have shown that an MIS with \( |V| \) nodes corresponds to the allocation problem where \( \frac{|V|^2}{2} \leq U \leq |V|^2 \) and \( B = |V| \), and if the number of sold users in the allocation problem is \( n \cdot |V| \), the solution of the corresponding MIS is \( n \). Since MIS is hard to approximate within \( |V|^{1-\epsilon} \), \( \forall \epsilon > 0 \), the allocation problem is hard to approximate within \( U^{\frac{1}{2} - \epsilon} \) or \( B^{1-\epsilon} \), \( \forall \epsilon > 0 \).

**Corollary 3.19.** In the generalized setting, the pricing problem is both NP-hard and hard to approximate (unless P=NP) within \( U^{\frac{1}{2} - \epsilon} \) or \( B^{1-\epsilon} \), \( \forall \epsilon > 0 \).

**Proof.** Theorem 3.18 shows that in the generalized setting, the allocation problem is NP-hard even when the pricing is uniform. We reduce the allocation problem with uniform pricing to the pricing problem. For each instance of the allocation problem with input \( B', U' \) and the uniform price \( \xi \), we create an instance of pricing problem with input \( B \) and \( U \) as follows. For each buyer \( j \) in \( B' \), if \( c_j \geq \xi \), we create a buyer \((t_j, d_j, \xi)\) in \( B \). We simply set \( U = U' \). It is easy to see that the optimal arbitrage-free pricing of the pricing problem is \((\xi, \ldots, \xi)\), and the optimal revenue of the pricing problem is \( \xi \cdot k \) if and only if the allocation problem has the optimal allocation of size \( k \).

Next, we first propose an approximate algorithm for the allocation problem, and then based on this approximation, we propose another approximate algorithm for the pricing problem.

Algorithm 3.4 computes the approximate allocation in two steps, each of which produces a partial allocation. The first partial allocation process (lines 1-9), first re-orders all the buyers so that \( p_1 d_1 \geq \ldots \geq p_B d_B \). Then starting from \( j = 1 \), it allocates \( d_j \) target users (if enough) to buyer \( j \), in sequence. After that, the second partial allocation process (lines 10-16) discards buyers who received no user in the first partial allocation. For each of the remaining buyers, it creates a dummy buyer without the minimum demand as \((t_j, d_j - d_j, c_j)\). Then it calls Algorithm 3.3 with the remaining users, the dummy buyers and the same pricing as the input. Finally, the two partial allocations are merged as the whole approximate allocation.

**Proposition 3.20.** In the generalized setting, Algorithm 3.4 computes an approximate allocation \( \hat{A} \) for any pricing in polynomial time \( O(M + B \log B) \).
Algorithm 3.4 Approximate Allocation With Minimal Demand

Input: \(N, U, B\) and \(P\)

Output: An approximate allocation \(\hat{A}\)

1. Re-order \(B\) buyers so that \(p_{t_1}d_{t_1} \geq \ldots \geq p_{t_B}d_B\)
2. Let \(\hat{A}_1\) and \(\hat{A}_2\) be two empty allocations
3. for \(j \in [B]\) do
4. \(U_j \leftarrow \{u | u^{t_j} = 1, u \in U\}\)
5. if \(c_j \geq p_{t_j}\) and \(|U_j| \geq d_j\) then
6. \(\hat{A}^1_j \leftarrow \) arbitrary \(d_j\) users from \(U_j\)
7. \(U \leftarrow U - \hat{A}^1_j\)
8. end if
9. end for
10. \(B' \leftarrow \emptyset\)
11. for \(j \in [B]\) do
12. if \(|\hat{A}^1_j| = d_j\) and \(d_j \neq d_j\) then
13. \(B' \leftarrow B' \cup \{(t_j, d_j - d_j, c_j)\}\)
14. end if
15. end for
16. \(\hat{A}^2 \leftarrow \) Call Algorithm 3.3 with \(N, U, B'\) and \(P\) as input
17. \(\forall j \in [B], \hat{A}_j \leftarrow \hat{A}^1_j \cup \hat{A}^2_j\)
18. return \(\hat{A}\)

Theorem 3.21. Let \(D \triangleq \max\{d_j | j \in [B]\}\). The approximate allocation \(\hat{A}\) produced by Algorithm 3.4 is an \(O(D)\)-approximation to the optimal allocation.

Proof. Let \(A^*\) be the optimal allocation. W.l.o.g. we assume that \(\forall j \in [B]\), the number of users satisfying \(q_{t_j}\) is no less than \(d_j\), otherwise we can remove buyer \(j\). This theorem is implied by Lemma 3.22 and Lemma 3.16. In short, Lemma 3.22 implies that for every unit of revenue generated by the first partial allocation (lines 1-9), \(A^*\) can generate at most \(D + 1\) units of revenue. According to Lemma 3.16, it is true that for every unit of revenue generated by the second partial allocation (lines 10-16), \(A^*\) can generate at most 2 units of revenue. Therefore, we have \(R(P, \hat{A}) \geq \frac{R(P, A^*)}{\max\{D + 1, 2\}}\), which implies the theorem. We only need to prove Lemma 3.22.

Lemma 3.22. If buyer \(j\) is allocated with \(d_j\) target users in the first partial allocation, the loss of revenue (compared to \(A^*\)) is bounded by \(p_{t_j}(d_j)^2\).

Proof. If buyer \(j\) is allocated with \(d_j\) target users in the first partial allocation, the revenue \(p_{t_j}d_j\) is produced. It is true that the removal of \(d_j\) users satisfying \(q_{t_j}\) will prevent at most
\(d_j\) of buyers (with index larger than \(j\)) from being allocated with any target user, because the numbers of available target users become smaller than their minimum demands. Let \(n \in [d_j]\) be the number of buyers who cannot be allocated with users due to allocating \(d_j\) users to buyer \(j\). Clearly, there is no loss if \(n = 0\). W.l.o.g., we assume that these \(n\) buyers are indexed from \(j + 1\) to \(j + n\). It is true that \(\forall j' \in \{j + 1, \ldots, j + n\}\), the largest possible revenue loss caused by losing buyer \(j'\) is bounded by \(p_{t,j'} (d_{j'} - 1 + k_{j'})\). \(k_{j'}\) is the number of such users: (1) they satisfy both \(q_i\) and \(q_{t,j'}\); and (2) if we did not allocate any of the \(k_{j'}\) users to buyer \(j\), buyer \(j'\) could have been allocated with \(d_{j'}\) users – but we actually have allocated all the \(k_{j'}\) users to buyer \(j\). Thus the total loss \(L_j\) of allocating \(d_j\) users to buyer \(j\) is bounded by \(\sum_{j' = j + 1}^{j + n} p_{t,j'} (d_{j'} - 1 + k_{j'})\).

It is obviously true that \(\sum_{j' = j + 1}^{j + n} k_{j'} \leq d_j\) and \(\forall j' \in \{j + 1, \ldots, j + n\}, k_{j'} \geq 1\). Therefore, \(\forall n \in [d_j]\), we have:

\[
L_j \leq \sum_{j' = j + 1}^{j + n} p_{t,j'} d_{j'} + \sum_{j' = j + 1}^{j + n} p_{t,j'} (k_{j'} - 1)
\]

\[
\leq n \max_{j' \in \{j + 1, \ldots, j + n\}} \{p_{t,j'} d_{j'}\} + \sum_{j' = j + 1}^{j + n} p_{t,j'} (k_{j'} - 1)
\]

\[
\leq np_{t,j} d_j + \sum_{j' = j + 1}^{j + n} p_{t,j'} (k_{j'} - 1)
\]

\[
\leq np_{t,j} d_j + \max_{j' \in \{j + 1, \ldots, j + n\}} \{p_{t,j'}\} \sum_{j' = j + 1}^{j + n} (k_{j'} - 1)
\]

\[
\leq np_{t,j} d_j + \max_{j' \in \{j + 1, \ldots, j + n\}} \{p_{t,j'}\} (d_j - n)
\]

\[
\leq np_{t,j} d_j + p_{t,j} d_j (d_j - n)
\]

\[
= p_{t,j} (d_j)^2
\]

\[\square\]

We next show that the \(O(D)\)-approximation is tight for Algorithm 3.4. Consider the following example. There are \(d + 1\) queries and \(d^2\) users. \(\forall i \in [d]\), all the \(d - 1\) users indexed between \((d - 1) \cdot (i - 1) + 1\) and \((d - 1) \cdot i\) (both inclusive) only satisfy \(q_i\). The last \(d\) users, indexed between \(d^2 - d + 1\) and \(d^2\), satisfy all the queries. There are \(d + 1\) buyers, and buyer \(j\) is \((j, d, d, \infty)\). Let the pricing be: \(\forall i \in [d], p_i = 1\) and \(p_{d+1} = 1 + \epsilon\). Algorithm 3.4 will
only allocate \( d \) users to buyer \( d + 1 \) while all the other buyers are allocated with 0 user, thus the revenue is \( d \cdot (1 + \epsilon) \). However, the optimal solution that \( \forall i \in [d] \), allocates buyer \( i \) with \( d \) users has revenue \( d^2 \).

With Theorem 3.21, we propose Algorithm 5 to produce a uniform pricing in this setting. Let \( \hat{A}_\xi \) be the approximate allocation output by Algorithm 3.3 when the input uniform price is \( \xi \). Similar to Algorithm 3.1, Algorithm 5 outputs the uniform price \( \hat{\xi} = \arg\max_{\xi \in C} R(p_{\xi}, \hat{A}_\xi) \) where \( C = \{c_j \mid j \in [B]\} \). We analyze it as follows.

**Theorem 3.23.** Algorithm 5 runs in \( O(BM + B^2 \log B) \) to compute a uniform pricing which is an \( O(D \log \min\{U, \sum_{j=1}^B d_j\}) \) approximation to the optimal arbitrage-free pricing in the generalized setting.

**Proof.** According to Proposition 3.20, it is easy to see that the time complexity of Algorithm 5 is \( O(BM + B^2 \log B) \) since \( |C| \leq B \). Similarly with the proof for Theorem 3.6, we can derive the \( O(D \log \min\{U, \sum_{j=1}^B d_j\}) \) guarantee for Algorithm 5 based on Theorem 3.21 since \( \hat{A}_\xi \) is an \( O(D) \) approximation to the allocation problem in the generalized setting.

Compared with the previous setting where buyers have no minimum demand, we do not find a polynomial time solution to compute the optimal uniform pricing in this setting. Because the allocation problem is NP-hard, the guarantee of the uniform pricing drops. However, as Algorithm 5 does not call any maxflow optimization, its time complexity is lower than that of Algorithm 3.1. We leave the arbitrage-free non-uniform pricing in this setting as future work.

### 3.4 Experiments

In this section, we use synthetic data to evaluate Algorithms 3.1, 3.2, 2.1 and 3.3. To randomly generate instances of the pricing problem, we first set the values of \( U, B, N, m \) and \( c \) where \( m \) is the maximal number of queries that any user can satisfy and \( c \) is the upper bound of buyers’ maximum costs. For each buyer \( j \in [B] \), \( t_j, d_j \) and \( c_j \) are independently and uniformly sampled from the integer sets \([N], \lfloor \frac{4U}{B} \rfloor \) and \([c]\) respectively. For each user \( u_i \in U \), \( m_i \) is independently and uniformly sampled from the integer set \([m]\), and we randomly make her satisfy \( m_i \) distinct queries. We generate instances of the pricing problem of three different sizes: small size where...
(\(U, B, N, m, c\)) = (100, 20, 10, 4, 5), medium size where (\(U, B, N, m, c\)) = (1000, 100, 50, 20, 1000) and large size where (\(U, B, N, m, c\)) = (10^6, 1000, 500, 200, 1000).

### 3.4.1 Optimal Arbitrage-free Pricing

In this part, we compare the optimal arbitrage-free pricing, the optimal uniform pricing computed by Algorithm 3.1 and the arbitrage-free non-uniform pricing by Algorithm 3.2. Since we haven’t found any (even pseudo) polynomial algorithm to compute the optimal arbitrage-free pricing, we use an exponential algorithm with grid search and backtracking to compute the numerically optimal arbitrage-free pricing. Thus the experiment can be only conducted on instances of small size, and we randomly generate 1000 such instances.

Let \(P^*\) be the optimal arbitrage-free pricing. For each test case, we record two revenue ratios \(r_1 = \frac{R(p_{\xi^*})}{R(P^*)}\) and \(r_2 = \frac{R(P)}{R(P^*)}\) where \(p_{\xi^*}\) is the optimal uniform pricing computed by Algorithm 3.1 and \(P\) is the arbitrage-free non-uniform pricing by Algorithm 3.2. The results are shown in Fig 3.1 where the \(x\)-axis denotes the interval of revenue ratios and \(y\)-axis denotes the proportion of the test cases of which the revenue ratios fall into the interval denoted by \(x\). The red bar is for \(r_1\) and the blue bar is for \(r_2\). Among all the cases, \(r_1 \in [0.732, 0.983]\) and \(r_2 \in [0.796, 0.997]\). The mean values of \(r_1\) and \(r_2\) are 0.849 and 0.948 respectively.

We observe that the actual revenue ratios of the optimal arbitrage-free uniform pricing and the non-uniform pricing are both significantly larger than the theoretical guarantee which is
1/(1 + \log \min \{U, \sum_{j=1}^{B} d_j \}) \approx 0.18. In particular, the arbitrage-free non-uniform pricing is remarkably close to the optimal arbitrage-free pricing.

### 3.4.2 Approximate Allocation

In this part, we compare the approximation in Algorithm 3.3 with the optimal one (i.e. the min-cost maxflow solver in Lemma 3.12) for the allocation problem. Note that in line 6, Algorithm 3.3 selects any user \( u \) satisfying \( q_{t_j} \). For experiments, we use a heuristic to select such a user: among all the users satisfying \( q_{t_j} \), we select the one with the least number of other queries that she satisfies. With proper preprocessing, this heuristic does not increase the asymptotic time complexity of Algorithm 3.3.

![Figure 3.2: Compare the approximate allocation (by Algorithm 3.3) with the optimal allocation (by mincost maxflow)](image)

The experiments are conducted on the instances of medium size. We first randomly generate 1000 cases of medium size and for each case we randomly generate a pricing vector \( P \) where \( \forall i \in [N], p_i \) is independently and uniformly sampled from \([c] \). We define the revenue ratio as \( \frac{R(P, \hat{A})}{R(P, A^*)} \) where \( \hat{A} \) is the approximate allocation computed by Algorithm 3.3 and \( A^* \) is the optimal allocation computed by the mincost maxflow solver in Lemma 3.12. We plot the results in Fig 3.2 where \( x \)-axis denotes the ratio and \( y \)-axis denotes the accumulated proportion of cases of which the revenue ratios are less than or equal to \( x \). Among all the 1000 cases, the least revenue ratio is 0.79; the ratios of 76.6\% cases are at least 0.95; 16\% cases reach the optimum, i.e. with ratio as 1. The average ratio is 0.968, much larger than the theoretical
Next, we randomly generate 1000 cases of medium size, for each of which, we compute its arbitrage-free non-uniform pricing. Let $P$ and $P'$ be the pricing output by Algorithm 3.2 and 2.1 respectively. In order to compare $R(P)$ and $R(P')$, we still call the mincost maxflow solver after $P$ and $P'$ are produced. We plot the results in Fig 3.3 where $x$-axis denotes the revenue ratio $R(P') / R(P)$ and $y$-axis denotes the accumulated proportion of cases of which the revenue ratios are less than or equal to $x$. With the mean value 0.988, the ratios are in $[0.717, 1.023]$. Among the 1000 cases, we find that in 94.1% cases, the ratio is at least 0.95 and in 4.1% cases, the ratio is larger than 1 (because Algorithm 3.2 does not guarantee global optimum). Notably, Algorithm 2.1 is faster than Algorithm 3.2 by at least a factor $\frac{U}{\log B}$.

### 3.4.3 Uniform and Non-uniform Pricing

In this part, we first measure the convergence of Algorithm 2.1, and then compare the arbitrage-free non-uniform pricing by Algorithm 2.1 with the optimal uniform pricing by Algorithm 3.1.

We randomly generate two datasets, 1000 cases of large size and 5000 cases of medium size.

**Convergence.** We observe that Algorithm 2.1 converges very quickly, as shown in Fig 3.4. Among all the all the 1000 instances of large size, it converges after 3.77 iterations on average, and in the worst case, 14 iterations. Among all the 5000 instances of medium size, it converges after 2.96 iterations on average, and in the worst case, 7 iterations.
Let $R$ be the (approximate) revenue of the arbitrage-free non-uniform pricing output by Algorithm 2.1, and the relative revenue increment is calculated as $\frac{R}{R(p_{\xi^*})} - 1$. We observe that $R$ is significantly larger than $R(p_{\xi^*})$, shown in Fig 3.5. For each curve, $x$-axis is the relative revenue increment and $y$-axis is the accumulated case proportion of which the relative revenue increment is less than or equal to $x$. For all the 1000 instances of large size, the increment is in $[0.25, 0.43]$, with 0.394 as the mean and 0.046 as the standard deviation. For all the 5000 instances of medium size, the increment is in $[0, 0.596]$, with 0.281 as the mean and 0.112 as the standard deviation. We conclude that the arbitrage-free non-uniform pricing significantly outperforms the optimal uniform pricing, typically in large markets.
3.5 Discussion

In the previous sections, we constrain that each user can be sold at most once. In this part, we discuss when the constraint becomes that a user $u_k$ where $k \in [U]$ can be sold up to $w_k$ different buyers. Note that, we require that any user cannot be sold to one buyer more than once because we assume that the buyers need to buy distinct users. Moreover, the definition of arbitrage and arbitrage-free pricing remain the same. Next, we brief the differences of algorithms and analyses.

The optimal uniform pricing becomes an $O(\log \min\{\sum_{k=1}^U w_k, \sum_{j=1}^B d_j\})$ approximation, which was $O(\log \min\{U, \sum_{j=1}^B d_j\})$ in Section 3.3.1. The algorithm to compute the optimal uniform pricing is the same as Algorithm 3.1 except two differences in solving the allocation problem (in Lemma 3.3). First, when we construct the network flow problem (in the proof of Lemma 3.3), the step that “For each user $u_k \in U$: (1) we introduce a node $x_k$ and a directed edge from $s$ to $x_k$ with capacity 1; and (2) ...” becomes “For each user $u_k \in U$: (1) we introduce a node $x_k$ and a directed edge from $s$ to $x_k$ with capacity $w_k$; and (2) ...”. Second, to compute the maximum flow, we cannot use Ford-Fulkerson algorithm, of which the time complexity depends on the amount of flow. Instead, we use the max flow solver in [59] with time complexity $O(|V|\|E|)$. Thus, we now need $O((U + N + B)(M + B))$ time to solve the allocation problem for uniform pricing, which was $O(U(M + B))$ previously in Lemma 3.3. The modification for non-uniform pricing algorithm is similar, thus omitted.

3.6 Related Work

 Revenue maximizing and envy-free pricing. Pricing is a well-studied area in Economics. In particular, the envy-free pricing [29, 60, 61] in Walrasian Equilibrium [54] is relevant to our work. In recent years, envy-free pricing is studied in various settings [62, 63, 64, 65, 66, 67]. [29] first addresses the computational issue of envy-free pricing. They show that the problem is NP-hard even for the two special cases where the buyers are either unit-demand or single-minded. For the latter case, the uniform pricing provides a logarithmic approximation in terms of the number of buyers and the number of items. In the unlimited supply setting, [68] uses a randomized single price to achieve expected revenue within a logarithmic factor of the total
social welfare for buyers with general valuation functions. \cite{69} proves that the envy-free pricing problem in a graph where items are edges is NP-hard, and provides a better approximation algorithm than \cite{29} for sparse instances. \cite{70} claims some equivalency between envy-free pricing and a pricing free of determinancy-arbitrage in data markets. However, envy-free pricing is essentially different from the arbitrage-free pricing in the user markets we considered, because not every (revenue-maximizing) envy-free pricing is a pricing free of version-arbitrage, and it is unclear how to convert an envy-free pricing to an arbitrage-free pricing while maximizing the revenue.

**Arbitrage-free pricing in data markets.** The issue of query-based price arbitrage has gained much attention in data markets \cite{51, 71, 72, 73, 74, 70}. \cite{51} introduces the notion of arbitrage-freeness to query pricing. They define that a query \( q \) is determined by a set \( Q \) of queries on database instance \( D \) if the answer of \( q \) can be inferred from the answer of \( Q \) on \( D \). Determinancy-arbitrage occurs if \( q \) is determined by \( Q \) and the price of \( q \) is less than the total price of all the queries in \( Q \). However, determinancy-arbitrage is fundamentally different from version-arbitrage, which can be easily seen in Example \ref{example:arb} and Definition \ref{def:arb_free}.

**Price arbitrage in OSN advertising markets.** Price arbitrage has been discovered and exploited in OSN advertising markets. \cite{52} first exploits price arbitrage in topic targeting, and \cite{53} proposes a more complex arbitrage strategy through path combination. \cite{15} shows through data analysis that arbitrage exists in both Facebook and LinkedIn ad markets, and proposes strategies to exploit arbitrage to benefit advertisers. Our work is partially motivated by these arbitrage strategies, and our arbitrage-free pricing can make these strategies infeasible in online advertising markets.

### 3.7 Conclusion

In this chapter, we addressed the pricing problem, in particular, revenue maximizing arbitrage-free pricing in user-based markets. We presented a variety of efficient algorithms for arbitrage-free pricing with provable approximation guarantees on their revenue, and hardness results for certain variations. We believe that there is a real need to study mechanisms for allocation and pricing of users based on multiple attributes as much of online user-based markets rely on such
systems.
Chapter 4
Stable Pricing in Online Labor Markets

4.1 Introduction

Online labor markets contribute significantly to Internet Economy. For example, in Amazon Mechanical Turk (AMT)\(^1\) and CrowdFlower\(^2\) agents are employed for human intelligence tasks. Workers in TaskRabbit\(^3\) perform daily-life tasks, e.g. moving, cleaning. In Upwork\(^4\) specialists are hired for more professional tasks, e.g. software development, translation.

For such markets, it is essential to price transactions and match tasks with workers suitably. In AMT, tasks are priced by owners. In Upwork, besides pricing the task, an employer needs to interview applicants which is burdensome. Recently, automatic pricing and matching is adopted in some online labor markets. For example, TaskRabbit provides an option called Quick Assign\(^5\). With this option, once the employer finishes defining the task by specifying requirements (e.g. in Fig. 4.1), date and location, the system automatically charges a price\(^6\) and allocates a qualified worker to the task.

We study this automatic pricing and allocation problem. The natural goal is to optimize the revenue, but we require additional properties. In online labor markets, no worker or task should be treated unfairly by the pricing and allocation. We formulate this as a form of stability (similar to [75]), which is illustrated as follows:

\(^1\)https://www.mturk.com
\(^2\)https://www.crowdflower.com
\(^3\)https://www.taskrabbit.com
\(^4\)https://www.upwork.com
\(^5\)https://support.taskrabbit.com/hc/en-us/articles/205313120-What-is-Quick-Assign-
\(^6\)To our best knowledge, the price only depends on the requirements and other facts like time and location. In other words, the task owner needs to pay the given price for any qualified worker. For example, $33/hr for any worker with a car, and $71/hr for any worker with a car.
Example 4.1. We assume that any worker prefers a task with a higher price. There are two workers, $w_1$ and $w_2$, and two tasks, $t_1$ and $t_2$. Only $w_1$ is qualified for $t_1$. $w_1$ and $w_2$ are both qualified for $t_2$, but the owner of $t_2$ prefers $w_1$ to $w_2$. Regardless of the pricing, the matching that $\{(w_1, t_1), (w_2, t_2)\}$ maximizes the revenue. However, this matching is unfair to $w_1$ when $t_1$ is priced less than $t_2$: if we announce the pricing and allow workers and tasks to match independently at their will, the matching will be $\{(w_1, t_2)\}$.

In this chapter, we solve the stable pricing problem. Our contributions are:

- We design a truthful, stable mechanism with randomized uniform pricing (SMUP), and prove that it has $(1 + \log h)$ factor approximation guarantee on revenue in expectation, where $h$ is the maximum price for a task. In uniform pricing, all the tasks are priced equally. Given any uniform pricing, we show that one can compute the optimal allocation in polynomial time while preserving the truthfulness.

- We design a truthful stable mechanism with randomized non-uniform pricing (SMNP). Given an arbitrary non-uniform pricing, the allocation problem is NP-hard. We propose a $\frac{3}{2}$-approximation for the allocation problem by generalizing the (unweighted) maximum stable matching in [76, 77]. Therefore we show that SMUP is $(3 + 3 \log h)$ factor approximation of the optimal revenue, which is slightly worse than SMUP above, but our experiments show that they have similar performance in practice, and SMNP is more robust.

- We consider online scenario where tasks arrive over time, and present a truthful online
stable mechanism with randomized uniform pricing. Combined with a greedy matching strategy, we show that this mechanism is \((2 + 2 \log h)\) factor approximation for the optimal revenue.

Our results are obtained by using combinatorial optimization techniques suitably with random choice of prices. The rest of the chapter is organized as follows. We first formulate the pricing problem. We then analyze the stable mechanism with uniform pricing and with non-uniform pricing respectively. Furthermore, we analyze the online stable mechanism. Finally we compare different mechanisms by experiments, followed by the related work and conclusion.

4.2 Preliminary

4.2.1 Problem Formulation

\([k]\) denotes the integer set \(\{1, \ldots, k\}\). There are \(\{1, \ldots, S\}\) skills, a set \(W\) of workers and a set \(T\) of tasks. We define \(\mathcal{W} \triangleq |W|\) and \(\mathcal{T} \triangleq |T|\). A worker is denoted by a vector \(w = (w_1, \ldots, w_S)\) where \(w_s \in \mathbb{N}\) is her level of skill \(s \in [S]\). For example, when \(S = 3\), \(w = (4, 5, 0)\) denotes that this worker has skill 1 at level 4 and skill 2 at level 5. We use superscript to denote the index of a worker, e.g. \(w^i\) is the \(i\)-th worker where \(i \in [\mathcal{W}]\). Task \(j\) is denoted by a triplet \((s_j, l_j, c_j)\) where \(s_j \in [S]\) is the required skill, \(l_j \in \mathbb{Z}^+\) is the minimum level of the required skill, and \(c_j \in \mathbb{R}^+\) is the maximum cost that the task is willing to pay. For example, \((1, 2, $5)\) denotes a task that is willing to pay at most $5 for hiring a worker whose level of skill 1 is at least 2. We assume that 0 is the lowest level and a larger integer denotes a higher level, so worker \(w\) is said to be qualified for task \(j\) if \(w_{s_j} \geq l_j\).

An allocation (or matching) \(A\) is the set of worker-task pairs. For any \((w, j) \in W \times T\), \(w\) and \(j\) are said to be matched with each other if \((w, j) \in A\). \(|A|\) denotes the matching size.

**Definition 4.2.** \(A\) is feasible if (1) \(\forall (w, j) \in A, w\) is qualified for \(j\), i.e. \(w_{s_j} \geq l_j\) and (2) any task (or worker) can be matched up to one worker (or task).

\(P\) is the pricing function where \(p(s, l) \in \mathbb{R}^+\) is the price of any task that requires skill \(s\) with minimum level \(l\). Given \(s\), it is natural to require the pricing to be non-decreasing over

\(^8\text{When the context is clear, we use } j \text{ to denote task } j.\)
levels, i.e. \( p(s, l) \geq p(s, l'), \forall l \geq l' \). Note that, the payment of a task only depends on what the task reports, i.e. task \( j \) pays \( p(s_j, l_j) \) if it is matched with any qualified worker, otherwise 0. When the context is clear, we use \( p_j \) to denote \( p(s_j, l_j) \). By default, the pricing-allocation pair \((P, A)\) is required to be feasible that \( A \) is feasible and \( \forall (w, j) \in A, p_j \leq c_j \).

We assume that any worker prefers a task with the higher price, and any task prefers a qualified worker with the higher level of the required skill. Based on this assumption, we can formulate unfairness as the existence of blocking pairs.

**Definition 4.3 (Blocking Pair).** Given \( W, T, P \) and \( A \), a pair \((w, j)\) is blocking if both are true:

- \( w \) is unmatched or matched with \( j' \) that \( p_{j'} < p_j \)
- \( j \) is unmatched or matched with \( w' \) that \( w'_{s_j} < w_{s_j} \).

In other words, \((w, j)\) is blocking if \( w \) and \( j \) both prefer each other. We next define stability in our market.

**Definition 4.4 (Stability).** \((P, A)\) is stable w.r.t. \( W \) and \( T \) if \( \forall (w, j) \in W \times T, (w, j) \) is not blocking.

Let \( R(P, A) \triangleq \sum_{(w, j) \in A} p_j \) be the revenue. We next define the pricing problem and allocation problem.

**Definition 4.5 (Stable Pricing Problem).** Given \( W \) and \( T \), to compute the revenue-maximizing pricing-allocation pair \((P, A)\) subject to that \((P, A)\) is stable.

**Definition 4.6 (Allocation Problem).** Given \( W, T \) and \( P \), to compute the revenue-maximizing allocation \( A \) subject to that \((P, A)\) is stable.

### 4.2.2 Stable Pricing Mechanism

We focus on the stable pricing problem, and in particular, we consider mechanism design approaches. A mechanism consists of a pricing and an allocation, but will have additional truthfulness as we describe below.

\(^9\)The stability in this thesis is equivalent to the weak stability in [78].
**Definition 4.7** (Stable Mechanism). Let $\Phi(P, A)$ be a mechanism with $P$ and $A$. $\Phi(P, A)$ is a stable mechanism if $(P, A)$ is stable.

A randomized (offline or online) mechanism $\Phi(P, A)$ is said to have $\alpha$-guarantee on revenue if $\alpha \cdot E[R(P, A)] \geq R(P^*, A^*)$. $(P^*, A^*)$ is the optimal solution to the offline stable pricing problem in Definition 4.5 where the true information of all the workers and tasks is assumed to be known by the market. In mechanism design, any task may not necessarily report its true information to the market if misreporting can increase its utility. Therefore, we consider truthful mechanisms, in which the dominant strategy of any task is to report all its private parameters truthfully\[^{10}\] regardless whether other tasks report their parameters truthfully\[^{54}\]. A mechanism is individual-rational (IR) if the utility of every task is non-negative. Next, we define the utility of a task.

Let $\phi = (s_j, l_j, c_j)$ be the parameters reported by $j$, while $\phi = (s_j, l_j, v_j)$ be the private parameters owned by $j$, where $v_j$ is the true valuation if $j$ is matched with any qualified worker $w$ that $w_{s_j} \geq l_j$. Given $A$ and $P$, we consider the following utility function $u_j$ for $j$:

$$
  u_j = \begin{cases} 
    0 & j \text{ is unmatched} \\
    v_j \cdot \mathbb{1}(w_{s_j} \geq l_j) - p(s_j, l_j) & j \text{ is matched with } w 
  \end{cases}
$$

$\mathbb{1}(w_{s_j} \geq l_j)$ is the indicator function returning 1 if $w_{s_j} \geq l_j$, otherwise 0.

### 4.3 Theoretical Results

In this section, we design two offline truthful stable mechanisms where the information of all the workers and tasks are known to the market in advance. Then we design an online truthful stable mechanisms where the tasks come online and only the information of all the users are known to the market in advance.

\[^{10}\]We do not consider truthfulness from the side of workers, i.e. whether workers report their skill/levels truthfully, because in many online labor markets, workers’ proficiency in skills is publicly accessible, e.g. in term of ratings, reviews, certificates or experience.
4.3.1 Existence of Stable Pricing Mechanism

To warm up, we show the existence of feasible stable mechanisms. We first define monotone allocation.

**Definition 4.8** (Monotone Allocation). A is monotone if: \( \not\exists (w', w, j) \in W \times W \times T \) that \( (w, j) \in A \), \( w' \) is unmatched and \( w'_{s_j} > w_{s_j} \). A monotone allocation is maximal if \( \not\exists (w, j) \in W \times T \) that \( w \) and \( j \) could be matched but not.

A pricing is called uniform if all its entries are equal, otherwise non-uniform. When the context is clear, we use \( p \) to denote a uniform pricing.

**Proposition 4.1.** If \( A \) is not monotone, \( \not\exists P \) that \( (P, A) \) is stable. For any uniform pricing \( p \), \( (p, A) \) is stable if \( A \) is a maximal monotone allocation.

**Proof.** The first claim is obvious, so we only prove the second one. Given a uniform pricing \( p \) and a maximal monotone allocation \( A \), suppose \( (w, j) \) is a blocking pair. First, it is impossible that \( w \) is matched because of the uniform pricing. \( w \) and \( j \) cannot be both unmatched because \( A \) is maximal. The remaining case is that \( w \) is unmatched but \( j \) is matched with some \( w' \) that \( w'_{s_j} < w_{s_j} \), contradicting to Definition 4.8.

Since it is straightforward to construct a maximal monotone allocation and generate a uniform pricing, we omit the proof for Corollary 4.2.

**Corollary 4.2.** A stable mechanism always exists.

4.3.2 Stable Mechanism with Uniform Pricing

In this part, we present a truthful stable mechanism with \( (1+\log h) \)-guarantee on revenue based on randomized uniform pricing where \( h \) is the maximum price we can set for a task. We first solve the allocation problem for uniform pricing.

**Theorem 4.3.** Given a uniform pricing, the allocation problem can be solved in polynomial time \( O(S^2W + \min\{W, T\}(SW + T)) \).

To prove Theorem 4.3, we first prove Lemma 4.4 and 4.5. Lemma 4.4 shows that for any uniform pricing \( p \), we can compute its revenue-maximizing allocation \( \tilde{A}_p^* \) (but \( (p, \tilde{A}_p^*) \) is not
Lemma 4.4. Given uniform pricing $p$, the revenue maximizing allocation $\tilde{A}_p^*$ (but $(p, \tilde{A}_p^*)$ is not necessarily stable) can be computed in polynomial time $O(\min\{W, T\}(SW + T))$.

Proof. Let $p$ be the uniform price. After removing any task $j$ that $c_j < p$, we model this problem as a maxflow instance. Besides the source and sink, we create three types of nodes, corresponding to workers ($x$-type), skills/levels ($y$-type) and tasks ($z$-type) respectively. For each remaining task $j$, we introduce two nodes $z_j$ and $y_{s_j, t_j}$ (do not introduce $y_{s_j, t_j}$ again if it exists); then introduce two directed edges with capacity 1, from $y_{s_j, t_j}$ to $z_j$ and from $z_j$ to the sink. For each pair $y_{s, l}$ and $y_{s, l'}$, if $l' < l$ and $\exists y_{s', l}$ such that $l' < l < l'$, introduce a directed edge from $y_{s, l}$ to $y_{s, l'}$ with infinite capacity. This means that a skill at level $l$ can be used as the same skill at a lower level $l'$. Finally, for each worker $w_i$, introduce a node $x_i$ and a directed edge with capacity 1 from the source to $x_i$. For every skill $w_{s_i} > 0$ that she has, introduce a directed edge with capacity 1 from $x_i$ to $y_{s_i, l}$ if all the three conditions are true: (1) $l \leq w_{s_i}$, (2) $y_{s_i, l}$ exists and (3) any node $y_{s, l'}$ such that $l < l' \leq w_{s_i}$ does not exist. We remove any $x_i$ from the network if she has no edge incident to $y$-type nodes.

Let $f^*$ denote the maximum flow from the source to sink. It is easy to verify that $|\tilde{A}_p^*| = f^*$. Thus the optimal revenue is $f^* \cdot p$. The number of nodes corresponding to workers is $O(W)$, to skills/levels is $O(T)$, and to tasks is $O(T)$. Therefore, the total number of nodes is $O(W + T)$. The number of edges from $x$-type nodes to $y$-type nodes is $O(SW)$, among $y$-type nodes is $O(T)$, and from $y$-type nodes to $z$-type nodes is $O(T)$. Thus, the total number of edges is $O(SW + T)$. Since Ford-Fulkerson algorithm is $O(|E| \cdot f^*)$ and we have $f^* = O(\min\{W, T\})$, the time complexity to run Ford-Fulkerson on this network is $O(\min\{W, T\}(SW + T))$. 

If we directly compute $\tilde{A}_p^*$ as maximum bipartite matching, i.e. without the $y$-type nodes, the time complexity increases to $O(W^2T + WT^2)$ because the total number of nodes is still $O(W + T)$ while the total number of edges is up to $O(WT)$. It is much worse because in practice, $S \ll \min\{W, T\}$. 
However, $\tilde{A}_p^*$ is not necessarily monotone. For example, it is possible that the maxflow algorithm assigns a worker with skill $s$ at level 1 to the task requiring $s$ at level 1 but leaves a worker with $s$ at level 2 unmatched. Thus, according to Proposition 4.1 ($\mathbf{p}, \tilde{A}_p^*$) is not necessarily stable. In order to guarantee stability, intuitively, one may model the allocation problem as a minimum cost maxflow rather than the maxflow by additionally introducing costs on the edges from $x$-type nodes to $y$-type nodes. However, solving a mincost maxflow is much more expensive (see the survey [55]) than the efficient maxflow we proposed in Lemma 4.4.

Algorithm 4.1 Stability Adjustment

**Input**: $W$, $T$ and $\tilde{A}$

**Output**: a monotone allocation $A$

1: $W' \leftarrow$ the set of all the unmatched workers
2: $A \leftarrow \tilde{A}$
3: Let $g(A, s)$ be the index of any $s$-marginal worker in $A$
4: while $W' \neq \emptyset$ do
5: Arbitrarily select and remove $w$ from $W'$
6: for $s \in [S]$ do
7: if $g(A, s)$ exists and $w_s > w_s^{g(A,s)}$ then
8: Update $A$ by matching $w$ with the task assigned to $w^{g(A,s)}$
9: $W' \leftarrow W' \cup \{w^{g(A,s)}\}$
10: break
11: end if
12: end for
13: end while
14: return $A$.

Therefore, we propose stable-adjustment in Algorithm 4.1 and prove in Lemma 4.5 that it can construct $A_p^*$ from $\tilde{A}_p^*$ efficiently. To present it, we first define skill-marginal.

**Definition 4.9** ($s$-Marginal). In an allocation, we call a worker $s$-marginal if she is matched with a task requiring skill $s$ and her level of $s$ is no higher than all the other workers matched with tasks requiring $s$. If $w$ is $s$-marginal, we call $w_s$ the marginal-level of $s$.

**Lemma 4.5.** Given $\tilde{A}$ which is not necessarily monotone, Algorithm 4.1 computes a monotone allocation $A$ in polynomial time $O(S^2W + SW \log \min\{W, T\})$ that $|A| = |\tilde{A}|$.

**Proof.** It is obvious that the adjustment will finally converge. W.l.o.g., we assume that after $M > 0$ iterations, the while-loop (lines 4-13) stops. Let $A_m$ be the allocation at iteration $m \in \{0, \ldots, M\}$, e.g. $A_0 = \tilde{A}$ and $A_M = A$. Let $g(A_m, s)$ be the index of any $s$-marginal
Let \( L_s = (w_g^{g(A_0, s)}, \ldots, w_g^{g(A_M, s)}) \) be the sequence of the marginal-levels of skill \( s \) during the while-loop (lines 4-13). It true that \( \forall s, L_s \) is non-decreasing because the while-loop keeps replacing the \( s \)-marginal worker \( w_g^{g(A, s)} \) with a worker \( w \) that \( w > w_g^{g(A, s)} \).

So once an \( s \)-marginal worker becomes unmatched, she will never be matched with any task requiring skill \( s \) because her level of \( s \) cannot exceed the marginal level of \( s \). This means, for any skill \( s \), every worker can be matched and unmatched with a task requiring \( s \) at most once respectively. So a worker will get matched and unmatched for at most \( S \) times, implying \( M = O(SW) \). In each iteration (lines 5-12), the algorithm sends at most \( S \) queries to get the marginal workers of all the skills, and makes at most one update in \( g(A, s) \) for some \( s \). If we implement \( g(A, s) \) by a min-heap, a single query is \( O(1) \) and a single update is \( O(\log |A|) = O(\log \min \{W, T\}) \). Therefore, the overall time complexity is \( O(S^2W + SW \log \min \{W, T\}) \). Note that, the time complexity for preprocessing \( S \) min-heaps is dominated.

After the algorithm stops, it is true that for any unmatched \( w \) and skill \( s \), \( w_s \leq w_g^{g(A, s)} \). Therefore, \( A \) is monotone according to Definition 4.8. From the algorithm, it is true that \( |A| = |\tilde{A}| \), thus proving the Lemma.

To compute \( A_p^* \), we run the stable-adjustment with \( \tilde{A}_p^* \) as the input allocation, which is output by the maxflow in Lemma 4.4. The stable-adjustment only introduces an extra additive term \( O(S^2W) \) to the time complexity of the maxflow. In practice, \( S \ll \min \{W, T\} \), so it is efficient.

We next present the Stable Mechanism with Uniform Pricing (SMUP) as follows.
Stable Mechanism with Uniform Pricing (SMUP)

**Input** $T, W$ and $h$

1. Randomly pick up an integer $k$ from $\{0, \ldots, \lfloor \log h \rfloor \}$, and set every entry of $p$ to $2^k$;
2. Run the maxflow algorithm in Lemma 4.4 to get $\tilde{A}_p$;
3. Run the stable-adjustment in Algorithm 4.1 to get $A^*_p$.

**Output:** $p$ and $A^*_p$;

**Theorem 4.6.** SMUP is polynomial, truthful and IR. SMUP has $(1 + \log h)$-guarantee on revenue if $v_j \in [1, h]$ for all $j \in [T]$.

**Proof.** It is trivial to verify individual rationality (IR) because any task $j$ that $c_j < 2^k$ is removed according to Lemma 4.4. From Theorem 4.3, we know that the mechanism is polynomial time, and $(p, A^*_p)$ is stable. We will prove truthfulness in Lemma 4.7 and the $(1 + \log h)$-guarantee on revenue in Lemma 4.8.

**Lemma 4.7.** Reporting $(s_j, l_j, v_j)$ truthfully is the dominant strategy of task $j$.

**Proof.** We will show that $j$ can never improve its utility by reporting some parameters $(s_j, l_j, c_j)$ other than its private parameters $(s_j, l_j, v_j)$. First, it is obvious that reporting $s_j \neq s_j$ cannot help, so the task will always report $s_j$. We assume that $j$ will only consider to report $l_j > l_j$ because matching with $w$ that $w_{s_j} < l_j$ yields negative utility.

We next show that, for any $v > 0$, reporting $(s_j, l_j, v)$ cannot derive more utility than reporting $(s_j, l_j, v)$ when $l_j > l_j$. There are two cases. First, if reporting $l_j$ and $l_j$ both make $j$ matched, it is obvious that reporting $l_j$ derives no more utility than reporting $l_j$ because $p(s_j, l_j) = p(s_j, l_j)$. Next, we only need to prove that if reporting $l_j$ fails to make $j$ matched, reporting $l_j$ also fails. There are two cases when reporting $(s_j, l_j, v)$ fails. First, $v < 2^k$, so reporting $(s_j, l_j, v)$ fails too. Second, $v \geq 2^k$ but there is no more qualified worker $w$ that $w_{s_j} \geq l_j$. So there is no $w$ that $w_{s_j} \geq l_j$, and reporting $(s_j, l_j, v)$ also fails in the second case.

We finally show that reporting $(s_j, l_j, c_j)$ derives no more utility than reporting $(s_j, l_j, v_j)$ for any $c_j \neq v_j$. There are two cases. First, if reporting $c_j$ and $v_j$ both make $j$ matched, it is
true that these two strategies derive the same utility for \( j \) because \( p(2_j, l_j) = 2^k \) is independent of \( c_j \). Next, we only need to prove that if reporting \( v_j \) fails to make \( j \) matched, reporting \( c_j \) also fails. There are two cases when reporting \( v_j \) fails. First, \( v_j < 2^k \). In such cases, if reporting \( c_j \in (0, 2^k) \), \( j \) still fails to match; if reporting \( c_j \geq 2^k \), \( j \) might be matched, however, \( u_j = v_j - 2^k < 0 \). The second case is when \( v_j \geq 2^k \). In such cases, \( j \) participates the allocation algorithm without being precluded. However, the allocation algorithm, i.e. the maxflow described in Lemma 4.4 and the stable-adjustment in Algorithm 4.1, is independent of \( c_j \), so reporting any \( c_j \) will not change the final allocation.

Lemma 4.8. SMUP has \((1 + \log h)\)-guarantee on revenue if \( v_j \in [1, h], \forall j \in [T] \).

Proof. Let \( P^* \) and \( A^* \) be the optimal solution to the pricing problem, and \( n(s, l) \) be the number of matched tasks requiring skill \( s \) at minimum level \( l \) in \( A^* \). Thus, the optimal revenue \( R(P^*, A^*) = \sum_{s=1}^S \sum_{l=1}^L p^*(s, l) \cdot n(s, l) \) where \( L \triangleq \max\{l_j | j \in [T]\} \). Let \( p \) be the uniform pricing with every entry as \( 2^k \) where \( k \) is sampled from \( \{0, \ldots, \lceil \log h \rceil\} \). From \( P^* \) and \( A^* \) (but in fact we do not know \( P^* \) or \( A^* \)), we could construct an allocation \( \tilde{A} \) such that \((p, \tilde{A})\) is feasible as follows: (1) discard any task \( j \) that \( c_j < 2^k \); (2) for all the remaining matched tasks in \( A^* \), match them with the same workers as \( A^* \) does. Next, we show the lower bound of the expectation of \( R(p, \tilde{A}) \):

\[
\mathbb{E}[R(p, \tilde{A})] = \sum_{k=0}^{\lceil \log h \rceil} \frac{1}{1 + \lceil \log h \rceil} \sum_{s=1}^S 2^k \cdot m_s(2^k)
\]

\[
= \frac{1}{1 + \lceil \log h \rceil} \sum_{s=1}^S \sum_{k=0}^{\lceil \log h \rceil} 2^k \cdot \sum_{l=l(s, k)}^L n(s, l)
\]

\[
= \frac{1}{1 + \lceil \log h \rceil} \sum_{s=1}^S \sum_{l=1}^L n(s, l) \cdot (2^{k(s, l)+1} - 1)
\]

\[
\geq \frac{1}{1 + \lceil \log h \rceil} \sum_{s=1}^S \sum_{l=1}^L n(s, l) \cdot p^*(s, l) = \frac{R(P^*, A^*)}{1 + \lceil \log h \rceil}
\]

\( m_s(2^k) \) is the total number of matched tasks (in \( A^* \)) that requires skill \( s \) and is priced no less than \( 2^k \). \( l(s, k) \) is the lowest level satisfying \( p^*(s, l(s, k)) \geq 2^k \). Similarly, \( k(s, l) \) is the integer satisfying \( 2^{k(s, l)} \leq p^*(s, l) < 2^{k(s, l)+1} \).
However, \((p, \tilde{A})\) is not necessarily stable. We observe that if \((w, j)\) is a blocking pair, \(w\) must be unmatched due to the uniform pricing. Therefore, there exists \(A'\) such that \(|A'| \geq |\tilde{A}|\) and \((p, A')\) is stable and feasible. Let \(A'_{p}\) be the optimal allocation given uniform pricing \(p\). It is obvious that \(E[R(p, A'_{p})] \geq E[R(p, A')]\). Although we cannot compute \(A'\) because we do not know \(P^*\) or \(A^*\), we can compute \(A'_{p}\) in polynomial time according to Theorem 4.3 thus completing the proof.

4.3.3 Stable Mechanism with Non-uniform Pricing

Although SMUP provides an efficient solution with revenue guarantee, non-uniform pricing is usually more desirable to real markets. Therefore in this part, we consider a truthful stable mechanism with non-uniform pricing. For truthfulness, we still use randomized techniques to generate a non-uniform pricing. The allocation problem for non-uniform pricing has a close connection to the generalized stable matching where the preference lists not only contain ties but are also incomplete [79]. Although the existence of a generalized stable matching is NP-complete [80], later we will show that it is polynomial to find an allocation \(A\) for any non-uniform pricing \(P\) that \((P, A)\) is stable. Maximum generalized stable matching (Max SMTI) is NP-hard [79], and our allocation problem can be viewed as a weighted version of a special case (where the preferences lists of all the workers are the same) of Max SMTI. So the NP-hardness of Max SMTI cannot imply the NP-hardness of our allocation problem for non-uniform pricing, which we independently prove in Theorem 4.9.

**Theorem 4.9.** The allocation problem is NP-hard even if the pricing only contains two distinct values.

**Proof.** Because Minimum Maximal Matching for subdivision graph is NP-complete [81], Exact Maximal Matching (EMM) for subdivision graph is NP-complete. \(k\)-EMM is to find a maximal matching of size \(k\). Let \(G = (V, E)\) be the subdivision graph of some graph \(G' = (V', E')\) that \(V = V' \cup E'\) and \(E = \{(e, v) : v \in V' \land e \in E' \land v \text{ is incident to } e\}\). \(G\) also has a bipartition \((V', E')\). W.l.o.g., we assume \(|V'| = |E'| = n\). Given \(G\) and \(k \in \{1, \ldots, n - 1\}\), we reduce \(k\)-EMM of \(G\) to our allocation problem as follows.

Introduce \(n + 1\) skills, indexed from 1 to \(n + 1\). For each node \(v_j \in V'\), introduce a task \(j\) as
\( (j, 1, \infty) \). Introduce \( n-k \) tasks indexed from \( n+1 \) to \( 2n-k \), and \( \forall j \in \{n+1, \ldots, 2n-k\} \), task \( j \) is \( (n+1, 1, \infty) \). For each node \( e_i \in E' \), introduce a worker \( w^i \) such that (1) \( \forall (e_i, v_j) \in E \), \( w^i_j = 2 \); (2) \( w^i_{n+1} = 1 \); and (3) for any other \( j \), \( w^i_j = 0 \). Note that, \( \forall i \in [n] \), since \( e_i \) has degree 2 in \( G \), \( w^i \) has exactly 3 skills. Introduce \( n-k \) workers indexed from \( n+1 \) to \( 2n-k \), and \( \forall i \in \{n+1, \ldots, 2n-k\} \), set \( w^i \) such that (1) \( w^i_{n+1} = 0 \) and (2) \( w^i_j = 1 \), \( \forall j \in [n] \). Overall, we have \( 2n-k \) tasks and workers respectively.

Next, pick up any \( \epsilon \in (0, \frac{1}{n}) \), and create a pricing \( P \) such that (1) \( \forall j \in [n], p(j, 1) = 1 + \epsilon \) and (2) \( p(n+1, 1) = 1 \). Clearly, for any feasible \( A \), the revenue \( R(P, A) \leq 2n-k + \epsilon n \). We claim that \( R(P, A) = 2n-k + \epsilon n \) if and only if \( G \) has a maximal matching \( M \) of size \( k \).

First, we assume that \( M \) is a maximal matching of size \( k \). We construct \( A \) from \( M \) as follows. For \( (e_i, v_j) \in M \), we match worker \( w^i \) and task \( j \) in \( A \). For the remaining \( n-k \) unmatched tasks, each of which is indexed no more than \( n \), we arbitrarily match them with \( w^{n+1}, \ldots, w^{2n-k} \) respectively. For the rest \( n-k \) unmatched workers, each of which is indexed no more than \( n \), we arbitrarily match them with tasks \( n+1, \ldots, 2n-k \) respectively. Thus, all the tasks and workers are matched in \( A \), implying \( R(P, A) = 2n-k + \epsilon n \). We then show that \( A \) is stable. For this, there is only one non-trivial case requiring a proof: \( \forall i, j \in [n] \) and \( (e_i, v_j) \notin M \), \( w^i \) and task \( j \) cannot be a blocking pair. If they form a blocking pair in \( A \), it is true that \( e_i \) and \( v_j \) could be matched with each other in \( M \) but in fact they are both unmatched in \( M \), contradicting with that \( M \) is a maximal matching.

Next, if \( R(P, A) = 2n-k + \epsilon n \), it is true that all the tasks and workers are matched in \( A \). This means that there are exactly \( k \) tasks, each of which is indexed no more than \( n \) and matched with a worker indexed no more than \( n \) in \( A \). We can construct \( M \) with all these \( k \) pairs. Next, we show that \( M \) is a maximal matching of \( G \). If \( M \cup \{(e_i, v_j)\} \) is also a feasible matching, it is true that (1) \( w^i_j = 2 \) and \( p_j = 1 + \epsilon \); (2) task \( j \) is matched with some \( w^{i'} \) where \( i' > n \) and \( w^{i'}_j = 1 \); and (3) \( w^i \) is matched with some task \( j' \) where \( j' > n \) and \( p_{j'} = 1 \). These together indicate that \( (w^i, j) \) is a blocking pair, contradicting with the stability of \( (P, A) \).

We then propose a \( \frac{2}{3} \)-approximation, in Algorithm 4.2, to the allocation problem by generalizing the state-of-arts [76, 77] which both provide a \( \frac{2}{3} \)-approximation for (unweighted) maximum general stable matching. We first define the notion of substitutable.
Definition 4.10 (Substitutable). A matched (e.g. with task \(j\)) worker \(w\) is substitutable if there exists an unmatched worker \(w'\) that \(w_{sj} = w'_{sj}\).

Then we define \(\text{select}(j, \Psi)\), a function returning the worker in the worker set \(\Psi\) who is most preferred by task \(j\). Let \(w\) be the worker returned by \(\text{select}(j, \Psi)\), so 
\[
w = \arg\max_{w' \in \Psi} w'_{sj}.
\]
We define how \(\text{select}(j, \Psi)\) deals with ties as follows: (1) it prefers the worker with the highest level of \(s_j\); (2) among workers with the same level, it prefers unmatched to matched workers; (3) among matched workers with the same level, it prefers substitutable workers. In other cases, \(\text{select}(j, \Psi)\) breaks the tie arbitrarily.

\(\Psi_j\) is initialized as the set of all the workers qualified for task \(j\). We present the approximation in Algorithm 4.2. In each iteration, it picks an unmatched task \(j^*\) with the highest price (breaking ties arbitrarily), and tries to match \(j^*\) with workers in \(\Psi_{j^*}\). For every selected worker \(w\) returned by \(\text{select}(j^*, \Psi_{j^*})\), it will match \(w\) with \(j^*\) if one of the three cases is true: (1) \(w\) is unmatched; or (2) \(w\) is substitutable; or (3) \(j^*\) has the same price with \(j\) (which is now matched with \(w\)), and \(j^*\) has selected all its qualified workers once (i.e. \(r_j^* = 1\) but \(j\) has not (i.e. \(r_j = 0\)). Otherwise the algorithm will not match \(w\) with \(j^*\). If a task has selected all its qualified workers but remains unmatched, we give it one more chance, i.e. set \(r_j\) from 0 to 1. If the task fails to match again, i.e. \(r_j = 1\), it will never be considered. We will show that if we combine all these design together, this approximation will have \(3/2\)-guarantee, and with any one missing, the guarantee drops to 2.

We first prove the stability and analyze time complexity in Lemma 4.10 and then show its performance guarantee in Theorem 4.12.

**Lemma 4.10.** Given any \(P\), Algorithm 4.2 outputs \(\hat{A}\) in polynomial time \(O(W^2T + T \log T)\) that \((P, \hat{A})\) is stable.

**Proof.** First we prove the time complexity. Either \(|T'|\) or some \(|\Psi_j|\) decreases by 1 during each iteration of the inner while-loop (lines 9-26), except when \(j\) selects a substitutable worker (lines 15-17). According to Claim 4.11, the total number of such exception during the entire algorithm is \(O(W)\). Since \(\Psi_j\) will be reset at most once (lines 29-30), the total number of any operation within the outer while-loop (lines 6-35) is bounded by \(T + \sum_{j=1}^{T} |\Psi_j| = O(WT)\). If we implement \(\text{select}()\) naively, it is \(O(W)\), so the total complexity of the outer while-loop is
Algorithm 4.2 Allocation for Non-uniform Pricing

**Input:** $T$, $W$ and $P$

**Output:** $\hat{A}$

1. $T' \leftarrow \{ j | c_j \geq p(s_j, l_j), j \in [T] \}$
2. $\forall j \in T'$, $\Psi_j \leftarrow \{ w | w_{s_j} \geq l_j, w \in W \}$
3. $\forall j \in T'$, $r_j \leftarrow 0$
4. $\hat{A} \leftarrow \emptyset$
5. $t \leftarrow 0$ \hspace{1cm} $\triangleright$ Only for indexing iterations
6. while $T' \neq \emptyset$ do
7.    $t \leftarrow t + 1$
8.    $j^* \leftarrow \text{argmax}_{j \in T'} p(s_j, l_j)$
9.    while $\Psi_{j^*} \neq \emptyset$ and task $j^*$ is unmatched do
10.       $w \leftarrow \text{select}(j^*, \Psi_{j^*})$
11.      if $w$ is unmatched then
12.         Let $w$ match with task $j^*$ in $\hat{A}$
13.         $T' \leftarrow T' - \{ j^* \}$
14.      else \hspace{1cm} $\triangleright$ Assuming $w$ is matched with task $j$
15.         if $w$ is substitutable then
16.            Let $w$ re-match with task $j^*$ in $\hat{A}$
17.            $T' \leftarrow T' \cup \{ j \} - \{ j^* \}$
18.        else if $p_{j^*} = p_j$ and $r_{j^*} > r_j$ then
19.            Let $w$ re-match with task $j^*$ in $\hat{A}$
20.            $T' \leftarrow T' \cup \{ j \} - \{ j^* \}$
21.            $\Psi_j \leftarrow \Psi_j - \{ w \}$
22.        else
23.            $\Psi_{j^*} \leftarrow \Psi_{j^*} - \{ w \}$
24.      end if
25.    end if
26. end while
27. if task $j^*$ is unmatched then
28.    if $r_{j^*} = 0$ then
29.        $r_{j^*} = 1$
30.        $\Psi_{j^*} \leftarrow \{ w | w_{s_{j^*}} \geq l_{j^*}, w \in W \}$
31.    else
32.        $T' \leftarrow T' - \{ j^* \}$
33.    end if
34. end if
35. end while
36. return $\hat{A}$. 
$O(W^2T)$. Additionally, we need $O(T\log T)$ to maintain a priority queue for all the tasks. So the overall time complexity is $O(W^2T + T\log T)$.

Next we prove the stability. Assume that $w$ and task $j$ form a blocking pair. We first prove that $w$ cannot be unmatched when the algorithm finishes. According to the algorithm, once $w$ is selected (line 10) by any $j$ at some iteration, she is matched till the end of the algorithm. No matter whether task $j$ is unmatched or matched with a less preferred worker $w'$ that $w_{s_j} > w'_{s_j}$, it must be true that $j$ once selected $w$, which is a contradiction.

Claim 4.11. A worker is not substitutable after she is selected (line 10) twice by the algorithm.

Proof of Claim. $w$ is always matched after the first selection. If she is substitutable after some later selection (e.g. by task $j$), it is true that $\exists w'$ such that $w_{s_j} = w'_{s_j}$ and $w'$ is unmatched. However, this contradicts with the fact that $j$ selected $w$ other than $w'$ according to the select() function.

Next, we prove that it is impossible for task $j$ to be finally unmatched. Assuming $j$ is finally unmatched. It is obvious that $j$ fails to match with $w$ twice, and according to Claim 4.11, $w$ cannot be substitutable after the second selection from $j$. $j$ fails to match with $w$ for the second time because at that moment, $w$ is matched with some different task $j_1$ that $p_{j_1} \geq p_j$. So she cannot finally match with some task $j_2$ that $p_{j_2} < p_j$, contradicting with that $w$ prefers $j_2$ to $j$.

Finally, we show that $(w, j)$ cannot be a blocking pair when $j$ and $w$ are both finally matched. If $w \in \Psi_j$ after the algorithm ends, $j$ must be matched with some $w'$ that $w'_{s_j} \geq w_{s_j}$, which is a contradiction. If $w \notin \Psi_j$ at last, it is true that $w$ has been selected at least twice (at least once by $j$). So after the algorithm removes $w$ from $\Psi_j$ for the first time, $w$ is never substitutable and $w$ is matched with some task $j'$ that $p_{j'} \geq p_j$. So it is impossible that $w$ is finally matched with a task priced less than $p_j$. \qed

Theorem 4.12. Algorithm 4.2 is a $\frac{3}{2}$-approximation to the allocation problem.

Proof. The proof contains two parts, Lemma 4.13 as the first part and the remaining part based on Lemma 4.13.

Lemma 4.13. For any pricing $P$, Algorithm 4.2 outputs $\hat{A}$ such that $\frac{3}{2}|\hat{A}| \geq |A^*|$ where $A^*$ is the optimal allocation.
\textbf{Proof.} Assuming we know $A^\ast$. Construct a graph as follows. For each task that is matched in either $A^\ast$ or $\hat{A}$, create a task node, and similarly for each worker who is matched in either $A^\ast$ or $\hat{A}$, create a worker node. For any pair of a task node and a worker node, if they are matched in $A^\ast$, introduce an undirected edge between them, and similarly, if they are matched in $\hat{A}$, also introduce an undirected edge between them. In the graph, there are at most two edges between two nodes. If we consider a component with exactly two nodes and two edges as a 2-cycle, each connected component in the graph is either a cycle or path.

It is obvious that in any cycle, any task matched in $A^\ast$ is also matched in $\hat{A}$, so there is no revenue loss in cycles. Also, in any path with even number of edges, the number of tasks matched in $A^\ast$ is the same with the number of tasks matched in $A$ (but there might be some revenue loss). We call a path with odd number of edges as an \textit{augmenting} path. It is obvious that in any augmenting path, there is at least one task matched in $A^\ast$ but not matched in $\hat{A}$. Clearly, in an augmenting path with $2k + 1$ edges ($k \in \mathbb{N}$), the number of task nodes and worker nodes are both $k + 1$, and there are exactly $k$ tasks matched in $\hat{A}$ and $k + 1$ tasks matched in $A^\ast$. It is enough to prove this lemma by showing that the graph does not contain any augmenting path with 1 or 3 edges.

First, it is obvious that an augmenting path with 1 edge cannot exist. If there was, the worker node and task node would have formed a blocking pair in $\hat{A}$, contradicting with that $(P, \hat{A})$ is stable.

Suppose that there is an augmenting path with 3 edges. As shown in Fig 4.2, the solid line denotes that $w$ and $j$ are matched in $\hat{A}$, while $(w', j')$ and $(w', j)$, represented by dashed lines, are matched respectively in $A^\ast$ (but neither $w'$ nor $j'$ is matched in $\hat{A}$).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig4.2.png}
\caption{An augmenting path with 3 edges}
\end{figure}

We first show $w_{s_j} > w'_{s_j}$. If $w_{s_j} < w'_{s_j}$, $(w', j)$ is a blocking pair in $\hat{A}$, which is a contradiction. If $w_{s_j} = w'_{s_j}$, $w$ is finally substitutable. However, $j'$ has selected $w$ twice, according to Claim 4.11, which is a contradiction. We next show $p_j > p'_{j'}$. It is trivial to see that $p_j < p'_{j'}$ is impossible. If $p_j = p'_{j'}$, it is true that $r_j = 1$, otherwise $j'$ would have been
matched with w. However, this contradicts with Claim 4.14 because w′ is finally unmatched.
Since we have \( w_{s_j} > w'_{s_j} \) and \( p_j > p'_j \), (w, j) is a blocking pair in \( A^* \), which is a contradiction. Therefore, any augmenting path with 3 edges cannot exist.

Claim 4.14. \( \forall j, \text{if} \exists w \text{ such that (1) } w \text{ is substitutable or unmatched and (2) } w_{s_j} \geq l_j \), we have \( r_j = 0 \).

Now we show the second part based on Lemma 4.13. Suppose there are \( K \leq T \) unique values (i.e. prices) in \( P \), namely \( \pi_1 \geq \ldots \geq \pi_K \). Let \( \hat{A}_k \) (or \( A^*_k \)) be the partial approximate (or optimal) allocation which only includes all the matched worker-task pairs \( (w, j) \) that \( p_j \geq \pi_k \). Let \( \hat{A}(k) \) (or \( A^*(k) \)) be the approximate (or optimal) allocation if the input task set only includes all the tasks priced no less than \( \pi_k \) in \( T \). Since the order for each task being chosen (line 8) for the first time depends on its price, it is true that \( |\hat{A}_k| = |\hat{A}(k)| \), according to Claim 4.15.

Claim 4.15. \( \forall p_{j'} > p_j \), if task \( j' \) is matched (or unmatched) at the moment when task \( j \) is chosen by the algorithm (line 8) for the first time, task \( j' \) will still be matched (or unmatched) when the algorithm finishes.

Proof of Claim. It is easy to see that task \( j \) cannot affect \( j' \) if \( p_{j'} > p_j \), except that \( w \) who is matched with \( j' \) is substitutable. In such a case, \( w \) will be re-matched with \( j \), however, there is at least one unmatched worker available for \( j' \), so \( j' \) will still be matched.

With Lemma 4.13, it is true that \( \forall k \in [K], \frac{3}{2}|\hat{A}_k| = \frac{3}{2}|\hat{A}(k)| \geq |A^*(k)| \geq |A^*_k| \). Introducing a dummy price \( \pi_{K+1} = 0 \), we have that \( \forall k \in [K], \frac{3}{2}(\pi_k - \pi_{k+1}) \cdot |\hat{A}_k| \geq (\pi_k - \pi_{k+1}) \cdot |A^*_k| \).

Summing over all the \( K \) inequalities, we have:

\[
R(P, \hat{A}) = \pi_1 \cdot |\hat{A}_1| + \sum_{k=2}^{K} \pi_k \cdot (|\hat{A}_k| - |\hat{A}_{k-1}|) \geq \frac{2}{3}(\pi_1 \cdot |A^*_1| + \sum_{k=2}^{K} \pi_k \cdot (|A^*_k| - |A^*_{k-1}|)) = \frac{2}{3}R(P, A^*)
\]
Proposition 4.16. The ratio \( \frac{3}{2} \) is tight for Algorithm 4.2.

Proof. We prove this by an example: there are 3 tasks, \((1, 1, +\infty), (2, 1, +\infty)\) and \((3, 1, +\infty)\), and they are priced at \( p + 2\epsilon, p + \epsilon\) and \( p \) respectively where \( \epsilon > 0 \); 3 workers, \( w^1 = (1, 0, 0) \), \( w^2 = (1, 1, 0) \) and \( w^3 = (0, 1, 1) \). A feasible approximate allocation by Algorithm 4.2 is \((w^2, 1)\) and \((w^3, 2)\) but \( w^1 \) and task 3 are both left unmatched (the algorithm first matches task 1 with \( w^2 \), then task 2 with \( w^3 \)), with revenue \( 2p + 3\epsilon \). However, the optimal allocation is \((w^1, 1), (w^2, 2)\) and \((w^3, 3)\), with revenue \( 3p + 3\epsilon \). So the \( \frac{3}{2} \)-approximation is tight for Algorithm 4.2.

Based on the approximation, we present the Stable Mechanism with Non-uniform Pricing (SMNP) as follows.

<table>
<thead>
<tr>
<th>Stable Mechanism with Non-uniform Pricing (SMNP)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong> ( T, W ) and ( h )</td>
</tr>
<tr>
<td>1. ( \forall s \in [S] : ) (1) pick up an integer ( k_s ) uniformly and independently sampled from ( {0, \ldots, \lfloor \log h \rfloor } ), and (2) ( \forall l : p(s, l) \leftarrow 2^{k_s} );</td>
</tr>
<tr>
<td>2. Run Algorithm 4.2 to compute ( \hat{A} );</td>
</tr>
<tr>
<td><strong>Output:</strong> ( P ) and ( \hat{A} ).</td>
</tr>
</tbody>
</table>

Theorem 4.17. SMNP is polynomial, truthful and IR. SMNP has \((3 + 3 \log h)\)-guarantee on revenue if \( v_j \in [1, h], \forall j \in [T] \).

Proof. According to Lemma 4.10 (\( P, \hat{A} \)) is stable, and \( \hat{A} \) can be computed in polynomial time. SMNP is IR since task \( j \) will never be charged more than \( c_j \) (line 1 in Algorithm 4.2). The proof of truthfulness is similar to the proof that SMUP is truthful in Lemma 4.7 thus we omit it.

We next prove the \((3 + 3 \log h)\)-guarantee on revenue in two steps. In the first step, we show that if we knew (but in fact we do not know) the optimal stable pricing-allocation pair \((P^*, A^*)\), we could have constructed \( \hat{A} \) satisfying that: given any \( P \) chosen at random (as
SMNP does), (1) \((P, \tilde{A})\) is feasible but not necessarily stable and (2) \(E[R(P, \tilde{A})] \geq \frac{R(P^*, A^*)}{2 + \frac{1}{2} \log h}\).

In the second step, we show that we could construct \(A'\) from \(\tilde{A}\) such that \((P, A')\) is stable and \(R(P, A') \geq \frac{R(P, \tilde{A})}{2}\). Let \(A^*_P\) be the optimal solution to the allocation problem given \(P\), so we have \(R(P, A^*_P) \geq R(P, A')\). According to Theorem 4.12, we have \(\sum_{s=1}^{S} R_s(P, \tilde{A}) \geq \frac{R(P, A^*_P)}{3 + \frac{1}{3} \log h}\). Since according to Lemma 4.10, we can compute \(\hat{A}\) in polynomial time, the proof is completed. Next, we show the proof for the two steps.

In the first step, we show that given \(P\), we could construct \(\tilde{A}\) from \(A^*\) as follows: (1) discard any task \(j\) that \(c_j < p_j\); (2) for all the remaining matched tasks in \(A^*\), match them with the same workers as \(A^*\) does.

Claim 4.18. \(E[R(P, \tilde{A})] \geq \frac{R(P^*, A^*)}{1 + \log h}\).

Proof of Claim. Let \(R_s(P, \tilde{A})\) denote the revenue contributed by all the tasks requiring skill \(s\), i.e. \(R(P, \tilde{A}) = \sum_{s=1}^{S} R_s(P, \tilde{A})\). Since for any \(s\), \(k_s\) is sampled independently, \(E[R(P, \tilde{A})] = \sum_{s=1}^{S} E[R_s(P, \tilde{A})]\). The proof that \(\forall s\), \(E[R_s(P, \tilde{A})] \geq \frac{R_s(P^*, A^*)}{1 + \log h}\) is similar to the proof for the lower bound of expected revenue of the randomized uniform pricing in Lemma 4.8, thus omitted.

However, \((P, \tilde{A})\) is not necessarily stable because \(\tilde{A}\) is not necessarily monotone. In the second step, we show that Algorithm 4.3 uses a simple greedy method to construct \(A'\) from \(\tilde{A}\) and \(P\) such that (1) \((P, A')\) is stable; and (2) \(R(P, A') \geq \frac{R(P, \tilde{A})}{2}\). Note that, this method is merely for proving the existence of \(A'\), so instead of analyzing time complexity, we only need to prove that it will always halt in Claim 4.19.

Algorithm 4.3 Stability Adjustment 2

Input: \(T, W, P\) and \(\tilde{A}\)

Output: \(A'\)

1: \(A' \leftarrow \tilde{A}\)
2: \textbf{while} there is a blocking pair \((w, j)\) in \((P, A')\) \textbf{do}
3: \hspace{1em} Update \(A'\) by matching \(w\) with \(j\)
4: \textbf{end while}
5: \textbf{return} \(A'\).

Claim 4.19. Algorithm 4.3 always halts in finite iterations.

Proof of Claim. If \((w, j)\) is a blocking pair, through matching them with each other, \(w\) and \(j\)
are not blocking, and they will never be blocking. It is because (1) if $w$ is later re-matched with $j'$, it must be true that $p_{j'} > p_j$; and (2) if $j$ is later re-matched with $w'$, it must be true that $w'_{s_j} > w_{s_j}$. Since the total number of blocking pairs is bounded by $WT$, Algorithm 4.3 always halts in finite iterations.

**Claim 4.20.** $R(P, A') \geq \frac{R(P, \hat{A})}{2}$, and $(P, A')$ is stable

**Proof of Claim.** Since the algorithm always halts according to Claim 4.19, $(P, A')$ is stable. We next show that $R(P, A') > \frac{R(P, \hat{A})}{2}$. The loss of revenue might occur only when we re-match $w$ and $j$ (line 3) in $A'$ if $w$ and $j$ were both matched (with others) before this re-match. In the worst case, $w$ was matched with $j'$ and $j$ was matched with $w'$ in $\hat{A}$, but after the re-match, $j'$ is finally matched in $A'$. In such a case, we lose the revenue $p_{j'}$ but guarantee the revenue $p_j$. Since $p_{j'} < p_j$, the total loss of revenue is less than $\frac{R(P, \hat{A})}{2}$, thus proving the claim.

\[\square\]

In this section, we presented SMUP and SMNP. Due to the NP-hardness of allocation problem for non-uniform pricing, the revenue guarantee of SMNP is slightly worse than SMUP. As we show through experiments, SMNP and SMUP generate nearly the same revenue but SMNP is more robust. We also tried to assign different prices over different levels of a skill, however, this strategy makes the guarantee worse, which is omitted here.

### 4.3.4 Online Stable Mechanism with Uniform Pricing

In this section, we present an online truthful stable mechanism. We assume that the market runs in $M$ rounds, and the pricing and the allocation are static. That is, if we fix the price $p(s, l)$ in round $m$, we cannot change it in later rounds. Similarly, if we match a worker and a task in round $m$, we cannot re-match or unmatch them in later rounds. We require global stability. Let $P$ be the pricing. Let $A_m$ be the allocation in round $m$ and $A$ be the global allocation during all the $M$ rounds, i.e. $A = \bigcup_{m=1}^{M} A_m$. We require not only $(P, A_m)$ to be stable $\forall m \in [M]$, but also $(P, A)$ to be stable.

Under these constraints, it is easy to see that if workers arrive online, there is no stable mechanism. So we study the case where all the workers are present in the first round but tasks
arrive online. In this setting, task $j$ needs to report two additional parameters $a_j$ and $d_j$ where $a_j \leq d_j \in [M]$ to the market. They denote the arrival and departure time respectively, i.e. the market can match $j$ in any round $m \in \{a_j, \ldots, d_j\}$. Let $m_j$ be the round that $j$ gets matched, $a_j$ and $d_j$ be the private time parameters owned by $j$. The utility function becomes:

$$u_j = v_j \cdot 1(w_{a_j} \geq l_j \land m_j \in \{a_j, \ldots, d_j\}) - p(s_j, l_j) \text{ if } j \text{ is matched with } w; \text{ otherwise } u_j = 0.$$ 

Besides misreporting $s_j, l_j$ and $v_j$, task $j$ can strategically choose the time to appear in the market. As it is natural in online mechanism design, we adopt a restricted misreporting model where we assume no early arrival but unrestricted departure, i.e. $j$ may report any $a_j \geq a_j$. This assumption is practical because $a_j$ can be viewed as the earliest time that the employer realizes he needs to solve a task.

We have not found any mechanism with non-uniform pricing that is simultaneously stable, truthful and with non-trivial revenue guarantee. So we present the **Online Stable Mechanism with Uniform Pricing** (OSMUP) as follows. Let $\text{MaxFlow}(W, T, p)$ denote the maxflow algorithm in Lemma 4.4 with inputs $W$ as the worker set, $T$ as the task set and $p$ as the uniform pricing respectively. Let $\text{StableAdjustment}(W, T, \tilde{A})$ denote the stable-adjustment in Algorithm 4.1 with $W$, $T$ and $\tilde{A}$ as input. Let $T_m$ be the set of tasks that arrive in round $m$ (i.e. $a_j = m$).

**Algorithm 4.4 OSMUP**

Input: $W$ and $T_1, \ldots, T_M$ in sequence  
Output: $p$ and $A_1, \ldots, A_M$  
1: $W_1 \leftarrow W$  
2: Sample $k$ from $\{0, \ldots, \lfloor \log h \rfloor \}$ and $\forall s, l, p(s, l) \leftarrow 2^k$  
3: for $m \in [M]$ do  
4: \hspace{1em} $\tilde{A}_m \leftarrow \text{MaxFlow}(W_m, T_m, p)$  
5: \hspace{1em} $A_m \leftarrow \text{StableAdjustment}(W_m, T_m, \tilde{A}_m)$  
6: \hspace{1em} $W_{m+1} \leftarrow W_m - \{w|w \text{ is matched in } A_m\}$  
7: end for  
8: return $p$ and $A_1, \ldots, A_M$

**Theorem 4.21.** OSMUP is polynomial, truthful and IR. OSMUP has $(2 + 2 \log h)$-guarantee on revenue if $\forall j \in [T], v_j \in [1, h]$.

OSMUP is obviously polynomial and IR. We prove the stability in Lemma 4.22, the $(2 + 2 \log h)$-guarantee on revenue in Lemma 4.23 and the truthfulness in Lemma 4.25 respectively.
Lemma 4.22. (p, A) is stable where p is the uniform pricing of $2^k$ where k is sampled from \{0, \ldots , \lfloor \log h \rfloor \}.

Proof. Let $T(m)$ be the set of all the tasks that $a_j \in [m]$, i.e. $T(m) = \bigcup_{i=1}^{m} T_i$. Let $A(m)$ be the union of allocations for the first $m$ rounds, i.e. $A(m) = \bigcup_{i=1}^{m} A_i$.

To prove the lemma, it is enough to prove the claim that $\forall m \in [M]$, $(p, A(m))$ is stable w.r.t. $W$ and $T(m)$. According to Theorem 4.3, it is true that $\forall m \in [M]$, $(p, A_m)$ is stable w.r.t. $W_m$ and $T_m$, which immediately implies the case when $m = 1$, i.e. $(p, A(1))$ is stable w.r.t. $W$ and $T(1)$. We next prove that for any $m = 1, \ldots , M-1$, if $(p, A(m))$ is stable w.r.t. $W$ and $T(m)$, $(p, A(m+1))$ is also stable w.r.t. $W$ and $T(m+1)$. For any $(w, j)$ that $w \in W$ and $a_j \leq m$, it cannot be a blocking pair. For any $(w, j)$ that $w \in W_{m+1}$ and $a_j = m + 1$, it cannot be a blocking pair. It is only possible that there exists a blocking pair $(w, j)$ that $w \in W \setminus W_{m+1}$ and $a_j = m + 1$. However, $\forall w \in W \setminus W_{m+1}$, w is matched in $A_m$, so she cannot prefer a different task because of the uniform pricing, thus completing the proof.

Lemma 4.23. OSMUP has $(2 + 2\log h)$-guarantee on revenue if $\forall j \in [T]$, $v_j \in [1, h]$.

Proof. Assuming that we have randomly generated the uniform pricing $p$. Let $A_p^*$ be the optimal allocation given $p$ if all the tasks are present in the first round. So $(p, A_p^*)$ is exactly the offline mechanism (SMUP), which has $(1 + \log h)$-guarantee on revenue according to Lemma 4.8. It is enough to prove this lemma by showing that $|A| \geq \frac{1}{2}|A_p^*|$ where $A = \bigcup_{m=1}^{M} A_m$, which is implied by the following claim (which is proved as Theorem 2.5 in [79]).

Claim 4.24. [79] For any stable matching problem, the size of the largest matching is at most twice the size of the smallest.

Since $(p, A)$ and $(p, A_p^*)$ are both stable w.r.t. $W$ and $T$, according to Claim 4.24, we have $|A| \geq \frac{1}{2}|A_p^*|$.

Lemma 4.25. Reporting $(a_j, d_j, s_j, l_j, v_j)$ truthfully is the dominant strategy for task $j$.

Proof. The proof of the truthfulness of $s_j$, $l_j$, and $v_j$ is similar to the proof for Lemma 4.7, thus omitted here. We show the proof of the truthfulness of $a_j$ and $d_j$. First, reporting $d_j$ truthfully cannot make the task worse off because the pricing and allocation are independent of $d_j$. Due to
the assumption of no early arrival, we only consider reporting \( a_j \in \{a_j + 1, \ldots, d_j\} \). Since the pricing is uniform, we only need to show that if reporting \( a_j \) cannot make \( j \) matched, reporting \( a_j \) cannot either, which is proved by the following arguments. Since \( j \) is not matched in round \( a_j \), it is true that in \( W_{a_j} \), there is no worker qualified for \( j \). Since \( W_m \) is non-increasing over all the \( M \) rounds, there is no qualified worker in \( W_{a_j+1}, \ldots, W_M \) either. So reporting \( a_j \) cannot make \( j \) matched if reporting \( a_j \) cannot.

4.4 Experiments

In this section, we use real price data from Amazon Mechanical Turk and synthetic skill data to evaluate the two offline stable mechanisms SMUP and SMNP, and the online stable mechanism OSMUP.

4.4.1 Crawled AMT Dataset

We use the API\[82\] to crawl 46309 tasks from Amazon Mechanical Turk (HIT) and their prices. We discard the long tail (\(<5\%\)), i.e. any task priced no less than 1000 cents. Let \( D \) be the price pool containing all the remaining 44043 tasks priced between 1 and 999 cents. We plot the price distribution of \( D \) in Fig 4.3 where \((x, y)\) denotes that \( y \) is the accumulated percentage of tasks priced no more than \( x \) cents.

![Figure 4.3: Distribution of task prices](image)

However, the tasks from AMT do not contain skill or level information. So we create
synthetic skills and levels. To randomly generate input instances of the pricing problem, we set \( h \) to 999, \( S \) to 100, and \( L \) to 10 where \( L \) is the maximum level of a skill. For each task \( j \), we uniformly and independently sample \( s_j \) from \([S]\), \( l_j \) from \([L]\) and \( c_j \) from the price pool \( D \) with replacement. For each worker, we randomly assign her \( k \in \{1, \ldots, 5\} \) skills, each of which is at the level sampled independently from \([L]\). We generate two types of instances, the instance of small size where \( W = T = 1000 \), and the instance of large size where \( W = T = 100000 \).

### 4.4.2 Evaluation on SMUP and SMNP

In this part, we evaluate how the choice of pricing, i.e. uniform and non-uniform, impacts the revenue. In fact, we have not found any polynomial time solution to the pricing problem (i.e. the offline optimization problem without truthfulness). But we find that computing the optimal uniform pricing and its corresponding allocation is an \( O(\log \min\{W, T\}) \)-approximation. Clearly, it is not truthful, but produces a revenue no less than the revenue of SMUP which uses randomized uniform pricing. However, this method, as an approximately optimal baseline, needs to run the maxflow in Lemma 4.4 and the stable-adjustment in Algorithm 4.1 by \( O(T) \) times. So we generate 10000 instances of small size for evaluations.

For each case, we use \( R^* \), \( R_u \) and \( R_n \) to denote the revenue generated by the baseline, SMUP and SMNP respectively. Let \( r_u = \frac{R_u}{R^*} \), and \( r_n = \frac{R_n}{R^*} \) be the revenue ratios of SMUP and SMNP respectively. We plot the CDFs of the two revenue ratios in Fig 4.4 where \((x,y)\) denotes that there are \( y \) percentages of instances that \( r_u \leq x \) (or \( r_n \leq x \)). The mean values of \( r_u \) and \( r_n \) over the 10000 cases are very close, i.e. \( \mu(r_u) = 0.435 \) and \( \mu(r_n) = 0.431 \), while their standard deviations differ significantly, i.e. \( \sigma(r_u) = 0.31 \) and \( \sigma(r_n) = 0.06 \). This means that, although theoretically SMUP has \((1 + \log h)\)-guarantee on revenue while SMNP only has \((3 + 3\log h)\)-guarantee, in practice, they produce nearly the same revenue. However, SMNP is more robust than SMUP. So we recommend SMNP.

Besides revenues, we also analyze matching size, i.e. the number of matched worker-tasks pairs. We have highly similar observations. Let \( m_u \) and \( m_n \) be the number of matched worker-task pairs in SMUP and SMNP respectively. We have \( \mu(m_u) = 457 \), \( \mu(m_n) = 445 \), \( \sigma(m_u) = 382.3 \) and \( \sigma(m_n) = 39.2 \), which again shows that they have similar performance in practice, but SMNP is more robust.
We also analyze the revenue and matching size over 1000 input instances of large size. In such cases, $R^*$ is not able to compute, so we directly compare $R_u$ and $R_n$. We observe nearly the same patterns: (1) the mean of revenue of SMNP, i.e. $\mu(R_n)$, is slightly ($\approx 0.8\%$) higher than that of SMUP, i.e. $\mu(R_u)$; and (2) the standard deviation of $R_u$ is 9.7 times as the standard deviation of $R_n$.

### 4.4.3 Evaluation on OSMUP

In this part, we evaluate the online stable mechanism OSMUP. We use SMUP as the baseline. We consider 1000 instances of large size. Within each instance: we randomly generate the same uniform pricing for both OSMUP and SMUP; we assume that the market runs in 100 rounds, and randomly assign the arrival time $a_j \in [100]$ to each task $j$. Let $R_o$ denote the revenue produced by OSMUP, and we are particularly interested in the relative ratio $\frac{R_o}{R_u}$ where $R_u$ is revenue of SMUP. Among all the 1000 cases, the least revenue ratio is 0.733; there are 75.0% cases with the ratio at least 0.95; the average ratio is 0.948, much larger than the theoretical guarantee which is 0.5 according to Claim 4.24.

### 4.5 Related Work

**Stable Matching.** The stable matching problem was first introduced in the seminal paper [75], and has received much attention, e.g. [83, 78]. Among many variants [79, 84], finding
a maximum stable matching with ties and incomplete preference lists (MAX SMTI) [80] is closely related to our work. This problem is known to be APX-hard [85]. [86] gives a 1.875-approximation, and [76, 77] improve the ratio to 1.5. Our allocation problem, which can be viewed as a weighted version of a special case of MAX SMTI, has not been addressed yet, despite many weighted variants were studied [83, 84].

In two-sided markets, [87] shows the equivalence of stable matching and core. In heterogeneous and competitive job markets, [88, 89, 90] consider the matching between workers and firms. In these pricing (and matching) problems, the wages are determined by equilibrium [91]. Their results apply for labor markets where the prices and matching are determined freely by employers and workers, but not for the market, considered in this chapter, where a monopoly pricing and compelling matching are needed to maximize the revenue.

**Envy-free Pricing Mechanisms.** Pricing is a well-studied area in Economics. In particular, the envy-free pricing [29, 60, 61] in Walrasian Equilibrium [54] is relevant to our work. In recent years, envy-free pricing is studied in various settings [68, 62, 64, 67]. [29] first addresses the computational issue of envy-free pricing. They show that the problem is NP-hard even for the two special cases where the buyers are either unit-demand or single-minded. However, the envy-free pricing they discussed is different from our stable pricing because in our market, not only the buyer, i.e. the task, will envy, but the item, i.e. the worker, will also envy.

**Crowdsourcing Markets.** In crowdsourcing markets, [92, 93, 94] consider online budget feasible mechanisms for a single employer with a budget and multiple workers. When the skill levels of workers are unknown, [95, 96] provide learning methods for online task assignment. [97] discusses that during a work session, additional rewards lead to higher effort of workers. [19] presents an algorithm to decide when to offer bonuses to workers to improve the overall utility of the employer.

### 4.6 Conclusions

We addressed the pricing problem, in particular, revenue maximizing stable pricing in online labor markets. We presented three efficient truthful stable mechanism with provable guarantees on revenue. We believe that there is a real need to further study and improve mechanisms for
pricing and allocation of workers and tasks based on fairness since many online labor markets rely on such mechanisms.
Chapter 5

Summary and Future Work

In this thesis, we solve three pricing-related research problems in online markets. The first problem we study is the targeting problem for advertisers. For the OSN’s perspective setting where the user information is completely accessible, we present a polynomial time algorithm and prove that it has $1 - 1/e$ guarantee. For the advertiser’s perspective setting where the user information is only partially accessible, we show through data analysis that the strategy of targeting subsets of audience sets is viable and propose a greedy algorithm based on subset targeting. For evaluation, we crawl a large unique dataset which contains more than one million suggested bids from Facebook and LinkedIn, and we show that the proposed algorithm makes advertisers reach more target audience than directly targeting the users.

The second pricing problem we address is the revenue maximizing arbitrage-free pricing in user-based markets, e.g. advertising markets. We first point out that the version-arbitrage potentially exists in the pricing for a set of user attributes, and define the arbitrage-free pricing. Then we presented a variety of efficient algorithms for arbitrage-free pricing with provable approximation guarantees on the revenue, and hardness results for certain variations. We believe that there is a real need to study mechanisms for allocation and pricing of users based on multiple attributes as much of online advertising markets rely on such systems.

The last pricing problem we address is revenue maximizing stable pricing problem in online labor markets. As online markets start to use automatic pricing and allocation system, we point out such a system may treat workers or tasks unfairly. To prevent this, we define the stable pricing mechanism, in which every worker and task will be treated fairly. We presented two efficient truthful stable mechanisms with provable guarantees on revenue for the offline case. For the case where tasks arrive online, we also present an online efficient truthful stable mechanism with provable guarantees on revenue.
The following pricing-related problems/directions would be interesting to markets:

- **Fairness in Pricing.** Our stable pricing mechanism is guaranteed that every entity on the market, i.e. all the workers and tasks, will be treated fairly. This constraint is very strong, sometimes hard to implement for a real market – for example, we cannot find a stable pricing mechanism when we allow workers arrive online as we discussed in Chapter 4. One interesting direction would be that, if we slack the absolute stability to $\epsilon$-stability where $\epsilon$ is a parameter to control the balance between fairness and unfairness – in other words, if we allow that some proportion of entities are treated unfairly, whether the revenue guarantee will be improved correspondingly? It is interesting to mathematically analyze the tradeoff between revenue and fairness. Another direction of designing fair/stable pricing mechanism in ride-sharing markets. In some ride-sharing markets, the matching between drivers and passengers are automatically determined by algorithms as well as the charge, so either a driver or a passenger would have the risk to be treated unfairly. Besides, the pool pricing also has the potential to unfairly split the fees over all the pool passengers. As the pricing model and business model in ride-sharing markets are quite different from those in labor markets, we cannot directly apply our stable pricing mechanisms, thus we have new challenges.

- **Group Pricing.** We previously assume that a task only requires one worker. However in practice, a task may require a group of workers to cooperate, thus pricing the task, forming a group and distributing the income over the groups become a new pricing problem. Given our stable pricing mechanisms, one straightforward solution is that, the employer manually breaks down the tasks into a set of sub-tasks with corresponding skills and utilities, and submit these sub-tasks independently to the labor market running stable pricing mechanisms. Although this is a feasible solution, it does require the employer to be quite familiar with the task decomposition and the utility of each sub-task – which contradicts with the fact that many customers only know how much they are willing to pay and what they need. Therefore, a fair pricing and grouping mechanism is urgently needed by a labor market which aims to provide advanced freelancing solutions to customers.

- **Price Prediction.** As the targeting problem relies on the knowledge of prices which
change over time, accurately predicting the future prices of different but highly correlated user attributes, will significantly help advertisers make decisions.
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