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Abstract

Optimistic methods of concurrency control are gaining popularity. This is especially true with the resurgence of mobile and distributed databases, which inherently rely on optimistic techniques to improve availability and performance of the database system. A key problem with optimistic techniques is that they do not perform well in highly conflict prone environments. Pessimistic techniques, especially locking, perform much better under these circumstances.

In this paper we explore a hybrid technique that provides locking for high conflict data items and optimistic access for the rest. While hybrid techniques have been proposed in earlier literature, our technique is unique in that it is self tuning and does not require the transaction manager, the transaction or the user to incorporate any additional knowledge or to specify which data items or transactions are optimistic. Rather, the system uses an LRU data structure called lock buffer to maintain an optimal level of locks in the system. This data structure enhances the performance of the basic optimistic model by automatically providing locking for highly conflict prone data. A unique feature of our algorithm is that locks may be evicted from the lock buffer in an LRU fashion, if the number of data items for which locks are requested exceeds the size of the lock buffer. All transactions affected by such an eviction of locks automatically "become" optimistic with respect to the evicted data items.

1 Introduction

Optimistic concurrency control was proposed as an alternative to locking by Kung and Robinson in [9]. This approach to concurrency control was designed to overcome the shortcomings of locking based protocols. In particular, for systems that have relatively low rates of conflicts, locking produces an unnecessary overhead, and can lead to loss of throughput. Furthermore, even in systems with relatively high conflict rates, locking can unnecessarily delay read-only transactions. Finally, incremental locking leads to deadlocks, which also causes loss of throughput.

In spite of these problems with locking, problems with implementation and high rollback rates have made optimistic concurrency control an unattractive alternative. In recent years, though, optimistic techniques have seen a resurgence, especially with the increasing popularity of distributed
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and mobile databases. These systems rely on optimism to improve overall availability and performance of the database. Unfortunately, the key problem, i.e., the sensitivity of optimistic methods to conflict rates, remains unsolved to a large extent. High rates of conflicts cause a large number of rolled back transactions, which in turn causes loss of throughput and a significant waste of system resources. Locking, on the other hand, behaves more gracefully in the presence of conflicts by blocking transactions which attempt to perform potentially conflicting accesses, rather than by resorting to rollback. Nevertheless, even for locking, rollbacks are still required to resolve deadlocks.

In many systems, only a fraction of data items are highly prone to conflicting accesses. In such systems neither locking nor optimistic techniques are particularly well suited. Nevertheless, most system designers opt for locking over optimism for such systems. In this paper, we present an alternative; a hybrid technique that incorporates both locking and optimistic techniques for concurrency control. In particular, this technique enhances the basic optimistic concurrency control model by using locks for high conflict data items. This technique would be particularly useful in systems that have a few data items that are prone to high rates of conflict. Furthermore, this technique is also likely to be useful when it is easy to bound the number of conflicting data items; but it is not easy to pinpoint exactly which data items are prone to high conflict rates. This could happen, for example, when the set of high conflict data items is highly dynamic, but bounded in size.

1.1 Related Work

Optimistic concurrency control was introduced by Kung and Robinson in [9]. In this class of concurrency control protocols, detection of potentially conflicting updates is delayed till the commit of each transaction. The transactions run in three distinct phases:

1. a read phase, during which the transactions may only read data from the database. Any writes by the transaction go to a private data area and are not reflected in the database. The transaction reads its own writes from this private data area.

2. a validation phase, during which the transaction is validated, i.e., any conflicting updates are detected. [9] provides two different techniques for validation. In the first, a transaction is valid if its readset does not intersect with the writese of any concurrent committed transaction. In the second, the transaction is valid if its readset and its writese both do not intersect with the writese of any concurrent committed transaction. The second alternative is more complicated to implement, but allows higher parallelism.

3. a write phase, which takes place iff validation phase determined that the transaction is valid, during which all the writes in the private data area are committed and written to the database.

Optimistic concurrency control is designed to work in environments where read/write conflicts are relatively rare. However, [9] also indicates that optimistic techniques can be enhanced by the use
of some degree of locking. Such hybrid techniques can be used where the conflict sets are relatively small and localized. Other, later work [2, 8, 12, 11] has explored such techniques. Unfortunately, all these enhancements require that the transaction or the transaction manager to make decisions as to which transactions or data items (depending on the granularity at which the technique is hybrid) are pessimistic or optimistic. In one class of hybrid algorithms, entire transactions may be designated as optimistic or pessimistic. In the second class, individual data items can be designated pessimistic or optimistic, and the transactions themselves are hybrid.

Optimistic techniques have also been used to enhance the performance of locking in distributed databases (for example, by Halici and Dogac in [8]). In these techniques, the concurrency control protocol is locally pessimistic and uses locking. However, actual propagation of locks and updates to sites not participating in the execution of the transaction is delayed until the transaction commits. Thus, the commits take place in an optimistic fashion, with intersite read/write conflicts detected only at commit time.

Our model is different in that we use a hybrid of locking and optimistic techniques on a single site. There is no partitioning of transactions into pessimistic or optimistic classes; rather each transaction is potentially a hybrid transaction. Furthermore, the transactions do not control the set of data items which are optimistic.

2 Organization of the Paper

The remainder of this paper is organized as follows: Section 3 describes our hybrid concurrency control model. Section 4 describes a simulation model and our results. Finally, section 5 presents our conclusions and some future work.

3 The Model

3.1 Concurrency Control Model

We consider a database consisting of data items. These data items could be tuples or pages depending on the granularity of concurrency control. At any given instant the database exists in a state that is completely defined by the values of the data items. A state of the database is consistent iff it conforms to a set of rules. A transaction operates on a state of the database and gives rise to a new consistent state of the database on committing. If a consistent state is not achievable, say due to the effects of other concurrent transactions, the transaction must abort undoing any transient updates performed by it.

All transactions in our model must be well-formed. Thus, before accessing a data item a transaction must acquire a lock on it. Furthermore, a transaction must not release acquired locks until
commit. This is similar to the condition for recoverable 2-phase locking. As long as a transaction has an “active” lock request on a data item, i.e. it holds a granted lock or or is blocked waiting for a lock on the data item, it remains pessimistic with respect to this data item.

As in [9], writes from a transaction do not go through to the database until the transaction commits. Until then writes go to a local area private to the transaction. At commit point the transaction is validated, and on being successfully validated, all writes of the transaction are written to the database, thus modifying the database state. The validate and write must take place as a single atomic operation, though there are enhancements possible to this technique that do not have this constraint (see [9]). We assume that each write to a data item is preceded by a read to that data item. Thus the writeset of a transaction is a subset of its read set. (This requirement can be easily side-stepped. However, it simplifies our description of the validation algorithm.)

The design of the lock manager is the key to our hybrid technique. The lock manager maintains a finite lock buffer. Each slot (or frame) in the lock buffer holds locks and pending lock requests for a single data item. Thus, the number of data items with active lock requests can not exceed the number of slots in the buffer. In a typical system the number of slots in the buffer would be an order of magnitude smaller than the number of data items in the database, but would be larger than the expected number of high conflict data items.

Whenever a lock request for a data item \( x \) is received by the lock manager, the lock manager first attempts to locate \( x \) in the lock buffer. If it is found the lock manager attempts to post the lock in the corresponding slot. The lock request can either be granted or be blocked in the same fashion as pure locking depending on the status of existing locks on \( x \). Thus, a read (shared) lock would be granted iff there is no existing exclusive lock on \( x \). A write (exclusive) lock would be granted iff there are no existing locks on \( x \). If the lock is granted the transaction now holds or owns a lock on \( x \). If \( x \) is not located in the lock buffer, a slot must be located for posting the lock request. If a free slot exists, it will be used, otherwise a victim slot must be selected. Note that any slot with no locks or pending lock requests is considered free. The victim slot is selected using an LRU algorithm. The timestamp on the slot is the last “time” a lock was requested on the data item in the slot. The data item \( y \) in the victim slot is then evicted, i.e. all locks on \( y \) are removed and all transactions blocked on \( y \) are unblocked. Such evicted locks are called “rejected” locks. Whenever a lock (request) on a data item gets rejected, the transaction that originally requested the lock becomes optimistic with respect to this data item. The lock for \( x \) is now posted to this victim slot.

If the size of the lock buffer is zero, then all the lock requests get rejected and there are never any active locks. In this scenario all transactions become optimistic with respect to all the data items in their read and write sets, and the system becomes purely optimistic. On the other hand, if the number of slots is greater than or equal to the number of data items in the database, then each lock request can be granted without evicting any existing data items and locks. Thus, the system is guaranteed to follow 2PL since each committing transaction will own locks for all the data items it accesses. It
should be noted, however, that setting the size of the lock buffer equal to the number of data items in
the database is a sufficient but not a necessary condition for our technique to reduce to 2PL. Rather,
the only necessary condition is that data items never be evicted from the lock buffer (i.e. locks never
be rejected). As long as no data items are evicted from the lock buffer, the system can be pessimistic
even with locks buffers much smaller than the number of data items in the database. We explore
the implications of this in our discussion of simulation results in section 4.1.

On commit, the transaction must be validated. For a transaction to be valid, it must be valid with
respect to all of the data items in its read and write sets. A transaction $T$ is valid with respect to a
data item $x$ if one of the following three conditions hold (a concurrent transaction $T'$ to $T$ is one
whose execution overlaps $T$; i.e. either $T'$ started after $T$ but before $T$ entered its validate phase or
$T$ started after $T'$ but before $T'$ entered its validate phase):

1. $T$ holds a lock on $x$ (i.e. the lock acquired by $T$ on $x$ was not evicted).
2. $x$ is not in the writeset of $T$, $T$ does not hold a lock on $x$ and both of the following conditions
   hold:
   (a) if another transaction $T'$ holds a lock on $x$ then it is not an exclusive lock
   (b) $x$ was not overwritten after it was read by $T$ (i.e. $x$ is not in the writeset of any concurrent
       committed transaction).
3. $x$ is in the writeset of $T$, $T$ does not hold a lock on $x$ and both of the following conditions hold:
   (a) No other transaction holds a lock on $x$ (either shared or exclusive).
   (b) $x$ was not overwritten after it was “read” by $T$ (i.e. $x$ is not in the writeset of any con-
       current committed transaction).

After validation succeeds, the transaction’s writeset is written to the database and all locks held by
the transaction are released.

Strictly speaking the requirement in conditions 2 and 3 that the $T$ not hold a lock on $x$ is unnec-
essary since condition 1 precludes any of the subconditions of condition 2 and condition 3. To see
this, note that if $x$ is not in the writeset of $T$ then $T$’s holding of a (shared) lock on $x$ implies that no
other transaction can hold an exclusive lock on $x$. Furthermore, since $T$’s lock on $x$ lasts the life-
time of $T$, no other transaction can write $x$. Thus, neither condition 2a nor condition 2b can hold.
Similarly, if $x$ is in the write set of $T$ and $T$ holds a (exclusive) lock on $x$, then no other transaction
can hold a lock on $x$ (since all such locks would conflict) and our conditions preclude any other
transaction writing $x$. Thus, neither condition 3a nor 3b can hold.

These conditions are incorporated into algorithm 1, which is the validation algorithm. For
a transaction $T$, $READSET(T)$ is the set of data items read by $T$, $WRITSET(T)$ is the set of
Algorithm 1 Validation Algorithm

Ensure: // Inputs: Transaction T
1: // Main Loop:
2: for all x ∈ READSET(T) do
3:   if x ∉ LOCKSET(T) then
4:     if x ∉ WRITESET(T) ∧ ∃T′ : x ∈ WLOCKSET(T′) then
5:       Abort T
6:     return
7:   end if
8:   if x ∈ WRITESET(T) ∧ ∃T′ : x ∈ LOCKSET(T′) then
9:     Abort T
10: return
11: end if
12: if ∃committed T″ concurrent to T : x ∈ WRITESET(T″) then
13:   Abort T
14: return
15: end if
16: end if
17: end for
18: Commit T
19: END

data items written by T and LOCKSET(T) is the set of all data items that T owns locks for and
WLOCKSET(T) ⊆ LOCKSET(T) is the set of all data items that T owns exclusive locks on at the
instant of validation. Note that both the locksets do not contain data items with rejected locks. Also,
for our model WRITESET(T) ⊆ READSET(T). A transaction T’ concurrent to T is any transac-
tion which was active concurrently with T (i.e. their lifetimes overlap). Any transaction that owns
locks when T is validated is automatically concurrent to T (since it must be active to hold locks).

These validation conditions manage read/write and write/write conflicts amongst various trans-
actions in an intricate fashion. For any data item x, if all transactions hold locks on x or are blocked
waiting for locks on x, then pure 2PL prevents conflicts via condition 1, since the locking is always
performed in a 2PL fashion. On the other hand, if all transactions are purely optimistic with respect
to x then conditions 2b and 3b (which are identical) prevent conflicts, using the strictly optimistic
model. The interesting case is when some of the transactions hold locks on x and other transactions
are optimistic. By condition 1 and conditions 2a and 3a, a transaction that has an existing lock on
x is always given “priority” over a transaction that does not. Thus, our algorithm works by priori-
itizing pessimistic data accesses over optimistic data accesses. The validation conditions prevent
any transaction that is optimistic with respect to x from writing x when another transaction holds a
(shared or exclusive) lock on x. Similarly, if a transaction owns a exclusive (write) lock on x, then
no other transaction that has read x can commit until this lock is released (obviously no other un-
blocked transaction can own a lock on $x$ while it is exclusively locked by this transaction. Thus the “sanctity” of a lock is always preserved (standard lock management prevents multiple transactions from holding conflicting locks). Purely optimistic conflicts are handled using conditions 2b and 3b, which also happen to be the only conditions relevant when the lock buffer is of size zero and the system is purely optimistic.

A key detail of our algorithm is that since locks and lock requests might be evicted, the transaction may only request a lock on a data item once. Otherwise, the following scenario can happen: transaction $T_1$ locks $x$ and $y$, reads $x$, writes $y$. $x$ and $y$ are then evicted from the lock buffer. Another transaction $T_2$ locks $x$ and $y$, writes $x$, reads $y$ and commits. $T_1$ again locks $x$ and $y$, writes $x$ and $y$ and commits. $T_1$ will be allowed to commit since it obviously holds locks on both $x$ and $y$. However, the above schedule is not serializable.

Though a transaction can not request the same lock for the same data item twice, it can upgrade a shared lock to an exclusive lock. The upgrade request is treated much the same as a lock request, expect that in case the data item is not in the lock buffer, the request is “rejected” without selecting a victim slot, and the transaction must continue be optimistic with respect to this data item (note that if the upgrade failed, then the lock was previously rejected and the transaction is already optimistic with respect to this data item).

Note that the well-formedness constraint along with the single posting constraint given in the last paragraph guarantee that if a transaction is holding a lock on a data item, it will be of correct type. Thus, if the transaction is writing the data item, it owns a exclusive write lock, otherwise if it read the data item, it owns a shared (read) lock.

### 3.2 Correctness

We sketch a proof of correctness of our algorithm in this section. The full proof requires a consideration of all lock/operation conflicts and will appear in an extended version of this paper. We use the notation used by Bernstein et. al. in [3].

To prove correctness of our algorithm, we need to show that all the all histories produced by the algorithm are serializable. Suppose $H$ is a history produced by the algorithm, and $SG(H)$ is the corresponding serializability graph. By the Serializability Theorem (for a proof see [3]), $H$ is serializable iff $SG(H)$ is acyclic.

Suppose $T_i$ and $T_j$ are transactions in $H$ and $T_i \rightarrow T_j$ is an edge in $SG(H)$. Thus there must exist a pair of conflicting operations on some data item $x$, $p_i(x)$ in $T_i$ and $q_j(x)$ in $T_j$ such that $p_i(x) < q_j(x)$ (i.e. $p_i(x)$ occurred before $q_j(x)$). For the operations to be conflicting, either $p_i(x)$ or $q_j(x)$ or both must be writes. We claim that $T_i$ must have committed before $T_j$ (note that commits are atomic). Suppose instead that $T_j$ committed before $T_i$. There are two (non mutually exclusive) cases:

1. $q_j(x)$ is a write. For $T_j$ to commit, $T_i$ may not own a lock on $x$. If it does then by applying rule
2a or 3a, we must abort $T_j$, contradicting our assumption that $T_j$ committed. Now suppose $T_j$ commits writing $x$. Then we must abort $T_i$ by either one of rule 2b or 3b since the data item $x$ was overwritten since it was accessed by $T_i$ (note that writes are always treated as reads followed by writes in our model). This is also a contradiction.

2. $p_i(x)$ is a write. The only interesting case here is if $T_i$ owns an exclusive lock on $x$. If not, the write to $x$ is not scheduled until $T_i$ commits, which implies that $q_j(x) < p_i(x)$ (since $T_j$ committed before $T_i$) contradicting our assumption. However, if $T_i$ owns an exclusive lock on $x$ (which in turn implies that $T_i$ does not own a lock on $x$), then by rule 2a or 3a, $T_j$ must be aborted, contradicting our assumptions.

Thus, $T_i$ must commit before $T_j$. Then, if there is a cycle in $SG(H)$ each transaction in the cycle committed before itself, which is a contradiction. Thus, $SG(H)$ is acyclic and $H$ is serializable, as required.

### 4 Simulation Model and Results

In this section, we describe our simulation model and some of our results and observations. A block diagram of our simulation model is given in figure 1. The basic blocks of our simulation model are as follows:

1. Source: Creates all the transactions in the system, along with a list of tuples (data items) these transactions will access.
2. Transaction Manager: This module provides all the functionality of a transaction manager for each transaction, including handling of lock requests, page requests, deadlock management, and the read, validation and write phases of transactions. These functions are executed by the CPUs. We manage deadlocks using deadlock avoidance.

3. CPU pool: Each CPU is capable of multitasking multiple transactions. The CPUs merely execute functions provided by the transaction manager.

4. Concurrency Control: This module manages the Lock Buffer, handles lock and unlock requests along with functionality to evict data items from the lock buffer, and performs validation phase of transactions.

5. Buffer Manager: Manages an LRU buffer cache. Each slot in the cache holds a page. All I/O requests from the transactions go through the buffer cache.

6. Disk Manager: Manages the disk pool. The pages of the relation are assumed to be striped across the disks. Only the buffer manager can access the disks directly.

The database is a single relation consisting of $\text{NumTuples}$ tuples. The relation is stored on disk as a set of pages, each page consisting of $\text{TuplesPerPage}$ tuples. The pages in turn are striped across $\text{NumDisks}$ disks. All page accesses go through the buffer manager which manages an LRU, write-back buffer cache consisting of $\text{BufferSize}$ slots. Each slot can hold a single page.

The source generates transactions at maximum rate as follows: a “pending” queue of transactions waiting to be scheduled is maintained by the source, and every time the number of transactions in this queue drops below a threshold $\text{QueueLen}$, the source creates a new transaction. Thus the system receives transactions at the maximum possible rate. Additionally our simulation setup is also capable of generating transactions in a Markovian fashion at various arrival rates. However, we do not report those results in this paper.

A set of tuples in the form of I/O requests is generated for each transaction. A transaction is read-write (i.e. an update transaction) with the probability $\text{ProbWrite}$, otherwise it is read-only (i.e. it is a query transaction). The number of requests is uniformly distributed with an average of $\text{TransactionSize}$. For a read-write, a transaction request is a write with probability $\text{ProbReqWrite}$.

The transactions are sent to the transaction manager after being created. The transaction manager attempts to schedule the transaction on one of the $\text{NumCPUs}$ CPUs in the system. Each CPU can multi-task at most $\text{DegMulti}$ transactions (including blocked transactions). Transactions that cannot be scheduled are held in a pending queue awaiting a free CPU.

On being scheduled, a transaction starts its read phase. In this phase, locks are acquired for each I/O request. However, only the read requests are actually passed to the buffer manager, while all write requests are held pending the write phase. Locking is performed in a recoverable 2-phase manner. Thus, all locks are acquired right before the requests are scheduled, but are not released till the end of the write phase.
At the end of the read phase, the transaction enters an atomic validation phase. For each tuple in the readset and writeset of the transaction the concurrency control manager checks if one of the conditions in section 3.1 hold. If the transaction is valid with respect to all the tuples it accessed, the transaction enters a write phase where all pending writes are written to disk.

All the locks are managed by the concurrency control manager using an LRU lock buffer of LockBufferSize tuples. The concurrency control manager is also responsible for blocking transactions whenever locks can not be granted, and for unblocking them whenever either the lock is granted or the corresponding tuple is evicted from the lock buffer.

### 4.1 Results and Discussion

The values of all the parameters that were used for our simulation are given in table 1. We conducted two broad classes of runs. For the first class, TransactionSize was set to 1000 (i.e. 1% of the database size) and ProbWrite was set to 0.1, 0.5 and 1.0 (i.e. 10%, 50% and 100% of the transactions were read-write), and ProbReqWrite was set to 0.1, 0.5 and 1.0 (i.e. 10%, 50% and 100% of the tuples accessed by the read write transactions were written to). This gives us 9 sets of results. For the second class of runs, we fixed both ProbWrite and ProbReqWrite to 0.1 and varied TransactionSize from 1000 to 10000 (i.e. between 1% and 10% of the database size). This gives us another 5 sets of results (one each for 1000, 2500, 5000, 7500 and 10000). For the results presented here the transactions were generated at maximum rate as described earlier. We also conducted experiments with different transaction inter-arrival rates which have not been presented here.

The experiment was conducted using a series of runs with different lock buffer sizes. For each
Figure 2: Throughput (Completed Transactions/Sec), $P_t = 0.1, |T| = 1000$

Figure 3: Time per Tuple (/10ms), $P_t = 0.1, |T| = 1000$

Figure 4: Fraction Locks Rejected, $P_t = 0.1, |T| = 1000$

Figure 5: Rate Slots Evicted (per 10ms), $P_t = 0.1, |T| = 1000$

Figure 6: Fraction Rolled Back, $P_t = 0.1, |T| = 1000$

Figure 7: Throughput (Completed Transactions/Sec), $P_t = 0.5, |T| = 1000$

Figure 8: Time per Tuple (/10ms), $P_t = 0.5, |T| = 1000$

Figure 9: Fraction Locks Rejected, $P_t = 0.5, |T| = 1000$

Figure 10: Rate Slots Evicted (per 10ms), $P_t = 0.5, |T| = 1000$

Figure 11: Fraction Rolled Back, $P_t = 0.5, |T| = 1000$
Figure 12: Throughput (Completed Transactions/Sec), $P_t = 1.0, |T| = 1000$

Figure 13: Time per Tuple (/10ms), $P_t = 1.0, |T| = 1000$

Figure 14: Fraction Locks Rejected, $P_t = 1.0, |T| = 1000$

Figure 15: Rate Slots Evicted (per 10ms), $P_t = 1.0, |T| = 1000$

Figure 16: Fraction Rolled Back, $P_t = 1.0, |T| = 1000$

Figure 17: Throughput (Completed Transactions/Sec), $P_t = 0.1, P_w = 0.1$

Figure 18: Time per Tuple (/10ms), $P_t = 0.1, P_w = 0.1$

Figure 19: Fraction Locks Rejected, $P_t = 0.1, P_w = 0.1$

Figure 20: Rate Slots Evicted (per 10ms), $P_t = 0.1, P_w = 0.1$

Figure 21: Fraction Rolled Back, $P_t = 0.1, P_w = 0.1$
data point 10 runs of 4 simulated hours each were performed. Significant results are summarized in figures 2 through 21. In each case the independent parameter is the lock buffer size scaled down by a factor of 1000. Our results are subject to a maximum variation of less than ±2.3%. For the purpose of graphing, we denote ProbWrite by $P_t$, ProbReqWrite by $P_w$ and TransactionSize by $|T|$. Based on these graphs we make the following observations:

1. Figures 4, 5, 9, 10, 14, 15, 19 and 20 are crucial for determining the degree of pessimism in the system. The slot eviction rate as well as the fraction of locks rejected are essentially measuring the same aspect of the system: how many data items “became” optimistic. The slot eviction rate measures the rate at which data items become optimistic, whereas the fraction of locks rejected measures the absolute magnitude of locks rejected. Note that eviction of a slot may resulting in eviction of one or more locks. This could happen either if there are blocked lock requests or multiple granted locks. Thus the slot eviction rate is not a good measure of the absolute magnitude of the locks rejected.

   As the number of locks rejected approaches one, the system becomes more and more optimistic. At unity, the system is fully optimistic. Furthermore, as the fraction of locks rejected approaches zero, the system becomes more and more pessimistic. When this number becomes zero, the system is fully pessimistic and follows 2PL. It might appear in the graphs that lock eviction rate reaches zero before the lock rejection rate. This is merely an artifact of the precision of the graphs.

   In each of these graphs except the last two, the system becomes fully pessimistic even though the size of the lock buffer is less than the size of the database. After this point, increasing the size of the lock buffer does not affect any of the observations. Thus, the x-axis of each graph is truncated at this point. Also note that for purely optimism (i.e. lock buffer size of 0), we do not report either lock rejection or slot eviction rate. Thus, for these graphs the x-axis starts at 1 and not 0. This again is an artifact of our simulation, which for efficiency reasons bypasses the lock buffer subsystem for purely optimistic accesses. Since the lock buffer subsystem maintains the statistics for rejection rates, we are currently unable to gather these statistics for a purely optimistic system.

2. Figures 2, 7 and 17 each show a spike in performance between lock buffer sizes of 1000 and 10000 (i.e. 1% to 10% of the database size). These spikes show a throughput increase of upto 4 to 5 times for low conflict rates. As expected spikes become less pronounced with increasing conflict rates (i.e. increasing probability of a write). Thus, we conclude lock buffers enhance performance as long as conflict rates are low.

   On the other hand figures 3, 8, 13 and 18, show that as the lock buffer size increases the time per tuple access increases. We have chosen to scale down the access time by the size of the
transactions to accommodate our last set of graphs where the transaction sizes are different. We can see that as the system becomes more pessimistic the response time increases. The initial improvement in performance is thus obtained at the cost of increased response time.

For our choice of parameters, pure optimism wins over pure pessimism. However, other experiments we have conducted indicate that for larger transactions sizes and larger write probabilities this is not true. Moreover, under those circumstances bounded lock buffers usually end up performing worse than either pure pessimism or optimism. A hint of this behavior can be seen in figures 2 and 17 where dips can be seen in the throughput figures after optimal lock buffer size is reached. This can be explained as follows: our system forces each transaction to first be subject to the overheads of locking and then to the overheads of being optimistically rolled back. If the lock buffer is too large more transactions get blocked waiting for locks and are then optimistically rejected. The time spent blocked increases the collision cross section of the transaction subjecting it to more optimistic invalidations. However, after a point when the lock buffer is large enough, the number of optimistic invalidations drops, hence restoring throughput. This shows that the lock buffer must be carefully tuned to achieve optimal performance. However, the dip is only seen when the lock buffer size is roughly twice the optimal size, giving a system designer enough leeway in designing the system.

3. Figures 6, 11, 16 and 21 measure the fractions of transaction rolled back. As expected from throughput results, figures 6 and 21 show “humps” wherever there is a dip in the throughput graph. This confirms our assertion that loss of throughput is due to increased number of rollbacks.

4. Figures 17 through 21 show our results for varying transaction sizes with both $\text{Prob}_{\text{Write}}$ and $\text{Prob}_{\text{ReqWrite}}$ set to 0.1. The results mimic the first set of graphs with $\text{Prob}_{\text{Write}}$ set to 0.1 and $\text{Prob}_{\text{ReqWrite}}$ set to 0.1.

As expected, the performance is best for small transaction sizes. Note that smaller transactions have smaller collision cross sections. This is reflected figure 19 where the number of locks rejected per slot buffer size drops more rapidly for smaller transaction sizes. Also note that for transactions of size greater than 5000, the system becomes pessimistic only when the lock buffer size is equal to database size. Also note that for transaction size of 10000, purely pessimistic and purely optimistic settings have almost identical throughput.

For transaction sizes of 1000, 2500 and 5000 the system reaches optimal throughput when the lock buffer size is 5000 (i.e. 5% of the database size). For larger transaction sizes of 7500 and 10000 the optimal lock buffer size is 1000 (i.e. 1% of the database size).

5. Some anomalies seem to be present in figures 12 and 18. It is odd that throughput when both $\text{Prob}_{\text{Write}}$ and $\text{Prob}_{\text{ReqWrite}}$ are both set to 1.0, we should see very high throughput for a
purely optimistic setting (i.e. lock buffer size equal to zero) in figure 12. After some analysis and traces of our simulation, we realized that this is due our requirement that the validate and commit be performed atomically. Since at these probability settings, every single access is a write, all the transactions’ i/o is performed in a non-concurrent fashion. In essence all transaction execute serially. For such a high level of conflicts this ends up being the best mode of operation. Similar, but less pronounced behavior is seen in figure 7 with $P_w = 1.0$.

In figure 18, the graph for transaction size 2500 shows extremely high access time per tuple. This is the only graph that shows such a significant increase. We were able to spot this behavior only after the access times were scaled down by the transaction sizes. We have as yet been unable to explain this behavior. However, our other experiments indicate that this behavior is consistent even when we increase the probability of a read-write transaction and probability of a write request.

5 Conclusions and Future Work

As our simulation results demonstrate, the performance of optimistic concurrency control techniques can be significantly improved by using a relatively small lock buffer. Thus our technique achieves our goals of improving the performance of optimistic concurrency control. Additionally bonus, in many cases it also performs better than 2PL.

This technique is particularly effective when the size of the set of high conflict data items is relatively small at any given instant of time. In particular, the technique should work well with the examples give by Kung and Robinson [9]. In addition, this technique introduces some new alternatives and research problems:

1. **Pinned Locks and Unlocked Data Items:** In this paper we have assumed that transactions have no control over how and when the locks can be evicted. However, it is possible to enhance this technique by allowing transactions to pin some locks. A pinned lock cannot be removed from the lock buffer until the transaction unlocks it. This causes the transaction to be purely pessimistic with respect to this data item. On the other hand, a transaction can choose to be purely optimistic with respect to a data item. This can be done by not requesting any locks on the data item.

2. **Buffer Replacement Strategies:** In this paper we have assumed an LRU strategy for selecting a victim slot in the lock buffer. However, other strategies are possible. For example, LRU-k [10] might be used instead of simple LRU. Also the number of pending/granted locks on a tuple can be used as parameters in the victim selection process. Note that high conflict data items will usually have larger number of granted locks and/or larger number of blocked lock requests.
3. **Mobile Applications**: Hybrid techniques can be used to enhance the performance of sporadically connected systems. In particular, a mobile transaction can be pessimistic whenever the mobile client it is executing on is connected, and can be optimistic whenever the client is disconnected. Furthermore, lock buffers along with *lock leases* can be used to phase out locks belonging to stale or dead mobile transactions. A lock lease provides a lock for a limited period of time. If the lease is not renewed the lock is (permanently) rejected, and the owner must now be optimistic with respect to the previously locked data item.

4. **Lock Buffer Size Tuning**: In this paper we have assumed a fixed size lock buffer. Thus the system designer must have a priori information about the size of the high conflict data set. However, it might be possible to use some of the metrics provided by the simulation to choose an optimal size for the lock buffer. For example, the average number of requests evicted per slot and the number of slots evicted per second could be used to dynamically tune the size of the lock buffer. Another useful parameter is the optimistic rollback rate. The lock buffer should be large enough to keep this metric low. Our simulation results can be used as a rough benchmark for this purpose.

   Lock buffer size tuning is also crucial because our results indicate that if the lock buffer is too large then performance might degrade rather than improve.
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