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With the growth in mobile social networks, social internet of things, and epbgsical

social systems, there is an ever growing need to model and understandrhbeings as

they interact with other humans and soeiechnical ecosystems. In this dissertation, we

focus on modeling three core human concepttrust propensity, altruism propensity,

and interpersonal trust using mobile phone metadata. Traditional hods for

dzy RSNR UGl YRAY3 Yy AYRAGARdAZ f Q& LINBLISYAAGASS
SELISNAYSyGad 1 26SOSNE GKS 3INRGGK 2F GLISNA:
various personal ubiquitous devices, is allowing for human behaviors and proegnsi

to be modeled via lowecost, quick, automated methods. This dissertation proposes a

new methodology to model human behaviors and propensities baseghameotypes

(phoneo  aSR 20aSNBIFGA2ya 2F | O2YOoAYylFGAZ2Y
complementtraditional methods like surveys with a ubiquitous datdven automated

method. The analysis and modeling employ multiple deep and shallow machine learning
algorithms and are based on two datasetRutgers Welbeing Study and MIT friends

and family dataet. Overall, the findings suggest that: (1) many phbased features

FNBE 3a20A1F0SR GA0K LI NIAOALIvYGQa |t ONHzZA &Y



(2) phonebased prediction models for altruism, trust propensity, and interpersonal
trust performed sétistically significantly better than comparable demografitased
models. This dissertation paves way to study the associations between human
behavioral propensities and lorig S N  a Ay (i-fébile behaviare andit@ udlike2
GLISNEZ2Y | f 0 ghalowRahdidedp machiieKearning approaches to model
altruism, trust, and interpersonal trust. A better modeling approach for human beings

will have multiple applications in fields like healthcare, vioeling, and urban planning.
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Chapter 1

Introduction
1.1. Motivations
With the growth in personal, mobileand ubiquitous computing increasingly larger
aspects of human life are mediated by devidésnsegently, the data captured by such
RSOAOSas APSP GKS GLISNER2YIFf o0A3 RIEGFEZT Aa
facilitating the creation of a rich composite personas of different uggfsWith 1.4
billion smartphones and millions of quantifiself device users, more andore users
keep track of their behavior, which has already shown value in the fields of healthcare,
well-being, and urban plannin@]¢[5].
The growth of such & LIS NEA 2 v | ¢ is callo@ling Ror fuman behaviors and
propensities to be modeled via loweost, quick automated methodsln fact, some
NE&aSIHNOKSNAR O2YyaARSNI AYINILK2ySa G2 oS | &
Oz2yaidlyidte FTACEAy3 2dzis {GRandka redehsimphopedza f & |
psychology manifeststates (i K | (i smartphones could transform psychology even
more profoy/ Rf & GKIYy t/ a I yYR.ONFIAY AYlFI3IAYy3I RARE
At the same time, with the growth in mobile social networks, social internet of things,
and cybesphysicalsocial systems, there is an ever growing need to model and
understand human beings as they interact with other humans and gecimical
ecosystemsln this dissertation, we focus on modelingrée such conceptsg trust,

altruism and interpersonal trustiza A y 3 G LISN& 2yl € o6A3 RIF Gl



Altruism i.e.can act that one does at their own expense that tends to enhance others
well-beingg [8], i NHzA & LINP LISy aAde AdSd abF RAFHYZAAGA2
and interpersonal trust ied I g Af f Ay 3 yvBldesbility Dr risk h@s8d_din
SELISOGIFGA2y & NBII NRAY 3 [10)yatelfvadaNantadlISuxiBr? y Q& ¢
conceptswith implications for personal and societal welfare

For exampletrust propensity strongly influences how an individual makes privacy and
security decisions, consumes unverified news, and maintains resources in shared online
repositories e.g[11]¢[14]. Such scenarios are only likely to grow with the expected

growth curves in shared economy, shared augmented reality spaces, and the social
internet of things. Hencegzy RSNR G YRAY 3 | YR Y2 RSgedsivid |y Ay
animportant question for humastenteredcomputing researcherd 5], [16]

Similarly, the humans in such simms may choose to act selfishly or behave
altruistically. They may choose to provide bandwidth and resources, contribute epen

source code, and write Wikipedia entries. In the emerging stezbnical landscape,

they may also choose to act differently imet shared economy settings (e.g. T-ashbit,

Uber), and have different preferences for their autonomous cars and bots to behave

with others. Further, altruism has been connected wigmotional, physical, and
financialwell-being of individuals as well asmmunities[8], [17].

Likewisge a person may want to obtain recommendations only from somebody they

have high levels ahterpersond trust, rent out homes only to somebody they trust, or

seek tild care services only from somebody they trust. Each of these aspects is already

being mediated by mobile phone apps (e.g. Amazon, Airbnb, UrbanSitter) and as the



trend is only likely to increase with the emerging internet of things, modeling
interpersoral trust is a critical problem for ubiquitous computing research.

Trust altruism, and interpersonal trustare thus at the core of the design of human
centered computing systems and their importance is only going to increase in the
coming yearsHence understandinghem is an important building block in designing
well-functioning societechnical systems and attaining the Internet of People vision
which necessitateghe creation of ai @ciologicalprofile¢ for mobile phones users that

is capable of ir@rringtheir behaviors and preferencg48].

¢CNFRAGAZ2Y I YSGK2RA& T2 NkhdziolR SniEopensifiésidayed | y
been surveysand lab experiments[19]¢[21]. Unfortunately, the humasrelated
information taken by observations in restricted, atypical settimg#lved a limited
amount of data thatmust be contend with various obstacles such as subjective
observations, biases, and narrow observation chances while dealing with pressures such
as budget, time, and the effort requirg@2]. Additionally, the reliance on laboratory
elicitable featwes to recognize altruismtrust, and interpersonal trusthinders the
progress of the fielslof theseconcepts Using such labor intensive methods for eliciting

the aforementionedconceptsessentiallypreventsscientists from recognizing behavioral
features based on mobility or communication traces that range over time and space
(e.g. daynight all ratio, diversity of locations visitedd model 2 y* Spfdpensitiesand
behaviors

This dissertationproposes a new methodology to model altruisntrust, and

interpersonal trustbased onphoneotypes(mobile phonebased observations of a



combination of LJS 2 LJ S QR3] thaldilthimétélyd aim to complement traditional
methods like surveys with a ubiquitous datdven automated methodbenefitting
individuals and comnmities to take healthier and wiser decisions using their own data
1.2. Related Work

Altruism, trust, and interpersonal trushave been studied across multiple disciplines
(e.g., computer sciencanformation sciencesociology, psychology, political science,
economy) in the padq8], [17], [24Kk[29]. In thiswork, we discuss the related work which

is directly connected with the scope ofistdissertationi.e. modelingaltruism, trust,and
interpersonaltrust using phonebasedmetadata. Hence, we discuss the related work
that clarifies the terminology and suggedfifferent ways to modedltruism, trust, and
interpersonaltrust with a specific focus otheir computational modehg. We, alsq
review some applications and implicationstbém as well as the recent use of mobile
phones to infer different behavioralrppensities and traits for individuals.

1.2.1.Trustand AltruismasConcepts

Despite its importance and popularity in various disciplines, a clear scientific definition
of trust is not obvious[30]. Not only this, the notions of trust, trust propensity,
interpersonal trust,and trustworthiness are often confusd@], [25], [31] To alleviate
such confusion, here we adopt the following definitions for these concepts:

Trusta GKS Ay iSyidAazy (2 | OOSLI gasdiie gPatdatodst A (0 &
2T KAa 2NPD KIS0 I OGAzyat

Trustpropensity | RAALIZ AAGAZY I SA[@p.ROZIAy Saa (2 NBE



Interpersonal trust:a I gAf f Ay3aySaa G2 | OOSLII @dz ySNI o7
NBEIFNRAY3I | y2IKINJpLIFNBER2Y Qa 0SKIF OA2NE
Trustworthiness:d 1 KS gAff Ay3aySaa 2F | LISNazy . (2
when A has placed an implicit or explicit demand or expedta2 Yy T2 NI [25Qpi A2y 2
65).

2 KAETS | LISNA2Y Q& LINRPLISyairide G2 GNMzAG YSI ad:
overall expectations of people to generally behave well, a trustworthy person acts
respectfully and with consideration to the needs ather people.Also, interpersonal

trust is something specific to a particular relationship between two peofiethis

dissertation we focus on trust propensiignd interpersonal trust

Trust is an essential social concept for understanding hulbednaviors in various fields.

The presence of trust preserves many relations and produces much [@&¢dFor

example, trust could allow for the use of les@st informal agreements rather than
expensive complex contracf26]. In addition, indviduals in more trusting communities

often feel happier and are more content with life, more involved with their local
communities, and have more supportive frienf82]. In computational settings, trust

influences purchase patterns in electronic and mobile comm¢38¢ Trust is also an
AYLRNIEFYOG YSRAFGO2NI Ay K2g AYRAQGARdIzZ £t Qa RS
agreements, and malke commerce transactiond 1], [34}

Altruism can be defined a&n act that one does at their own expense that tends to
enhance others welbeincge [8]. To elevate any confusion with a similar concept i.e.

G O 2 2 LIS Nditrlism2 ahd Eooperation are two essentially different sociological



concepts despite some similarities betan them.Although altruism assumes a cost for

the benefactor and advantage to theeneficiary cooperation merely predicates benefit

to the beneficiary the benefactor might also benefit from the transaction35]. As a
consequence, a technical protocol inspired[Bg] which considers cooperation would

need to keep a ledger of favors given and received between agents (tit for tat behavior),
while the one focusingn altruism wouldsimplyy SSR (2 ljdzZt yGATE |y Ay
desire to help others.

1.2.2.Measuring TrustAltruism, and Interpersonal Trust

adzft GALX S STF2NIa KIGS FGdSYLWGSR G2anff AOA
be altruistic [8], [9], [24], [25] However, previous studies hauargely focused on
demographic traits (e.g., gender, race) or used-dabed experiments (e.g., Dictat

Game Trust Gamg[19], [20] Using such methods for eliciting tryshterpersonal tust,

and altruismoften constrairs the scope of studies to factors that can be elicited in the

lab settings. Thus, there have been very few attempts that have studied the
interconnections between long SNIY'X aAy GKS At RéET 0SKIFGA
mobility or communication traces that range over time and space (e.g. day/night call
ratios, average travel distancalong withaltruism,trust, and interpersonal trust
1.2.3.Computational Modeling of TrustAltruism, and Interpersonal Trust

Multiple recent efforts have tried to model trugh computational settings. Farrahi & Zia

study the propagationof trust as a probabilistic stochastic procg85]. Roy et al.,

propose a pair of complementary measures to determine trustesaf actors in social

networks [27] and Zolfaghar & Aghaieb, focus on the evolution of trust in social



networks [38]. However, very little is known aboutthe interconnections between
individual trust propensjtand phonebased dataAlso, there is no prvious study that
usesdeep learningo infer interpersonal trust using ubiquitous data.

Similarly, modeling altruismhas also started receiving some attention in the
computational and mobile computing literatur&or example,n [39], the authors used
attachment transfer theory to understand reciprocal altruism for tourism online
shopping using mobile phones. The impact of altruism, topologies, and traffic patterns
on mobile social netorks have been studied and modeled[4®]. In [41], the authors
studied altruism ina delay tokrant network (DTN)based mobile social network
application And finally, if36] the authors have argued the case for explicitly modeling
altruism levels of individuals in pe&y-peer Internet Streaming Broadcast djgations.
However, there are, as yet, no efforts that utilize phone based data to create automated
machineleaning models for individual altruistic propensities.

1.2.4.Altruism, Trust, Interpersonal Trustand Social Capital

An individual'saltruism, trust, and interpersonal trusare often related to their social
behavior[42]¢[44]. A very important concept in the study of social behavior is that of
social capita[45], [46] In [45], Puthamcharacterizes socialapital as trust, network
structures, and norms that promote cooperation among actors within a society for their
mutual benefit. He, also, suggests that formal membership, civic participation, social
trust, and altruism are indicators of social cap[#6]. Such social capital often comes in
two variants: bridging and bonaly [45]. While bonding social capital is associated with

the presence of family and strong personal ties, andvmles emotional support,



bridging social capital is associated with the presence of acquaintances and weak ties

that provide access to newer information and resources. Both of these variants of social
capital have been connected with trughd altruismin multiple studieg45], [47K[51].

Recent Fhman Computer Interaction (HClstudies have connected social capital with

phone use behavior, thus suggestingttpaone use behavior could also be predictive of

'y AYRA @A &tdibni, &nd intérpebsenal trus{52]¢[54]. Trust altruism, and
interpersonal trust have, also, been connected to maintaining in{@ersonal
relationships especially in long distance relationships where face to face interaction is

often not possible. Therefore, phone usage patterns could hegelindividual®  §, N3z
altruism and interpersaal trust

1.2.5.Using Mobile Phoneand ShallowMachine Learnindo UnderstandHumans

Mobile phones (cellphones or smartphondsgve become a primary communication

device used by billions of people globally. Majority of contemporary mobile phones are
equipped with several sensors, and there exists significant literature utilizing mobile
LIK2yS aSyaz2zNaR G2 Fdzi2YlFGAOFtte AyFI3J AYRAQ
[23], [55], [56] This dissertation builds upam a recent line of work orphoneotypic
modeling[23], which defines phoneotypeasi K2 & LI2AA0S 2F 'y AYRAQD
observable via a mobile phaheand argues that a combination of phorsased

behavioral features could build a unique signature for an individual whichnuzatel
FILOSGa 2F (KS AYRAGARzZ tQa tAFS 60S®3I D LINE LI
This was one of the motivations for us to styslyoneotypeassocations with altruism,

trust, and interpersonal trust. There has been little work on ugahgneotypic,i.e.



phonebased data to define automated machuearning approaches for modeling
individual altruism and trust propensities and this dissertation seéelk&ldress this gap.
1.2.6.Using Mobile Phoneand Deep Learningp UnderstandHumans

There has been a rich array of recent work on modeling human activities using sensors
and deep learnings7]¢[60]. These efforts range in applications from health to activities
of daily living and employ a wide variety of deep learning approaches including Deep
Neural Networks (DNN), Convolutional uda Networks (CNN), Autoencoders,
Restricted Boltzmann Machines, Restricted Neural Networks (RNN) andShorg
Term Memory (LSTM). Rather than activity recognition, where the output varies over
time, interpersonal relationships are typically modeled o@ecumulative time period.

This implies that there is only one score to be predicted (and one learning instance)
even if the dataset contains ongear worth of human activitiesThere are no prior
works which define deep learning approaches for inferiimgrpersonal trustand this
dissertation tackles this problem

1.2.7. Fairness in Machine Learning Algorithms

We live in an era where various aspects of our lives are determined by computer
algorithms. For example, computer algorithms currently help K22 f 8 Q | RYA & &
recruiting, getting loans, and insurances pri¢é&], [62] Various recent efforts have
shown that computer algorithms might be biased and discriminatory calling for the
necessity of creating fairer moddB3]. Recently, there are multiple efforts attempting to
create fair models across different fields while highlighting the importance of fair models.

For example, the authors if63] assess biam automated facial analysis algorithms across
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genders and races, the authors [iB4] provide multiple technical solutions to improve
fairness in algorithmic decisiemaking, and the authors if65] define a mechanism to
determine unfairness in classification outcomes for diverse demographics.

Multiple recent efforts m humancentered computing have used mobile and ubiquitous
data to infer propensities of individuals (e.g. @dooperatewith others)[23], [55] Often
d0dZ2RASR dzy RSNJ GKS dzyYoNBffl 2F awSlFfAalde
sensorbased data related to predicting human behavior and propensjé$ multiple

such efforts have reported high accuracies at the considered prediction tasks.

aAy

However, there has been littleayNJ 4 ljdzZr ydAFeAy3a GKS aFlF AN

terms of how the quality of the predictions varies over different demographic groups (e.g.

across gender). For instance, how do the accuracies and the false positive rates vary

across genders? This wkaakes inspiration from the social science grounded approach of
GaidNF GATASR A Favhedbaivafehpproach forRISssificatidhs. |

1.3. Contributions

In general, hiswork aimsto usemobile phones metadata (Calls, SMS, GPS, Bluetooth)
logs not contentsfor ethical and privacy consideratiarte predictand modehuman
behaviors angropensities. Specifically, thikssertation proposethe following
contributions:

(1) To motivate and ground the usage of phdresed features for automatidgl
inferring individuakltruismand trust propensiies;

(2) To definesupervisednachine learning modsii K| & | dzG 2 Yl G A Ol f &

trust propensity;

AY T
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(3) To definea fair supervised machine learning model that automatically infers a

LIS NE& 2 st @eapensithlHz

(4) To definesupervised and unsupervisesachine learning modsthat automatically
AY TSN FaltruidnNEpRnsSi a

(5) Toutilize deeplearningto infer interpersonal trustand

(6) To est,validate, andootentiallyrefine somesocial science theorigglated totrust,

altruism, and interpersonaltrustzi Ay 3 W. A3 &GFGFQ FNI YSH2N] a
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Chapter2

A FairApproach toModel Trust PropensityJsing Supervised Bthinelearning
2.1.Introduction
Trust is a fundamental human concept that mediates multiple human processes. It
facilitates cooperation, supports commerce, and enhances societalbemiy [67]. An
AYRADGARdzZE £ Q& -6 WBz® 0 o LINRASYBRARE A2Y I -gAffAY
mediates multiple sockbechnical systemf9]. Hence, modeling is very crucial.
adzf GALX S NBOSyd STFF2NIa KIFIFS FGGSYLWSR
propensity using different methodf], [25] Nonetheless, such studies have mostly
focused on traits which could be simply obssi(e.g., gender, race, age) or elicited in a
small period of time in lab settings (e.g., via surveys and game experiments).
Recently, mobile phones along with sendased data have been used by multiple
researchers to construct rich and individualizeadels of human behavior in social,
spatial, and temporal settings, and link them to individual personality traits and
cooperation tendencief23], [68];[70].
Given suchacent trends and the theoretical literature connecting trust propensity with
social capital and social habits such as maintaining interpersonal relatiorjdBip$43]
this work explores thecreation of an automated phonbased approach for modeling
individual trust propensityMoreover, this wok defines a fairnesaware modelusing
mobile phone metadata to model individual trust propensityrying to avoid biasand

discriminaton towards gender in the classification process since it has been reported in
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similar recent workg63]andi KSNBX Kl & 0SSy tAGGES @g2N] |
suchmodesk.

Such phonéased method, if successful, could offer lowost, faster, scalable, and
automatic methods for generating insights into trust propensities for millions of users

with applications in social computing as well as political systems and socidlsgy.

consequencgthis work investigaesthe following research questions:

Qx
Qx
No
O
>
c

RQ1: Do longerm phonedza S LJ G G SNy & KIF @S &a2YS |
propensity?

RQ2: Can a machine learning algorithm be used to automatically infer individual trust
propensity based on phomeetadata?

RQ3: Can a machine learning model be fair in inferring trust propensity?

In thiswork, we analyze the data from a temeek field + lab study to systematically

study the interconnections between pho#Amsed behavioramneasures (e.g. number of

phoyS OFftfa YIFIRSOU FyR a3INRdzy R G [RHpidoK50 § NHza {
individuals. We first discuss a generic prediction approach to infer trust proparsity

mobile phone metadataand then focus on a fair prediction approach to enhance
fairness in the prediction process.

2.2. Rutgers Welbeing Sudy (Trust)

We study the iterconnections between trust propensity and phcehased features

based on the data gathered as part®éitgers Welbeing Study undertaken aRutgers

This study was a 3eek field conducted in Spring 2015 and lab study including 59
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participants, most ofwhom were undergraduate students from the aforementioned
university.

Initially, all participants were invited to sign consent forms to participate in the study

and install an Android app that would record their call, SMS, and GPSFiggse1

shows a screenshot of the app.KS ' LILJ 6l a RSGSt2LISR dzaAy3

framework[71] and was released via a URL shared with the study participants.

Figurel. Screenshobf the Android App.

The participants were also asked to attend threeparson sessions where they filled

out a number of surveys concerning their health, wading, trust propensity, and some
demographics. The order of surveys was randomized for the participants. We use here

the trust propensity and demographics surveys for their relevance towbik. There

was a compensation of US $20, $30, and $50 respectively for attending the sessions.

t I NOGAOALI yiaQ LINAGIOe ¢l a 2F dziyY2ad LINR 2N
used to recognize the participants. All user data were anonymized before analysis.
Furthemore, the actual phone numbers or the content of the calls or SMS messages

were not available to the personnel analyzing and processing the data at any point of

GAYS® ¢KS LISNX¥AZaA2ya NBIJdZANBR F2N) 0KA& &
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and phone identifier information) were intended to be considerably lesser than what is
usually required by common apps (e.g. Instagram app on Android). The participation in
the study was optional and the participants could withdraw from the study whenever
they like. The study was approved by the Institutional Review Board, and all personnel
who handled the data in this study were trained and certified in human subject
research.

While the study included 59 participants, some of the participants did not complete a
the surveys, and some did not enter their unique identifying code consistently across
different surveys, resulting in 53 participants. Of these, three participants uploaded
location data very rarely (ten or lower instancegresumably because they toed off
location features on their phoneso we removed them from the dataset. This resulted

in a dataset involving 50 (32 men, 18 women) participants for whom we have the
mobile-based data as well as the scores for the two surveys of interest (mordsletai
surveys presented later). Most participants were in the age group of 18 to 21 years, and
GKS Y2ald O02YY2y SRdzOF A2y S@St ¢l a aazys
FIELYAEASAaQ AyO2YS NIy3aSR 060SG6SSy ! { bPpnZInnn
The 50 participants ade a total of 25,302 calls with an average of around 506 and a
median of 302.5 calls per participant and exchanged 177,263 SMS messages with an
average of 3,545 and a median of 2,347 per participant, and visited 14,045 unique
locations with an average @about 280 and a median of 295.5 per participant during the
period of the study (10 weeks)ablel gives a summary of the total, mean, and median

for calls, SMS, an@P3ocations.
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Tablel. Summary of Calls, SMS, a@P3d.ocation Logs Considered in tAi¢ork for Men and Women

Data Total Mean Median
Calls 25,302 506.0 302.5
Men/Women | 17,011 | 8291 | 531.6 | 460.6 | 245 | 326
SMS 177,263 3,545.3 2,347.4
Men/Women | 105,740 71,523 | 3304.4| 3973.5| 2314.5| 2518.5
GPS 14,045 280.9 295.5
Men/Women | 8893 | 5152 | 277.9 | 286.2 | 288 | 308

2.2.1. Trust Propensity Descriptor

¢KS fAGSNYGdzZNBE RAAOdzaaSa aSOSNIf grea 27F |
example, games in controlled lab settings such as Trust Game and Dictator Game
represent one way of quantifying trust propensiti¢$9], [20] Surveys that draw
AYRAGARdzZI £ Q& 0SKI @A 2N Ay LRLBRdths®dRe, &t y 1 NJA 2
way is a combination of botlygame experiments and lab surveg$].

In thiswork, we decidedtouse awelly 2 6y & dzZNIS& aDSYSNI f ¢ NUza
trust propensity[21]. The survey has 6 questions whose responses scaled from (5)
G{iNRy3Ife ! INBS¢ (G2 om0 a{GNRy3Afe& 5Aal ANBS
j dzSatdA2ya I NOWS a0 S RLIKR2 VISadé | yR aGazal
I YR {[28,YpR £47] Besides the prevalent acceptance of the survey (®/600

citations as per Google Scholar), we chose this survey as the nature of these questions is

not restricted to a specific context and the results cobédinterpreted in a wide variety

of everyday applications. f 42> GKS aOlFfSQa AYyGSNYylLf NBfALI
several studies support its predictive valid[§2], [73] It was developed by selecting

items from important trust surveys anhs been found to have robust associations with

Big Five Personality traifg2], [73]
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The scores of the survey are averaged together and normalized as a percentage of the
maximum possible score. Thus, the maximum theoretical trust propensity score is 100.
In the considered sample, the maximum was found to be 97, the minimum was 40, the

mean was 71.5, and the median was 73 esnsinTable2.

Table2. Summaryof Trust Propensity Scorder Men and Women

Minimum Maximum Mean Median
40 97 71.5 73
Men | Women | Men | Women | Men | Women | Men | Women
40 43 97 87 72.9 69.1 73 70

2.2.2. Demographic Descriptors

The participants were surveyed abailteir demography. Specifically, we obtained the
following information: age, gender, marital, level of education (school), and level of
FLYAf@Qa AyO2YSo

2.3. Mobile Phone Data Features

Trust and sockmobile behavior have been (indirectly) connected in gaest literature

in both conceptual and empirical ways. In thisrk, we consider three major types of
sociemobile features to predict trust propensities.

First, social capital as a concept is connected with both phone use beladjoand

trust propensitied49], [50] Hence, we consider a number of phone based features (e.g.
number of phone calls, diversity of contacts, and engagement with strong ties) based on
the recent literature on using phone mettata to predict individual social paal or
personality traits[23], [54], [56] In doing so, we do not only consider the frequently
used call and SMS metadata, but also consider GPS (location) metadata, which are
increasingly being adopted as indicators of physioalad activity[74], [75]and also as

predictorsoff Y AY RAGARdzr £ Q& GNI A3, [M)yR ail iSa Ay
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Second, we consider a group of features that have been selected to quantify the
trajectories or the mobility behavior of the individuals. These features are related to the
concepts of mobility capital (location based analog to social dy@ital the notion of a

G G KA NR77].J78} (& Bhird place is a place other than work and home used to build
social ties and live a healthy |ifé8]). Prior research has connected such mobility capital
and access to third place with trugt9], [80] Empirically, these features are based on
the recent literature, which has been used to characterize humanngebility patterns

and study its interconnections with personalégd mental healtj56], [76]

Third, we consider a set of features that capture the temporal rhythms of human
behavior. Conceptually, these features are associated with the notions of circadian
rhythms and chronotypes, which have been connected with trast @ooperation in the

past literature[81]¢[83]. Empirically, these features have been based on recent works
that have connected similar features with social capital, cooperation, andbsgih

[23], [54], [84], [85]

All these features are based on a key working assumpliased on Macey and

{ KYSARSNRA Y2RSt 0O2yySOulBe Fraitd ard dorSide¥ed o NI A G a
be longterm predispositions, similar to personality attributes. These attributes are
often experientially manifested as states, which can be measured indirectly through
surveys. States may further manifest through observable divdctly measurable
behaviors. Hence, here we hypothesize that individual trust propensity traits manifest
themselves in the longerm sociemobile behavior patterns of the usef23], [87] A

summary of the features (N=24)psesented inTable3.
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2.3.1. SocialBehavior

2.3.1.1. Social Activity

We quantify the level of social activity as the number of exchanged phone calls, SMS
messages, and unique visited locations. A higher count of social activity level suggests an
active user and multiple studies have connected individual social activity with social
capital and/or trust propensities. High social activity has also been connected with
reducing relational uncertainty and as a means of establishing trust in interpersonal
relationshipg30], [88]

We, also, consideiGPSocation logs (physical movements) as a proxy of one type of

social behavior for it has been used previously to comprehend human social behaviors

[23], [75], [76] The visited locations were updated houtb balancebetween getting an

ARSI Fo2dzi GKS LI GOGSNY 27F | dzaSNavoit2dSYS:
getting the same amount of locations per participant (24 locations/day), we only count
unique locations. The location data were obtaine@ % | Y20AfS LIK2YySQ
<latitude, longitude> tuple at fourth decimal point resolution, which roughly

corresponds to 10m by 10m block3], [89]

P T N

2.4.1.2. Diversity

We are not only considering the total amount of calls, SMS messages, unique locations,
but also the diversity (measured as Shannon Entropy) for each one of them, as such a
diversity metric has been reported to be associated with multiple personathegty

outcomes and personality trai{§9], [90]
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WherepiA d& (0 KS LISNOSyGl3S 2F aBOYRIOFABYDE Wy O
is the total number of such contacts.
2.4.1.3. Novelty
Thegrowth of networks plays an important role in social capi@l]. Hence, we, lao,
O2yaARSNI aySg O2ydal O0da¢g GKIFIG NS y20 LINB:
collection period. This feature quantifies how much time users devote to their new

contacts as compared to their frequent contacts.

R B A%#11 OAAOO

oAOAA&KﬁléAﬁﬁQ;rrgﬁfgg
2.41.4.Tie Strength
Previous studies have related strength of ties and tf@&{. Such literature underscores
the value of maintaining relationships with both strong and weak ties, and each may
yield different types of social capital, and presumably, over periods of, tinpgopensity
to trust others.
Following Williamg93], we connect KS O2y OSLJia 2F Wo2yRAYy3Q
OFLIAGIE G2 G0K2a$sS 2F WaidNRy3IQ YR WYWgSI1Q i
researchers[94]¢[96]. We conjecture that the relative spread (or concentration) of
O2YYdzy AOFGA2Y 6AGK AGNRY3I ONBaLISOGA@Ste o
propensity to trust others. It is anticipated that a person would devote at least 33% of
their time with their top-third most frequent contacts (proxy for strong tieg3].

b2ySiKStSaax || KAIK a02NB tA1S yp: YI @&
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intentionally ergage more with strong ties rather than distributing the communication

effort more equally amongst all ties. Hence, we define the following features:

Strong Tie Engagement Ratio (STER)B T

8pmnm

Weak TieEngagement Ratio (WTER) 2 prmT

2.3.2. Spatial Trajectories

Prior research has connected a number of mobility or spatial trajectory related concepts
(e.g. mobility capital and access to third place) vitist [79], [80] Hence, we consider

a number of GPS related features to quantify individual behavior

2.3.2.1.Gyradius

To get a sense about the location distribution of a participant (physical activity), we
determine the gyradius (radius of gyration) which is computed as follows. First, we
identify the centroid of all the distinct points that a persomshvisited. Next, we
calculate the distance to all points from this center point. The average of such distances
traveled is the gyradiu@®7].

B A OOADIAIAT CMIABME AAGET 1
-1

E
o

" UOAA

~

Oi AIAbl AAOEDEOAA

2.4.2.2.Percentage Longlistance Trips

'y AYRAQGARdzZ £t Qa | O0S&aa (2 yS¢ NBa2dmioSa |y
FOOSaa-ld2e&aFTLNRLIX S yR LI OSao | Syo0Ss 4SS
Percentage Londistance trips to quantify the ratio of long distance (above 100 km

trips undertaken by the individual.

- s A oA~
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2.4.2.3.Location Loyalty

Location loyalty considers how frequently participants engage with their favorite
locations. Past research has connected thisalkyyfeature with individual welbeing
[98]. Precisely, we calculate the percentage of time spent in their top three frequented
visited locations out of all visited locations.

A Ot BnIOEIODAEIGDI ®DEGAMAOEI T O

T AAQEURI OB o ERT T AAOETR BT

2.4.2.4.Percentage Time Third Place

We, also, introduce here the third place feature which represents the percentage of

time spent at the third most visited location by a participant. This is based on the
a20A2f 23AO0IKA NR YLASILAIS ¢5F LANR LI2ASR 068 wlk & hi
person needs a third placeother than work and home (e.qg. library, café, worshipping
house)¢ to build social ties and live a healthy Iji€8]. Past research has connected third

places with social capital and trys§0].

B, OE IO AB DE (PO A A A
0 A O MM UE EOAA Ad—m e Fa Tl A 2R3 ™

2.3.3. Temporal Rhythms

Prior literatue has connected circadian cycles, Dark Triad (i.e., narcissism,
Machiavellianism, and psychopathy) and tr{81], [82] The classification of different
AYRA QDA RdzI f Qthe teDdeMt frhe antidédual to sleep at a particular time
during a dayand/or-night peiiod (24hour) - has been connected with cheating and

Machiavellianisn83].



23

2.3.3.1.Diurnal Activity Ratio

When we asked some of the participants about their daily activities regarding times

when they become productive, and times when they tend to play or sleep (relax), we
F2dzy R GKIG GKSNB INB G662 YIFIAYy adrkdSay aLIN
statefrom 8 pm to 8 am. Hence, to quantify daily patterns of activity and the differences
between different phases, we define the following features:

B#ABI1B 1T AARERIOT ACAADODI
B#ABIB I AARERDAT ARG A I

2.3.3.2.Weekday/Weekend Activity Ratio

We added another layer of characterization for the abovementioned two states of the
daily activity ratio (productive and relaxed) to get more insights out of these circadian
rhythms by quantifying the weekdays (Monday to Fridayeekends (Saturday and
Sunday) communication (Call, SMS) ratio.

B#ABI EXAAEAAUO
B#ABI EKAAEAT AO

Table3. Summary ofPhoneotypigphone-based) Features Defined in this/ork.

Type Literature Support Features

1 Socid Activity (Call, SMS, GPS)

Bl AOEOEOU

(%]

% Conceptual: 1 Diversity (Call, SMS, GPS)

© | Social Capital $ Bojl 18

L [ Putnam[45]; Granovetteff94]; fI Novelty (Call, SMS, GPS) .

-g Golbecl{88]; Colemar{99]; o Percent New Contactss=o————8p T T
£ | Empirical _ 1 Tie Strength (Call, SMS, GPS)

o | Eagle et all66]; Shmueli et al[30]; o Strong Tie Engagement Ratio =

.g Gilbert et al[95]; deMontjoye et al[56]; B 80 T

3 | Singh & AgarwdR3]; B P

0 Weak Tie Engagement Ratio =
B

5 8pmm
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-. | Conceptual:
g Mobility Capital 1 Gyradius
0| GolbecK88]; Colemar{99]; fm nmn A o o n o o Se
§§ ThirdPEice] 199 10AOAANTIGCAEOOBDEA ——8pmn
= &| Oldenburg(78]; 1,1 AAQEURIZSY 8pmm
= | Empirical: B
& | Pappalardo et a[100]; Canzian et a[76]; | 1 0 A O A4AE i O E0OIAA A‘EBA 8p T
Singh & AgarwdP3]; Singh et a[101];
£ Conceptual:
_‘é | CircadiarCycles & Chronotypes 1 Diurnal Activity Ratio (Call, SMS, GPS)
4 9_33 Jonassonat al.[81]; Lyons& Hughed82]; o DAR :BB
g § i?dpL:Irllgﬁl.et al[85]; Saeb et a[84]; i Weekday/WeegendﬁActivity Ratio(Call, SMS)
g deMontjoye& Quoidbach56]; Singh & o 77t2 B R
= Ghosh[54];
2.4. Results

Since multiple applications vary in their requirements of eitlpeedicting an exact
numeric trust propensity score or working with broader classifications of trust
propensity score, we consider both types of applications by undertaking linear
regression and classification analyses as follows.

2.4.1.Building a Regressin Model for Trust Propensity

Here, we first consider predicting trust propensity level as a regression problem; that is,
predicting an outcome variable (i.e., trust propensity level) from a set of input predictors
(i.e., phonebased features)We use thelLASS(Least Absolute Shrinkage and Selection
Operator) regression approach to undertake tfi92]. LASSQs a specialized form of
regression suitable for scenarios where there are relatively more number of features for a
given sample size. It tries to minimize overfitting by penalizing the presence of too many
features in the eventual model. It has been applied in similar contexts (in terms of sample
size, number of features, and application) in recent huroantered computing research
[54], [68] Similarly, followingd54], [68] we evaluate the regression models using the

metrics of correlation scores (Cor) (between predicted and actual outcome variables) and
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the Mean Absolute Error (MABWVhile a higher correlation (closer to 1) suggests a higher
predictive ability of the considered models, smaller MAE is preferred as it shows that the
predictions are closer to the ground truth.

We ran and tested three different regression models: ondlie demographic features
only, another one with thgpghoneotypiqphonebased)eatures only, and a third one with

a combination of both types of features. The implementation was undertaken using R
3.4.1[103]and its Lars 1.2 packaflE04]. To test the statistical significance of these three
models, we need an estimate of the (variance) in the effects found. To estimate this, we
undertook 106fold bootstrapping for eeh LASSQOegression model and then undertook
unpaired ttests for the correlation and MAE scores obtained. All comparisons were found
to be statistically different at alpha= 0.05 level i.e., Both P¥oneotypeé>* Demography

(*>* means statistically sigicantly higher performance)lable4 presentsthe average
results for modeling trust propensities using various regression models.

Table4. AverageResults forModeling TrustPropensiy Using Different Regression Models.

Model Type Cor SD | MAE| SD
Demography Only| 0.274| 0.062 | 9.146| 0.416
PhoneotypeOnly | 0.538| 0.153 | 7.913| 1.776

Both 0.544 | 0.153| 7.711 | 1.541

The demography based model obtained on average a correlation of 0.274 (MAE=9.146).
The low- but significant- scores for theddemography only model indicates that the
demographic features can explain some (but not a lot) of variance in the trust propensi
levels. Phondased model performed much better with an average correlation score of

0.538 (MAE=7.913).
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The combined model usinghoneotypeand demography features performed the best in
terms of all metrics and the predicted trust propensity was foumd have 0.544
correlation on average with the actual propensity scores (MAE=7.711). This MAE signifies
that the predictions are within £7.711 of the absolute value of the trust propensity scores
obtained by the survey (ground truth). Since the trust propgmnscores obtained by the
survey vary from 40 to 97 as shownTable2, ranges of £7.711 could be considered a
reasonable approximation.

Also, we clearly see thahé phoneotypemodel anddphoneotype+ demography (both)
models yield considerably better models than the demograpased model. However,

the demographic features were useful in increasing the correlation score for the
phoneotypianodel, thus suggestindnat phoneotypideatures and demographic features

are not merely proxies for each other, but rather add newer information when combined.
2.4.2. Building a Predictive Classification Model for Trust Propensity

Next, we consider the task of building automated classifiers for trust propensities. In
prior research, the same Yamagishi trust scale was used to separate participants into
groups of high and low trustof33]. The survey results predicted behavioral differences
between groups of individuals. For instance, groups of high trast@re more likely to
O22LISNF S IyYyR NBOALINRBOFGS | ONRPaad OFNAIFGAZY
problems[73]. This motivates the analysis in thi®rk on the (phonebased) behavioral
differences between high and low trustors and creating computational models for using

them in other applications. For instance, amppécation provider may want to
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NEO2YYSYR RAFFSNBYy SFlLdzZA 0 LINARGI O aStidAy

propensity.

DAGSY GKIFIG GKSNB Aa y2 dzyADSNEI f STAYAGA
divided the participants into two gigps based on the median value (73) for trust

LINR LISy aAde &adz2NBSe AyailiNHzySydoe ¢KS FANRG 3
whose trust score is lower than the median, whereas e O2 Y R I NP dzLJ 0 &
propensity has 27 participants whose trust scasehigher than or equal to the median.

Similar to the previous analysis, we built three models: one with the demographic
features only, another one with thphoneotypicfeatures only, and a third one with a
combination of both types of features.

We used @&SubsetEval (Correlatidvased Feature Subset Selectiddp5] with leave

one-out crossvalidation in Weka 3.8.[106], [L07]which anks the best subset of the 24

features described previously by determining the predictive capability of each feature in
company with the degree of redundancy between them. The best subsets of features are
correlated with the target variable and have lawtdrcorrelation[105]. We found that the

best subsets of features in most of the folds are the ones shoWalne5.

Table5. Selected Features fddifferent Prediction Models.

Demography Age, School (education level)
Only
Phoneotype SMS Entropy, Weekday Weekend Call Ratio, Percent Time ThirdRéacent Long
Only Distance Trips
SMS Entropy, Weekday Weekend Call Ratio, Percent Time Third Place, Percer
Both : X
Distance Trips, Age

To define and test a machine learning based classifier wphbseaeotypicfeatures can

statistically significantly impravthe ability of predicting trust propensity when compared
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to the demographic features, we took 0ld crossvalidation and repeated it 10 times to

get 100 different values for CA, AUC, and F1 and build the predictive models. AUC stands
for (Area Under tB Receiver Operating Characteristic Curve), CA means classification
accuracy and F1 score represents the harmonic mean between precision andl@ghll

[109]. The aforementioned features were used to test out three aebbwn machine
learning algorithms for classification. Specifically, we used Adaptive Boosting (AdaBoost),
Random Forest, and KStar. We also used a-Remmwdel which simply classifies all the
instances into the majority class, as a baseline to help interpreting the performance of the
considered models. Statistical comparison was undertaken using unpatesist (at
alpha= 0.05 level) suggesting that for AUC, CA, ardieheotype&>* Demograply, Both

*>* Demography, Both (not significantly different fronBhoneotype (*>* means
statistically significantly higher performance). All three models above were significantly

better than ZereR.

Table6. Average Results d?redictingTrust Propensity Using Different Classification Methods.

Method Demography Only PhoneotypeOnly Both
AUC CA F1 AUC CA F1 AUC CA F1
AdaBoost 0.68 0.69 0.66 0.81 0.76 0.75 0.83 0.79 0.78
Random Forest 0.58 0.62 0.60 0.79 0.77 0.75 0.82 0.78 0.77
K Star 0.63 0.62 0.60 0.73 0.64 0.62 0.80 0.73 0.72
ZeroR 0.50 0.54 0.38 0.50 0.54 0.38 0.50 0.54 0.38

Table6 shows that the demographlgased model returned the best CA of 69%, AUC of
0.68, and F1 score of 0.66. Thleoneotypebased model yielded a better classification
performance and the best CA wa&7%, AUC was 0.81, and F1 was 0.75. While the
demographic features contained some predictive power, we observe fthaheotypic

models considerably outperform demographic models.
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It is also clear that thephoneotypic model outperformed the Zer®® model. The
phoneotypianodel performed 62% better than the ZeRomodel in terms of AUC, 42.6%
better in terms of CA, and 97.4% better in terms of F1.

We also considered the cases where the demographic data may be available to the phone
app. In such a case, tleombined model (demography phoneotypedata) yielded an

even higher performance with a CA of 79%, AUC of 0.83, and F1 of 0.78.

Hence, we note that a phorkeatures based model beats baseline majority classification
and also goes beyond static demograpte&scriptors (e.g. age, gender, education) for
predicting trust propensities. This underscores the potential for using pihased
(phoneotypi¢ features to build automatic classifiers for individual trust propensities. One
way to interpret these results ihat having mobile sensing data for 10 weeks may allow
for the creation of a detailed model for personal behavior based on the aforementioned
idea of phone behavior being akin to a vast psychological questionnaire, being constantly
filled out[7].

2.4.3.FAIRSTARRK Fair Approach to Model Trust Propensity

To fairly predict trust propensity, we have identifiecetfollowing characteristics forfair
method to use. First, it should not use demographic attributes to make predictions. Next,
it should be amenable to small datasets. Hence, we choose to undertake validation based
on leaveone-out crossvalidation, which tries to balance the learning oppanities with

the testing rigor. Lastly, we use balanced stratified sampling to make sure we get a
random but equal number of instances of each considered demographic group (e.g. men,

women) to maintain fairness of representation at the input lej&l0]. Also, we use
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multiple decision trees that will form a random forest as classifiers for random forests are

good at reducing bigd.11].

A Dataset
N Rows (Instances)
M Men (Majority Class) and W Women (Minority Class)

Training Set = N - 1 Instances
Test Set = 1 Instance

Repeat N times, so we can use all Instances as Test Sets (l\

Undersample Training Set randomly = W - 1 Men and W - 1 Women

N

Test on X* Decision Trees (* Any Odd No. > 4) :/
(Classification is Based on Majority Voting)

Figure2. Flowchart Explaining Our MethotFAIRSTART)

FAIRSTAR{Faimessaware stratified random fores) is designed as followsgiven a
dataset with N instances (rows), M of which belongs to the majority class of the
sensitive attribute (men here), and W of which belongs to the minority class of the
sensitive attribute (women here), we split the dataset into-(l instances for tining

and we leave 1 instance for testing (the ultimate goal is to do a leaeeut cross
validation). Then, we undersample the training set randomly to have equal number (W
1) for the two classes. Next, we pass the set to X* decision trees forficlatssn (* any

odd number of decision tress greater than 4 to facilitate the majority voting process);
the X decision trees collectively form a random forest whose final classification result is
based on majority voting. We repeat this process N timesiake sure that we use all N
instances in the test setBigure?2 illustrates the proposed method.

In thissection we concentrate on fair classification (predictiaf)trust propensity using
mobile phone metadata related to gender discrimination whether or not men and women

are equally and justly treated. To quantify fairnes® use two weHaccepted fairness
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RSTAYAGAZ2Y A O02YY2yf & dza QiRsimilay to the datasgtithdtd Of | 3
equal opportunityand demographic paritf112], [113] Demographic parityequires that
a binary decision (e.g. trust propensity class) must be independent of the protected
(sensitive attribute (e.g. gender). In other words (ifis a binary decisio®™ Tip , and a
binary protected attributed ¥ Tip , we want to satisfy the following condition:
O@ psd mM 0@ psdé p8

In a binary decisio®™ Tip , Equal opportunityprefers one outcome&d p (e.g. high
trust propensity) and mandates natiscrimination merely to it. In other words, we want
to satisfy the following condition:

O@ psd mHd p 0@ psdé phd p8
Demographic parityequires the selection of at least 80% of any gender of#te for the
gender with the highest rate, whilkequal opportunityhelps in fixingtwowell Y2 gy Dbl g &
with demographic parity112], [113]
We used Scikiearn[114]to build the models based on the proposed method. We built
two models: a baseline model and a FAIRSTART model. The FAIRSTART model is based on
our proposed method as explainedrlier (with 11 decision &es). The baseline model is
based on 11 standard ScHaiarn decision trees without any sampling and with leane-
out crossvalidation. We repeated the experiment 10 times to obtain stable averages for
results.
Table7a K2ga GKFG GKS o0lFlaStAyS Y2RSt Qa 1aOOdzNT O

significant difference in the accuracy levels for men (62.50%) and women (74.44%).



Hence, there is indeed moticeable difference in the performance of the classifier for

different demographic groups.
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Table7. Average Resultsf PredictingTrust Propensity UsinGAIRSTART Model

Model Total Accuracy Accuracy Equal Parity
Accuracy Men Women Oppottunity Difference
Baseline 66.80 62.50 74.44 0.26 0.07
FAIRSTAR] 75.60 72.81 80.56 0.18 0.04
¢CKS LINRPLR2ASR C!Lw{¢!we¢ Y2RStQa I OOdz2NI O& Aa

relative terms than the baseline model while being fairebbiter satisfying both fairness
definitions (less is better)Statistical comparison was undertaken usitwo-tailed
unpaired ttests (at alpha= 0.05 level) suggesting that farcukacy, AccuracyMen,
AccuracyWomen, and Equal Opportunity the FAIRSTART deb was statistically
significantly better than the baseline model. At the same time, the change in the Parity
Difference was not statistically significant (it is partially significant in aaitesl unpaired
t-test (at alpha= @0 level). Neverthelessit still followed a trend of improvement using
FAIRSTART modeimpared to the baseline model.
2.4.4. Behavioral Features Associated with Trust Propensity

SAARS& ONBFGAY3 Fdzi2YIFGSR YSGK2Ra FT2NJ ARS)
one of the goals of thisvork is to understand the socimobile behavior of individuals
with different propensities to trust. Thus, we undertoolpasthoct S | NsEdtrglaiion
analysis between trust propensity scores and gi®neotypidfeatures. In the interest of

space, we only report the correlations that were found to be (at least marginally i.e.,

p<0.10) significant iable8.
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Table8. Correlation between Phondased Features andirustPropensity.(** 0.01, * 0.05,° 0.10).

Feature t SFNER2Yy Qa | p-value
Social Activity (Call) +0.237 0.097
Strong Tie Engagement Ratio (Ce +0.249 0.081
Weekday Weekend Ratio (Call) +0.371 0.008
Gyradius -0.27° 0.057
Percent Time Third Place -0.252 0.078

We note that people who have high trust propensity tend to be more so@atiye, yet

tend to limit or concentrate their social activities both spatially and temporally. For

instance, individuals with higher trust propensity tend to call more often +0.237).

This can be understood as trust propensity being associated withthyesocial

relationships and higher call activity captures such behd2if; [32]

Next, we notice that individuals with higher trust propensity tend to have higher

preference forconcentratingsocial activities in multiple ways. First, they show a marked

preF SNBY OS F2NJ Sy3l3IAy3a Ay

LIK2y S OF ff a

g A 0K

equitably with all contactsré +0.249). The notion of concentrating social activities

continues temporally and we notice that the individuals with higher trust propgnsi

tend to concentrate their calling more over the weekdays as opposed to spreading it

evenly across all days of the alef= +0.371).

This aspect of concentrating activities becomes even more prominent when we consider

their spatial trajectoriesindividuals with higher trust propensity tend to have a smaller

gyradius (= -0.271) and spend less time at even their tHiagorite place 1= -0.252),

presumably preferring to spend time at their top two favorite locations. One way to

interpret these resilts is that those who travel further and frequently tend to have
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limited chances to build strong ties and the lack of strong ties has been associated with

a lower trust propensity in the pa§t15].

2.5. Discussion

The first research question (RQ1) for thisrk was: Do longerm phoneuse patterns

KIS a2YS aa20AlGdA2ya gAGK Yy AYRAGARdzZ £ Q
¢CKS tSINBR2YyQa O2NNBftlF A2y lylfteara Ay (KS
phoned I aSR TSI GdzZNBa | NB O2NNBf I (§.RVe adticeK |y .
that the individual effect sizes are small and theglues for multiple of the associations

are considered marginally significant. We acknowledge this as a limitation of the sample

size (50 participants), but our confidence is increaseddmsidering that many of the

same features show up to be prominent in the features selectedAfySQegression

and those selected by the classification algorithms.

Hence, while further testing on individual features is needed as part of the future work,

the exploratory work here suggests multiple associations between trust propensity and
phonebased social behavior.

The individual associations found can also be connected with the literature connecting

trust and social relationships. First, the findings ssjgthat trust propensity builds

Y2NB 2y aaidNRy3a GASa94] Whild) Kighelsotisl aoyivityass S| 1 G
positively associated with trust propensity, it was also found to grow in concentrated

(social, spatial, temporal) accumulation of such connections. Presumably, repeated

a20AFf AYUOUSNIOGA2ya 6AGK FFEYAEAIFIN BFOSa |
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conducive for developing trust propensities. Conversely, it is possible that those with
higher trust propensities tend to build and focus on a small number of relationships.
According to the social identity and selitegorization theories, groupased
stereotypes olin-group favoringoehaviors might explain how an individual trusts
strangers[116]. While individuals normally have good expectations on strangers (out
group members), they anticipate a better treatment when it comes tegnoup
members (ingroup favoritisn) which eventually transforms into a greater trust
propensity to an irgroup, not an owgroup member{116]c[118]. Constant interactions

with such ingroup members may result in a longerm internalization of this trust
propensity. All of these aspects are associated with the positive association observed
between concentratig social activities socially and geographicalyand a higher trust
propensity.

The relational uncertainty theory (RUT), which studies the degree of confidence people
have in their perceptions of involvement within interpersonal relationshid®] gives

yet another perspective to understand the resullt suggests that trust in long distance
relationships is negatively associated with relatiomatertainty and reducing
uncertainty via constant communication (Social Activity (Call), Strong Tie Engagement
Ratio) might be positively associated with gtibuilding. While RUT has mostly been
studied in terms of face to face interactions in the past, the current results suggest that
similar relationships might hold over phone interactions too.

The second research question (RQ2) forviloik was: Can a mehine learning algorithm

be used to automatically infer individual trust propensity based on phone metadata?
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The three types of analysis adopted in thigrk (regression analysis, correlation
analysis, and the classification models) suggest that macheraifegy and in general
analytics approaches can indeed be used to infer individual trust propensity based on
phone metadata to a large extent. The regression analysis can estimate the individual
trust propensities with high correlation @4) and within amargin of #.711 over a

range of 40 to 97. Complementing phone features with demographic data, where
available, could yield even better performance. For instance, the classification analysis
yielded up to79% accuracy (AUCE83; F1=078) based on such modtke

Given the modest sample size, we concentrate on finding general patterns and trends
over the three analysis techniques here. We can see a consistency in the results across
the three analysis methods suggesting that seniobile signals as observed aghone
(phoneotypg could indeed be used to infer trust propensity of an individual to a
reasonable extent.

The third research question (RQ3) was: Can a machine learning model be fair in inferring
trust propensity?

¢KS LINRLRAaSR C! Lw{was 7B60%Y08 &&dj@.43.17%etdeNih O &
relative terms than the baseline model whose accunaeg 66.80% while being fairer by
better satisfying both fairness definitions: Equal Opportunity dparity Difference
Further, therewas a significant difference in the accuracy levels for men (62.50%) and
women (74.44%)Therefore there is indeed a noticeable difference in the performance of

the classifier fodifferent demographic groups.
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One unexpected observation in the results was thghbr accuracy for women (the
minority class for the sensitive attribute) despite there beingrenlearning instances for
men. This findingooints to the difference between less raw data and fewer learning
instances, which would be important for fairnessaae app designers working in similar
areas. One of the important discussion pasint fairness aware machine learning is the
idea that the prediction quality is often worse for the demographic minorities because the
datasets contain lesser instances obpk with those attributes. Hence, techniques like
data augmentation- creating artificial samples for the minority classhave been
proposed to counter this issugl20]. However, such an approach confountisver
instances with lesser information about thgitoupof individuals

In realitymining scenarios, since many raw data points are processed into one attribute
for a person, sometimes the individuals in the minodgmographicclass may actually
have betterquality of data Forexample in the considered dataset heromen form the
demographic minority (18 out of 50 peoplajeverthelesswomen record higher number

of phone callsSMSmessages, and unique GPS locations compared toasgmesented

in Tablel. Hence, it would not be surprising to findathAccuracjWwwomento be more
accuratethan AccuracyMen as presented ifable7.

This differelce between demographicminority classand lesser learning data condition
could shape interesting methodological and ideological discussion in the Roemdrc
computing. In pdicular, we would expect the notions of minority class to expand to
include those with lesser supporting raw data or even the social characteristics of the

individuals like less social activity, or introversion, or lesser familiarity with technology.
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2.5.1. Privacy of User Data and Ethical Considerations

All data used in this study were hashed and anonymized as discussed in the study
design. The permissions needed for the study (call I8§4Slogs, location logs, and
phone identifier information) were dggned to be significantly lesser than those
typically adopted by popular apps. Lastly, the participation in the study was on a
voluntarybasis,and the participants could drop out at any time.

We also note the ethical concerns surrounding assigning @imidtual a score based on
their propensity to trust. While such scores could be used by an individual to receive
recommendations for privacy, social networking, and mobile commerce applications,
they could also be used by commercial and other organizatomsfer individual trust
propensities. Similar concerns have been raised about the traditipaper survey
based methods administered by any organization, and also newer automated
techniques that use social media and phone data to assign healthbemet, or similar
GadzZAa Gl oAt AGeé¢ [@ANDRINERE ofisBunnhy &vAyArbrR gorfirg such
results, or shrouding such research in secrecy, we adopt the approach of raising
awareness about these new possibilities and informing pibécy debate surrounding
them.

2.5.2. Limitations

This study has soenlimitations. First, we acknowledge that the analysis in this work
focused only on correlations and it does not imply causation. Next, the homogeneity of

the sample (most of the participants were undergraduate students from the same



39

university) stops usrém generalizing the findings to larger populations, yet the
homogeneity permits isolating soecimobile behavior as a predictor.

From a methodological perspective, we note the multiple comparisons undertaken in
the correlation analysis. While such mulpl O2 YL NA a2y a | NB 2F4GSy
Bonferroni or BonferronHolm correction to maintain the confidence in the associations
found, we do not do so in this wollecause the analysis undertaken hergasthocand
intended tohelp interpretthe observed prediction results rather than being prescriptive

in its own right. Similarly, we acknowledge the issues associated with the use of a
relativelylarge number (24) of possibly collinear features in regression given the modest
sample size (50)Vhile this makes the interpretation of individual feature coefficients
RATTAOdzf G averdgécSrelafignR&feat 6838 for phoneotype(respectively
0.544 for phoneotype+ demography) remain interpretable, especially given the use of
LASSQegression, which is purposely designed to handle such scend0@3

While we consider the results in this work to be exploratory, the results from the
regression analysis, correlation analysis, and the classification models point to a
common theme that there are indeed interconnections between phbased
behaviagal features and individual trust propensities. These results motivate further
work in this direction to expand the understanding of the associations between-socio
mobile behavioral data and trust propensity.

2.5.3. Implications

With further validation, his line of research could have multiple implications for

individuals as well as the society.
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We suggest the use of such methodologies to be based otinofthe participants who
opt-in to such automated trust propensity scoring apps could get better cugin
recommendations for privacy, security, social networking, news, and mobile commerce
applications. For instance, [h22], the authors found that the propensity to trust is an
antecedent of the attitudes of mobile users toward-app alvertisements. Similarly,
understanding trust propensity is likely to be the most relevant trust antecedent in
contexts involving unfamiliar actof8]. This is important to understand societal changes
as well as emerging soeiechnical contexts like the sharing econofig3]. Generally,

the suggested phonbased method here could open ways to better model human
beings based on ubiquitous sensing.

At a societal level, such applications abudlleviate the need to run costly annual
surveys to access theust-baseda & G 40S 2F (G KS yn[26] Bsfead, | & LIN
automated methods could be used to create a e nationwide trust propensity
census and make it part of the public policy and decision making process. Further, an
FoAfAGe (2 aiddzRe (GKS LKSyYy2YSy2y nanfics @NHza i |
scale could substantially advance the literature in multiple fields (e.g. economics,
psychology, management) that study trust and trust propensity. For instance, this
approach could help the researchers in many fields to ask research questainsete
simply not feasible in labased settings (e.g. contagion in trust propensities across
networks of millions of individuals).

Mobile appstoday mediate multiple human functions ranging from mental health

prediction to access to bettejobs friends, and information.For instance, ACLU has
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recently sued Facebook for showing ads for technical jobs to younger men than other
demographicq124]. We can expect similar issues to become even more important in

areas like trust, which mediate processes like rentihgouses, cars, and servicétence,

approaches for making them fair@re important for the humancentered computing

research. This work identifies some of the characteristics which are important for a family

of applications in humagentered reality ming and defines a new socidience

literature grounded approach for making the algorithms faifnis work hence argues a

OFL&S F2NJ SELI YRAY3I (GKS RA ADBHmidcude yhe design & G £ dz

of machine learning algorithms in humaentered machine learning.
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Chapter3

Modeling Altruism PropensityUsing Supervised and Unsupervisbthchinelearning
3.1. Introduction

In thiswork, we define altruism as any act (or behavior) one doetheit own expense
that tends to enhance others wddeing[8]. There hag been multiple efforts aimed at
GNBAY3 G2 SEAOAG Yy AYRAQDGARZ f QA[S,LUMMR LISY & A i
However, previous works have generally focused on traits that could be simply observed
(e.g., gender, ethnicity, age) or elicited in a small period in lab settengs via surveys
and games).

Lately mobile phones along with sensbased data have been used by scientists to
construct rich and individualized models of human behavior in social, spatial, and
temporal settings and link them to depression, happiness evaluations, and school GPA
(Grack Point Average)30], [68], [126] This progress motivatastilizing phone-based
models for predicting altruism too. Such a phofased method, if successful at
predicting altruismpropensity may offer a lowcost, faster, scalable, and automatic
process for making insights into altruism levels of billions of ugetse big data era

Hence, in this work, we systematically identify thgsociationsdetween phonebased
behavioralindicatorsand altruism and quantify the predictive power of sysérsonal
bigRFcGF Ay AYFSNNAY3I | LISNA2YQa LINRBLISyaadae i
Themain contributions of thiswork are three-fold:
(1) To motivate and ground the usage of phabased features for inferring altruism

propensity



43

(2) To identify the associations between leiigS NI a Ay  (odnbilependviare & 2 OA
andaltruismpropensit; and

(3) Todefinel  YIF OKAYS € SFENYyAy3a Y2RSt GKIFG Fdzi2Yl
to be altruistic.

In this chapter conversely to the previous onee dza S-a $ 1 y a[®23]é(an
unsupervised machine learning algorithm) to group the participants into naturally
occurring clusters/categories based on their altruism score before evaluating phone
data-based models to infer the right altruism category for individuals insteaa spit
around the medianas such amedian splitting method has limitations in terms of its
ability to capture the underlying dynamics of the data due to the arbitrary split point
selection. In other words, median split is variabléented, not peopleoriented [128]g

[130].

3.2. Rutgers Welbeing Study (Altruism)

We study the interconnections between altruism and phdrased features on the data
collected as part of the Rutgers Wbking Study. This study was a teeek field and

lab study conducted in Spring 2015 including 55 participants, most of whom were
undergraduate students from Rutgers, The State University of New Jersey.

Initially, all participants were invited to sign a consent agreement to participate in the
study and instalan Android mobileapp. The mobileapp could record their call, SMS,
and GPS lys not content The participants were requested to be presenpgrson for
three sessions where they filled out a number of surveys concerning their health, well

being, altruism, and some demographics. There was a compensation of $20, $30, and
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$50 for atending the sessionsAn approach of increasing the compensation for each
session was adopted in an effort to reduce the dropout rate over thenerek period of

the study.We use here the altruism and demographics surveysheir relevance to

this work.

t F NODAOALI yiaQ LINAGFOe gl a |y dziyY2ad LINR 2 N
used to recognize the participantdlso, the dataset was hashed before analy$ise
participation in the study was voluntary and the participants could withdraw from the

study at any time. All staff who handled the data in this study were trained and certified

in human subject research.

¢CKS LI NILAOALIYGEAQ 3ISa&a GFENASR FTNRY My (2 H
women. Most of the participants were single and theRe 'y 2F GKSANI Tl YA
ranges between US $50,000 to $74,999. Altruism propiessitendencie$ were

guantified usinga survey (details follow), whereas the phehased features have been

attained from an app installed in their Android mobile phen&he app was developed

dzaAAy 3 GKS & Cdzy ¥ [7A]lyWe ldecided ot to uplbidd 1iS d@pp JG00gle

Play Store to make sutbat no one beside the participants has an access to the app or

its data. The goal of thiwork is to test the feasibility oéventuallyreplacing such kitab

surveys with automated phonbased methods.

The 55 participants made a total of 28,132 calls with an average of about 511 and a
median of 312 calls per participanh@ exchanged 187,720 SMS messages with an
average of 3,413 approximately and a median of 2,423 per participant, and visited

14,905 uniqgue locations with an average of 271 and a median of 284 per participant



during the period of the study (10 week3)able9 gives a summary of the total, mean,

and median for calls, SMS, and locations.

Table9. Summary of Calls, SMS, and Locationghiis Work.

Feature Total | Mean | Median
Calls 28,132 | 511 312
SMS 187,720| 3,413 | 2423
Unique Locations 14,905 | 271 284
3.2.1. Altruism Descriptor
In thiswork, we decided to use awelly 2 6y & dzNIS @

NB LJ2 NI ! f {(9RBPy &oshtdn €dl. fLR]EThe survey has 20 questions whose

NBalLlyaSa a0Ff SR FNRY dnmiive poiiS dthle. Px@nipes/of

g2
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Y S|-3adzNB

A

g2

the questions area L Kl @S 3 A GBSy &Y 2-yWhHave goited but aOdietk'BIRA G &

error (in a bank, at the supermarket) in umdearging me for an iteé[131]. Besides
the widespread adoption of the survey (ov@00 citations as per Google Scholar), we
chose this survey as the nature of these questions is not restricted to a specific context

and the results could be interpreted in a widariety of everyday applicationdlso, SRA

has anadequate validity correlations with related measur@sd ahigh reliabilityof =

0.80[132].

Since the survey has 20 questions worth 5 points each, the maximum theoretical
altruism score is 100. In the considersdmple, the maximum is found to be 95, the

minimum is 31, the median is 50, and the mean is 54.07 as showabia10.

Table10. Summary of AltruisnPropensityScores

Minimum

Maximum | Median

Mean

31

95

50

54.07
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3.2.2. Demographic Descriptors

The participants were surveyed about their demography. We collected the following
information: age, gender, marital status, race, level ofi@tion (school), and level of
FLYAfE@Qa AyO2YSo

3.3. Mobile Phone Data Features

¢2 O02YS dzLJ 6AGK | 3I22R NBLIN®EIS gehaviorinvey 2 F
surveyed the related literature which focuses on connecting phone behavior with
individual kehaviors and social outcomes (e[80], [36], [39], [55). For examplesocial

capital as a concept is connected with both phone use behgv#jrand altruism [51].

Social capital often comes in two variants: bridging and bon{4id Hence, e link the
O2yOSLJia 2F Sl FyYyR aiNRy3I GASA G2 ONARIA
propensity to altruism[23], [93], [94] We use call and SMS logs to represent the
FSIFGdzNBa GKFG OF NNB daz2O0Al f GNFAdag 0O2yO0
interconnectiong133]. We, also, consider location logs (physical movements) as a proxy

of social behawar for it has been used previously to comprehend human social
behaviorg75] and human social and gexpatial behavior are inherently connected with

each otherf74].

Based on the Call, SMS, location data collected from the app, we define the following
set of features:

3.3.1. Level of Social Activity

Level of Social Activity represents the activity of a wseobtainedthrough counting

exchanged phone calls, messages, and unique visited locations. A higher count of social
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activity level suggests an active user. The visited locations were updatedy Hourl
ortlyOS o06Si¢SSy 3ISGadAYy3a 'y ARSI I aheidzi GKS
phonegbattery life. To avoid getting the same amount of locations per participant (24
locations/day), wefocus onunique locations.The location data were gained from a
Y20AfS LK2ySQa Dt { | & atfolrih decimalzRPothtresdlidion,3 A (i dzR ¢
which roughly corresponds to 10m by 10m blofX3], [89] We are not only considering
the total amount of calls, but also thtal durationsof such calldecausethey are
related to social activity We assume that a person who makes or receives (1/O)
numerouslong calls may have more social life and thgy be associated witheing
more altruistic[8]. Thus, weconsiderthe following features:
Social Activity (Call, SMS, Location)8! AOEOE OU
47 A OOAOBHEIANTTI AATT O
3.3.2. Diversity (Calls, SMS, Location)
We are notmerely consideringjuantifying calls, SMS meages, unique locations, but
also the diversity (measured as Shannon Entropy) for each one of them, asasuch
diversity metric has been reported to be associated wwiariouspersonal welbeing
outcomes and personality trai{§9], [90]
Diversity (Call, SMS, Location):
$ BBl I B
WherepjA & GKS LISNOSy il 3S 2F &axONIIR @Y 20 GA yI

is the total number of such contacts.
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3.3.3. Novelty (Call, SMS, Location)

The growth of networks plays an important role in social capifall]. Hence, wealsq
O2yaARSNI aySg O2ydal Oda¢eg GKIFIG NS y20 LINB:
collection period.This feature quantifies how much time uses devote to their new

contacts as comparet their frequent contacts.

Novelty (Call, SMS,ocation):

. .. . .. B_A%#T1 OAAOO
0AOARANXI 1 OAAEQQME\H

3.3.4. Reciprocity (Call, SMS)

Besidesthe frequency of communication, the ease with which coomeation is
O2yRdzOGSR A& Fftaz2 Iy AYLRNILFY(G LINHp@eNLe 27T
approachability ofndividualsto be associated with theicivic participationand social

capital levels[54]. Such social capital levels have been associated with altif$mn

Hence we computethe ratio of incoming to outgoing calesnd SMS text messages and

also the percentage of missed calls as follows.

In Out Ratio (Call, SMS):

) T AT IAETT ¢ O1 EAAOEODI
) 125 OOCKETN ¢ O EAAOEDI
[ EQOAA AALIT O

CEOOAA #Al 1 b KBAR HO Al
3.3.5. Strongand WeakTiesEngagemenRatio (Call, SMS, Location)
It is anticipated that a person would devote at least 33%heir time with their top
GKANR O2yialOtad bSOSNIKSESaa>s | KAIKSNI ac

preference to pointedly engage more with strong ties rather than spreading the
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communication effort more equally among all ties. We were inspired by prior studies

linking strength of ties and altruisiii34], [92] and conjecture that the relative spread

(or concentration) of communication with such strong tiesmda I LINSRA Ol 2 NJ
propensityto be altruistic.

STR 2 - 8p T

B -

WTR = 8pmm

3.3.6. Temporal RhythmgCall, SMS,.ocation

Prior literature has connectednimal rhythms and circadian cycles and altruig].

The OKI NI OGSNAT I GA2Yy  2chrondyper-Titge Ni@hgleticy forytReh JA R dzl
individual to sleep at a particular time during a-Bdur period - colloquially
GY2NYAYy3IAySaasé 2N aS@SyAy3aySaats KI & 0SSy
Machiavellianisni83]. When we asked some of the participants (Mastudents) about

their daily activities, times when they become productive, and times when they tend to

LX & 2N af SSLJ oNBfFTEUVLXE 6S F2dzyR (KIFiG G§KSNB
LY G2 y LIYT aNBtlLE¢ adGFLdS FNRY y LY G2 vy |

B#ABIB I AAGERIOI ACAADOAI
B#ABIB T AAQERDAT ARGy Al

We added another layer of characterization for the abovementioned two states of the
daily activity ratio (productive and relaxed) to get more insights out of th@sadian
rhythms by quantifying the weekdays (Monday to Friday) to weekends (Saturday and

Sunday) communication (Call, SMS) ratio.
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B#AB I EXAAEAAUO
[

B#AB}l ExAAEAT AO

Tablell summarizes all théN=24)phoneotypid.e. phonebased behavioral features in

this work.
Table1ll. Summary ofPhoneotypicFeatures irthis Work.
Feature Definition
Social Activity(CalII,ASI,\/IS, !_oAca‘tion)
Level of Social Activity B! AOEOEOU

47 A ODOAOBUBEISMAINTT AAT 1
Diversity (Call, SMS, Location):

Novelty (Call, SMS, Location):
Novelty Percent New Contacts:-BB—B p T
)/ 2) I Al IAEII € Ol EAIAOEO |
Reciprocity /I OOCAEIN € Ol EAAROEOI

EOOAA #AI |49§§¢8%—£\1—<A A4
i AR

STR 8pmm

Strong and Weak Ties Engagement Ra 5 B
WTR 8pmm
B#AB IR I AA®|ELZ\BO| AOAADODI
B#ABIRB T AARERDAT ARG A |
B#AB1 EXAAEAAUO
B#AB 1 EXAAEAT AO

TemporalRhythms

3.4. Results

Multiple applications vary in their requirements of eithestimatingan exact numeric
for altruism scorge.g. for studying altruism levels in social science studiesjorking
with broader classifications of altruism scofe.g. for suggesting different default
preferences for bandwidth sharingience, we consler both types of applications by

undertaking linear regression and classification analyses as follows.
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3.4.1. Building a Regression Model féltruism

We first consider predictingltruismlevel as a regression problem; that is, predicting an
outcome vaiable (i.e.,altruismlevel) from a set of input predictors (i.e., phchased
features). We use the LASSO(Least Absolute Shrinkage and Selection Operator)
regression approach to undertake thpocess[102]. It has been applied in similar
contexts (in terms of sample size, number of features, and applicatiorfént human
centered/ubiquitous computing researd®8], [54] Similarly, followind68], [54] we
assess the regression models using the metrics of correlation sg@®geen predicted
and actual outcome ariableg, the Root Mean Square Error (RMSE), and the Mean
Absolute Error (MAE). While a higher correlation (closer to 1) suggests a higher
predictive ability of the considerethodels smaller RMSE and MAE are preferred as
they show that the predictions arcloser to the ground trutlltruism survey

We ran and tested three different regressianodels: one with the demographic
features only, another one with th@honeotypic(phonebased)features only, and a
third one with a combination of both types of feaes. All demography features were
found to be significant (@e, Gender,Shool,Raceand Incomg in the demography only
Y2RSt SEOS Liiphahentypitieaiures wer® found tb be significant (except
Weak Ties (Location)n the phoneotypeonly madel. Finally, all demography and
phoneotypefeatures were significant (exceph Out ratio (Call), Weak Ties (Location),
and Race) in the combined moddlhe implementation was undertaken using R.B.
[103] and itsLars 1.2package104]. Tablel1l2 presents he results for the ealuation in

terms ofthe three metrics considered
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Table12. Modeling Altruism Using Different Regression Models

Model Type Correlation | RMSE| MAE

Demography Only 0.33 14.69 | 11.67
PhoneotypeOnly 0.75 10.26| 7.99

Both 0.81 9.18 | 7.24

The demography based model obtained a correlatiof.88 between the predicted and

actual altruism values and RMSE and MAE scores of 14.69 and 11.67 respédirely.

low - but significant- scors T2 NJ 4§ KS o Bfg2 YRIRSK& AYRAOI GS

demographic featurecanexplainsome (but not a lot) ofariance in thealtruismlevels.
Phonebased model performed much better with a correlation score of 0.75
(RMSE=10.26; MAE=7.99).

The combined model usinghoneotypeand demography features performed the best in
terms of all three metrics and the predicted altruism was found to have 0.81 correlation
with the actual altruism scores (RMSE=9.18; MAE=7.24\1A%of 7.24impliesthat the
predictions are within Z.24 of he absolute value of thaltruismscoresobtained by the
survey (ground truth)Sincethe altruismscoresobtained by the surveyary between 31

and 95 as shown inTable 10, ranges of *7.24 can reflect a quite reasonable
approximation.

Also, we see that thehoneotypeY 2 RSt phogeBtypeb RSY2 IANI LIK@ ¢
models yield considerably better models than the demograpbaged model. However,
the demographic features we useful in increasing the correlation score for the

phoneotypic model, thus suggesting thaphoneotypic features and demography
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features are not merely proxies for each other, but rather add newer information when
combined.

3.4.2. Building a Prdictive Qassification Model for AltruisnPropensity

We aim to build and test a classification model capable of predicting altruistic
propensities. The literature suggests various methtom€luster (group or categorize)

such data, includingtandard median splitand extreme group analysj$29]. Standard

median splits dichotomize contimdzd @+ NA I 6f Sa Ay d2 (62 3INERdz.
GKFYy GKS YSRALY @FftdzS opno 27F thekniediaRbsi | y R
we have done irthe previouschapter. However, such median splits leimitations in

the sense they are often unable to capture the underlying dynamics of the observed
phenomena because they are variatleented and not peopleriented [128]¢[130].

Hence, in thishaptez ¢S I NB 3I2Ay3 (2 dzaS dadzy & dzLISNIJA a
the participants into naturally occurring groups based on their altruism scores.
Specifically, we usk-Means++127] clustering algorithm tdind the optimal clusters.
Thealgorithm is initialized by choosing tliest center randomly Then, thesucceeding

centersare selected from the remaining poinbgsed on thesquared distance from the

closest center. We rathe algorithmten timeswith 300 maxinum iterations per each

algorithm run.An important consideration for-KMeans++ algorithm is the choice of the

number of clusters (k) to be used by the algorithm. Literature suggests multiple
methods including:6Silhouette scores dBayesian Information Criteria (BéC)and

GSt ¥BdK2RE T2NJ ARSYUATEAY®DSLGKS NARIKG ydzyoe S
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Here, we considered two different methods (Silhouette scores and BIC) for this process.
Silhouettescores (higher score is bettespmparethe average distance to elements in

the samecluster with the average distance to elements in other clus{@@8]. We
implemented thisprocedure inR 34.1 [103] and itspackage ClusterR 1.0[636]. We

found that the best k equals two as shown Riigure3. This method generated two

clusters, one of which contains the altruism scores 31 to 58 (N=36 participants), second

of which contains the rest of the scores (6096) (N=19 participants). For the ease of
AYOGSNIINBGFGA2YyS 6S NBFSN G2 (GKS&AS 3INRdAzZLIA |

respectively.

060 = 058
055 T R e
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Figure3: Optimal Number of Clusters fok-Means++HSilhouette Score).

Using the BlCriteria (lower score is better) with the same ClusterR package to identify
the optimal number ofclusters fork-Means++, however, suggested the optimal number
of clustesto be three. (Please refer teigure4). The first identified cluster contains the
altruism scores from 31 to 45 (N=17 participants), second cluster contains the altruism
scores 46 to 62 (N=24 participants), and the third clustertains the rest of the scores

(65 to 95) (N=14 participants).
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Figure4. Optimal Number of Clusters fak-Means++BIQ.
We used Orange3.6.0 [108], [137]to build the models which could automatically

ARSYyGATe GKS I f (NUANPrdzLI NIFGgmByidlS @13 & @& KA (ODNHzZA- ;
individual belongs to. We built 3 types of models based on k=2: one with the
demographic features onlygnother one with thephoneotypideatures only, and a third

one with a combination of both types of features. We used information gain (reduction

of entropy) [108] to rank the best subset of the (2ghoneotype+ 6 demography)

features described in the preceding sectidfor optimal feature subset selectipwe

first ranked all the features based on information g4i®8]. Then we considered

modes of up to ten features (a third of the available pool) wherein each model was the
02ttt SOUA2Y 27F ( 2theran@41, M)SThé auidalSubseyds tt@ ofed A Y
with highest performance amongst the considered models. The resulting feattsers

each of the caseis shown inTablel3.

Tablel3. Featureslectedfor VariousPrediction Models(k=2)

Demography Income, SchodlLevel of Education)
Only

t K2y Shyd ¢2d0r €t /1Fff 5dz2N»GA2yX araaSR /Ftf t
2 6 K ¢2d01t /1ff 5dz2N»GA2YyZ LyO2YS: araaSR
' { OK2 2 ¢
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The abovementioned features were used to test out several -kedlvn machine
learning algorithms for classificatioBpecificallywe used Naive Bayes, Random Forest,
CN2 Rule Induction, Logistic Regression, and kN¥edkest Neighbors) with a leave
one-out cross validation method to balance between the learning opportunities and the
generalizability of results from the data. Also, we used Zer(Constant or Majority)
without any cross validation which simply classifies all the instances into the majority
classas a baseline to facilitate interpreting the resulfable14 offers a comparison of

the results. It is worth noting that AUC stands for (Area Under the Receiver Operating
Characteristic Curve) and CA meangadsification Accuracy)[108]. Moreover, F1
represents the harmonic mean between precision and refH9]. A higher score
(closer to 1) is better in each case and the ZRrscores give a sense of the baseline

expected performance.

Tablel4. Prediction Results for AltruisnievelsUsingDifferent Algorithms(k=2).

Demography Only PhoneotypeOnly Both
AUC CA F1 AUC CA F1 AUC CA F1

Method

NaiveBayes 0.594 0.655 0.486 0.756 | 0.727 | 0.595 0.798 | 0.782 | 0.667

RandomForest 0.594 0.673 0.471 0.664 | 0.636 | 0.375 0.679 | 0.691 | 0.452

CN2 Rule 0.656 0.709 0.429 | 0.508 | 0.618 | 0.276 0.587 | 0.582 | 0.343

LogRegressiory 0.558 0.582 0.303 0.586 | 0.618 | 0.160 0.598 | 0.600 | 0.154

kNN 0.459 0.655 0.000 | 0.719 | 0.782 | 0.667 0.719 | 0.782 | 0.667

ZeroR 0.500 0.655 0.518 | 0.500 | 0.655 | 0.518 0.500 | 0.655 | 0.518

Table 14 shows that the demographigased model returned thébest classification
accuracy (CA) of 70.9%, top AUC of 0.656, and F1 score of 0.4§6ohleetypebased
model generated a better model timathe demography model whose best accuracy is

78.2%, AUC is 0.756, and F1 is 0.667. The best results however were obtained by a
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combined model (demography phoneotypedata) that yielded an accuracy of 78.2%,
AUC of 0.798, and F1 of 0.667.

We repeateda similarprocess of building three predictive models based on k=3. We
found that the best results were obtained when we selected the following features in
each ofthe models as shown ihablel5.

Tablel5. Featureselectedfor VariousPrediction Models (k=3).

Dem(;gl;aphy Income, School (Level of Education), Age

t K2yS2i] aAaaSR /Iff tSNOSydGl3ISs 2SI wrHdAga by
hyt e bS¢g /2yilOGa o{a{uvx 2SI ¢
2 6 K LyO2YS: aAaaSR /Fftf tSNOSyiarasz 2SI
' wlkiA2Y bdzYoSNI 2F bSg [/ 2yial Olta

Tablel6 shows that the demographlgased model returned the greatest accuracy (CA)

of 45.5%, top AUC of 0.577, and F1 score of 0.517.phoaeotypebased model
generated a better model than the demography model whose besueacy is 56.4%,

AUC is 0.777, and F1 is 0.717. The best results were obtained by a combined model
(demography +4phoneotypedata) that yielded an accuracy of 65.5%, AUC of 0.816, and

F1 of 0.760.

Tablel16. Prediction Results for AltruisnhevelsUsingDifferent Algorithms (k=3).

Demography Only PhoneotypeOnly Both
AUC CA F1 AUC CA F1 AUC CA F1

Method

NaiveBayes 0.535 0.273 0.279 | 0.777 | 0.564 | 0.717 | 0.816 | 0.655 | 0.760

RandomForest| 0.519 0.382 0.431 | 0.569 | 0.455 | 0.538 | 0.558 | 0.364 | 0.464

CN2 Rule 0.577 0.455 0.435 | 0.624 | 0.436 | 0.576 | 0.639 | 0.473 | 0.571

LogRegressiony 0.526 0.436 0.517 | 0.414 | 0.255 | 0.393 | 0.528 | 0.491 | 0.566

kNN 0.507 0.418 0.412 | 0.593 | 0.418 | 0.500 | 0.606 | 0.436 | 0.528

ZeroR 0.500 0.436 0.265 | 0.500 | 0.436 | 0.265 | 0.500 | 0.436 | 0.265
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Note that these results in terms of accuracy are lower for the thaag classification
problem compared to the twavay classification problem. However, a threy
classification problem is in general a harder problem tha&n-way classification, and

the much lower baseline (ZeiR) scores may help interpret the performance gain
obtained by the phondased models.

From the aforementioned results, we can clearly observe thladneotypicfeatures
considerably outperform demogphyo I 8 SR 2y S & Ay LINBRAOUGA:
corroborating the findings from the regression analysis. Furtr@milar to the
regression analysighe phoneotypic(i.e., phonebased) behavioral features were not
merely a replacement for demographic features, as the combined models yielded higher
performance as compared to the individual models.

It is also clear that th@honeotypicmodel outperformed the baseline Zef® model. In

the case of k=2, th@honeotypicmodel performed 59.6% better than the baseline
model in terms of AUC, 19.4% better in terms of accuracy, and 28.8% better in terms of
F1 score. In the case of k=3, thkoneotypic model performed 63.2% better than the
baseline model in terms of AUC, 50.2% better in terms of accuracy, and 186.8% better in
terms of F1 score.

Hence, we note that a phonreatures based model beats baseline majority
classification and also goesymand static demographic descriptors (e.g. age, gender,
education, income) for predicting altruism propensities. This underscores the potential
for using phoneébased (orphoreotypic) features to build automatic classifiers for

individual altruism propensi#is. These findings prowd clear evidence of
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interconnections between the mobile features and altruispoopensitiesand also

motivating further work in this direction. In effect, these results pave wayptsonal

big data to expand the understanding dhe associations between soeiobile

behavioral data and altruisipropensities

3.4.3. BehavioralFeatures Associated with AltruisfRropensity

. SaARSa ARSYGATeAy3d dzi2YlIGSR YSiK2Ra T2
propensity levels, one of theogls of this work is to understand the sogrmbile

behavior of individuals with different propensities to be altruistic. Thus, we undertook a
posthoct SI NE2y Qa O2NNBtFdA2y FylfeaAra dzaAy3d L
obtained from the survey ah the phoneotypicfeatures. Note that the correlation

analysis undertakerhere is posthoc and intended to help interpret the observed
predictions,as opposed to being prescriptiveita own right.

In the interest of space, we only report the correlatidghat were found to be (at least
marginally i.e.p<0.10) significant ifTable 17. We note that people who have high
altruismpropensity tend to be more socially actiyest have different usage patterns for

different communication modalities

First individuals with highealtruismpropensity tend to call more ofterr£ +0356). This

can be understood asltruism propensity being associated with healthy social
relationships and higher call activity captures such behgd@piwWe see a similar trend

in terms of new call contactg= +0305). This underscores the importance of constantly
NEBYSegAy3a yR OoNRBIFIRSYAYy3 2ySQa &mRieh Frdm O2y |

a methodological perspective the dynamics of social contacts captured by this feature
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underscore the value of temporal features, which cannot be captured intiome lab

studies studying the phenomena of altruism.

Next, we notice that individals with higheraltruism propensity show a marked
LINSFSNBEYOS F2NJ Sy3ar3aay3a Ay LK2yS OFftfa gAl
equitably with all contactsr€ +0.52). Conversely, they spend less time on calls with

0 KSAN & asS0.282). Hawdvéré thedpatterns of SMS communication seem to be

quite different from phone cab 8 SR 02 YYdzyAOF GA2y ® {a{ Ayl
GASa¢ HSNBE TF2dzyR (2 (5 €.260)J2vihAaltrkistnS Frdm & 442 OA
methodological perspective, these rdmusuggest the value of different modalities of

data to triangulate and predict human traits. From a conceptual perspectiveseth
observations corroborate previous studies which suggest that altruism is -souial

trait associated with higher social migal including both its bridging and bonding
variants[134], [92] The correlation scores for the significant fegdain Tablel7 were

also found significant in LASSO regression as explained earlier.

Tablel7. Correlaton between Phonebased Features andltruism Propensity(** 0.01, * 0.05,° 0.10).

Phoneotypid-eature Ct:orsreliagloﬁ Ség?\gﬁi:)ce
Social Activity Level (Call) 0.356** 0.008
Number of New Contacts (Cal| 0.305* 0.024
Strong Ties (Call) 0.252 0.064
Weak Ties (Call) -0.232 0.089
Weak Ties (SMS) 0.260 0.055

3.5. Discussion
The three forms of analysis implemented in thwsrk (regression analysis, classification
I YR t S kox&@afiofi @rimlysis) suggest that machine learniaigd data analytics

approachesgenerally,can be tilized to infer individualaltruism propensity based on
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phone metadata to asubstantial extent. The regression analysis can estimate the
individualaltruismpropensities with high correlatiord(75) and within a margin of 299

over a range oB1to 95. Accompawing phone features with demographic data, where
available, could yield even better performance. For instance, the classification analysis
yielded up toabout80% accuracy (AUCHB82, F1=0667) based on suchombination of
phoneotypeand demography featuie

Given thesmall sample size, we focusere on exploringgeneral patterns and trends

over the three analysis techniquésegression, classification, and correlatiollye can
observea consistency in the results across the three analygissas well @ the two
variants (k=2 and k=3) for classificatisnggesting that socimobile signals as observed

via a phone ghoneotyp@ could indeed be used to infeaaltruism propensity of an
individual. The resultsO2 Y G NA 6 dzi00 S (2 (GKS INRERYHf {8 & SNRI
to characterize multiple traits of human beinffz3], [54], [68], [69], [71] At the same

time, they motivate further work to study altruism prpensity usingsocicmobile
behavioral data.

3.5.1. Privacy of User Data and Ethical Considerations

To insure and maintain the privacy of the participants, we followed the best practices in
0KS KdzYly adzoeS0GaQ NBaSFNOK (KF{G NXBI dza NB
analysis. Also, no one from the research team under any circumstance had an access t
private data like the exact phone number of a participant or the content of the calls or
SMS messages. The Android app collecting the data requires lesser permissions than

many of the popular apps available at Google Play Store (e.g. WhatsApp, Instagram)
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We also note the moral and ethical considerations in giving a person a score based on
their propensityto be altruistic.History repeats itself;imilar reservations have been
raised up about the conventional paper survey approaches with a similartvajeand
likewise automatic systems which use social media and phone data to give health, well
being, or similar scores to peop[@38]. Rather than waiting for perfect privacy and
ethics guidelines to emerge around these topics, we posit that studies like ours can help
broaden the understanding aroun&tS LINR ALJSOG A& 2F dzaAy 3 & LISNE
personalized sociological profiles of individuals and inform the discussion in the research
community around thenj139].

3.5.2. Limitations

The work in this chapterhas three limitations. (1) homogeneity of the sample
(participants weremostly undergraduate students from the sanestitution), (2) small
sample sizg55) while having largenumber (24) of potentially collineafeatures in
regression analysis, an(B) Inability to establish causality. Bearing in mititese
limitations, we will be cautious ingeneralilng the findingsobtained until they are
verified them at scale over representative sample populatiof® overcome these
limitations, we used LASSOregression whichdeak with such situationsof having
relatively more number of features for a samplg/ing to minimize overfitting by
penalizing theuseof too many feature$102]. Furthermore, we plan to repeat thwork

in the future considering a larger and more diverse sample.

Despite these limitationsto the best ofour knowledge this is the first line of wik to

analyze the link between altruism levels and phor®sed socienobile behavior
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(phoneotypg. The obtained results in thigrst of its kindeffort are thus encouraging,
and have demonstrated the potential personal big datdor predicting altruisn levels

of individuals.

3.5.3. Implications

The results open the doors to a methodology that, with refinements and validation,
could be used at scal&martphones are now actively used by more tham billion
users, and hence the proposed method could potentially be applied to estimate the
altruistic leves for billions of individuals.

In future, this work could also have multiple implications for social scientists,
economists, mobile phone service piders, and policy designers. For example, the
suggested methodology could help social scientists study altruism at scale in the society.
Besides identifying connections between spatial and temporal behavior and altruism, a
scalable methodology to studytalism could allow for asking questiomsgardingthe
spread of altruism in networks of billions of individuals, which are simply not possible
with current survey or lalbased methods.

Similarly, as mobile phones are increasingly used, both, as usepaemd and as
mediatos2 ¥ (G SOKy2f 2383 Y2 R $ilogeysHesadutomalEaliiacdyldQ &
be helpful in supporting various soeiechnical applications under the Internet of
People visionj18]. Such an Internetf-People vision explicitly requires the creation of a

a @ciologicalprofile€ [18] for the participantsand te proposed method for inferring
altruistic propensitesO2dzf R 65 dzaSR=Z F2NJ SEIl YLX S=

preferences in peeto-peer networking, file sharing, or humammputation based
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tasks.Further, with multiple bots negotiating services and conditions for users in the
emerging social Internet of Things scenarios, having such a sociological profile could be
useful to suggest default settings in multiple scenarios, from something as simple as
setingd KS NAIKG NR2Y GSYLISNI GdzZNBE Ay &a&KlF NBR

amount in dinner payments.
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Chapter4

Modeling InterpersonalTrustUsing Deep Learning
4.1. Introduction
LYGSNILISNE2YFf GNHzaG Aa RSTAYSR & dal gAff A
SELISOGEFGA2y & NBIF NRA Y 3[10]. yt FatiliaedlvariddsNsBcby Q& 0
technical systems with many implications affecting personal and societabeiely. The
emerging growth of social networks, ubiquitousnsors, and social internet of things,
ySOSaaAadalrisS dzyRSNEGFIYRAY3a YR Y2RStAy3a 27
with one another for undertaking tasks ranging from mobile commerce to shared
economy transactions. For instance, a person maytwa obtain recommendations
only from somebody they trust, rent out homes only to somebody they trust, or seek
child care services only from somebody they trust. Each of these aspects is already being
mediated by mobile phone apps (e.g. Amazon, AirbnkRabbit, UrbanSitter) and as
the trend is only likely to increase with the emerging internet of things, modeling
interpersonal trust is a critical problem for ubiquitous computing research.
Recently, there has been a tremendous interest in utilizing geakubiquitous data to
automatically infer different attributes about a person or their interpersonal
relationships[23], [84], [140] Multiple recent efforts in particular have focused on
defining deep learning approaches for inferring aspects of an individual using phone and
ubiquitous datg59], [60], [141] We see great potential in this line of work and propose
to extend it based on some wethown insights from the social science literature. These

insights include the concepts of homophily imtds of a feather flock togethegnd
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word of mouth[142]® | 2 Y2 LIKAf & &dzZaA3sSada GKFG Fy AYyRA
be inferred better if we also observe the attributes of their neighbors and maltipl

studies have shown that thevord of mouthi.e. communication with close neighbors is

an important determinant of whom one trusf$42]c[144].

While current deepearning architectures are typically welésigned to handle low level

notions of neighborhood within an entity of interest (e.g. neighboring pixethin an

image or the next Bluetooth reading within a stream), they typically do not consider the
inter-entity notions of neighborhood. While this may be less of an issue when dealing

with intra-entity problems e.g. labeling objects within an image, this becomes an
important limitation in tackling problems related to humaaslationships as they are

almost alvays affected byneighboringrelationships within the same networKo the

best of our knowledge, there has been no previous work in ubiquitous computing
literature that utilizes the data coming from neighboring relationships in a deep

learning architectureto better infer the properties for a target relationshipWhile the

proposed approach will have implications for multiple social inference problems, here

we ground and test it in the context of interpersonal trust prediction where based on
theword of moth NI} G A2y £ ST 2y SQa GNHzad Ay I GFNBSI
bytheNBf I A2y aKAL)I 60SG6SSy 2ySQa ySAIKO2NRER | yi
We implement and test the proposed architecture on the MIT Friends and Family
dataset [71], which contains interpersonal trust scores as well as Call, SMS, and
Bluetooth based social interactions between a community of 130 users for a period of

one year. We apply multiple shallow and deep learning approaches tohmseepased



67

behavioral data (Call, SMS, and Bluetooth) to automatically infer the interpersonal trust
scores between any two members of the community. Based on the analysis, the trends
indicate that:

(a) Adding information about neighbors yields better perfante at inferring
interpersonal trust in both shallow and deep learning approaches.

(b) Deep learning approaches perform better at inferring interpersonal trust than
comparable shallow approaches.

(c) The proposed deep learning architecture, which is aware ofritexaction effects
between neighbors (NADAL) yields higher performance than a baseline feature
concatenation based deep learning {BAN) approach for combining information
coming from neighbors.

Building upon the use of mobile phone metadata, the resupave way for
understanding interpersonal trust at a societal scale and have implications for numerous
applications in the emerging social internet of things (e.g. Uber, TaskRabbit, Meetup) as
well as almost any human task that involves two people tqpeoate with each other.

4.2. MIT Friends and Family Dataset

aL¢ CNASYRa |yR ClIYAf& RFEGFA&ASG 41 & LI NI
framework[71] and surveys to collect data about the lives of 130 individuals (about 64
families) living in a families only housing on campus of a major North American
University. The Funf platform is capable oflecting various types of data though here

we focus on the Call, SMS, and Bluetooth logs as well as the trust surveys that

determine trust ties between the subjecf30].
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To accommodate the various definitions @fust occurring in three important
hypothetical but pertaining to daily life scenarios (wadiing, money, and kinship), the
participants were asked the following three questid8]:

OMU G22dzZ R eRANI KRSt WISNE 2FA O]l ySaaKe

OHU G2 2dzf R @& 2 dhuhddettR A ISINEENIYE 2 | yFIREND |

o0 a22dz R @2dz a1 LISNE2Y - TF2N)oloeailddAiy
We focus in studying the third question only in this study due to missing data in the first
two questions in the version availabte us. To capture several aspects of human
relations in the dataset, Bluetooth (BT), Calls, and SMS logs were collected. Explicitly,
using call logs facilitates understanding the synchronous interaction between two
individuals despite their distance. Alagging SMS logs enables understanding the-non
synchronous interaction between two individuals regardless of their distance. Bluetooth
logs facilitate understanding the spatial patterns of the participants in face to face
interactions where the logs get upted every five minutes based on scanning for
adjacent Android phon€g80].

We focus only on the interactions which take place within the community (e.g. disregard
external calls). The participants collectivelydaaa total of 474,340 BT scans (proxies for
face to face encounters) with an average of about 4351.74 and a median of 3864 per
participant, made 58,554 calls with an average of around 476.05 and a median of 407
calls per participant, and exchanged 17,368SSmessages with an average of 231.59
approximately and a median of 88 per participant during the period of the sflialyle

18gives a summary of the total, mean, and median for calls, SMS, and BT scans.



Table18. Summary of Calls, SMS, and.BT

Feature Total Mean Median
BT 474,340 4351.74 3864
Call 58,554 476.05 407
SMS 17,369 231.59 88
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4.3. Mobile Phone Data Features

Trust and socikmobile behavior have been connected in previous research both
O2yOSLJidzrftte FYyR SYLANROItf&ed C2NJ AyaidlyosS
been connected conceptually with social capital and empiricallig pitone datg145].

Similarly, interpersonal trust has been connected conceptually withstrength of ties

and empirically with phone datf80], [146] Interpersonal trust, as reported by person

A, is often a function of thérust propensityof person A, as well as thateractions

between persn A and the target entity B. Hence, we consider features for both the

node properties of A as well as the edge properties foA BA to model the
interpersonal trust between A and B.

To come up with such a representation using setiabile data, we surwed the

related literature which focuses on connecting phone behavior with social outcomes
(e.g.,[30], [55). For example, social capital as a concept is condegith both phone

use behaviof54] and trust[51]. Social capital often comes in two variants: bridging and
bonding [45]. Hence, we link the concepts of weak and strong ties to bridging and
bonding social capital to infer interpersonal ttyg3], [93], [94. We use Call, SMS, and

. fdzSt220K t23a (G2 NBLINBaSyid GKS FSFGdzNBa
and interpersonal trust and their interconnectiof7], [54], [147] Based on the BT,

Call, and SMS metadata collected from the app, we define the following set of phone

based features (N=23) as presentedrigure5 and Tablel9.
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' Node Features
Ai J :
Social Activity Level H

(BT,Call,SMS)
3 Features

Edge Features

3 Call 2 SMs

Diversity 2 BT
1 Feature

(BT,Call,SMS) 1 Feature 1 Feature
3 Features
Tie Strength Ai € Bi Ai € Bi Ai € Bi
(BT,Call,SMS)
3 Features ,
Reciprocity [ Ai Bi
(Call,SMS)
2 Features S— ~—
Loyalty
(BT,Call,SMS)
3 Features
Temporal Rhythms
(BT,Call,SMS)
6 Features

Figure5. Summary ofPhone-basedFeatures in a Network &oresentationd®

Table19. Summary ofPhoneotypc (Phonebased Features Defined in thigVork.

Feature Definition
NODE: Social
Activity Level Social Activity (BT, Call, SMS)8 ! AOEOEOU
3 Features
Diversity P,
3 Features $ B yae iy
. B 4
Tie Strength . . B
3 Eeatures Strong/Weak Tie Ratio (SWTR) — _ =
Reciprocity . i
2 Features In Out Ratio (Call, SMS): / 2
Loyalty P AT B{;\'\I(jpé(""ﬂ‘] Q& WFYe R QA€ € 0 (8) cb(]‘)T ln
3 Features ’ S B0 Q& o 0o £ 0 Hh ool
. .. . B
Temporal Rhythms Diurnal Activity Ratio (BT, Call, SMSPAR =3
6 Features Weekday/Weekend Activity Ratio(BT, Call, SMS\WWAR =E
EDGE: Social
Activity Level Social Activity (BT, Call, SMS)8 / AOEOEOU
3 Features

7
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there remain multiple scholars who have argued that theory driven (or {taafied)
features are useful even when using deep learning architecfi4s8]c[150]. While
availing of the sophisticated ndimear interactions between features using the nelura

networks, such approaches still allow the system designers to have a better
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understanding of the rationale for their models. Further, such features allow for a more
interpretable comparison between shallow and deep learning approach results, and
work wel in scenarios where the available number of instances is not exceptionally
large[151]. In the current scenariayhere there is only interpersonal relationship score

per edge even though they may interact for over a year we have opted to use hand
crafted features at the input layer. This also allows for a comparison across deep and
shallow learning strategies forkisy 3 Yy SA3IKo2NDa aSyaz2NJ RFGLF
trust ¢ neither of which has been reported in the past literature.

4.3.1.Node Properties

4.3.1.1.Social Activity Level

Social Activity level represents the activity of a user as obtained throughtiogun
exchanged phone calls, SMS messages, and Bluetooth scans. A higher count of social
activity level suggests an active uge@B]. Various studies have connected indival

social activity with social capital and/or trust. High social activity has also been
connected with reducing relational uncertainty and as a means of establishing trust in
interpersonal relationship§30], [88] We assume that a person who makes or receives
(I/O) numerous calls nyahave more social life and this may be associated with
interpersonal trust[152]. Also, we consider the level of social activity at the edge
(vertex) level between the two usershase interpersonal trust score is inferred. Thus,

we consider the following features:

Social Activity (BT, Call, SMS)8 / AOEOEOU
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4.3.1.2. Diversity
In the previous set of features, we quantify the total number of calls, SMS messages,
and Bluetooth scans. Here, we also determine the diversity (measured as Shannon
Entropy) for each one of them, as such a diversity metric has been reported to be
associaed with various personal wellleing outcomes and personality trajg9], [90]

$ B nja ¢ i

WheregA & GKS LISNOSyidGlF3asS 2F az20Al
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is the total number of such contacts.

4.3.1.3.Tie Strength

Previous studies have related strength of ties and tf@&{. Such literature underscores

the value of maintaining relationships with both strong and weak ties, and each may
BASEtR RAOSNByYy(d GeLlSa 2F &a20Alf¢ OF LIAGLH T X
interpersonal trust. Following Willianj83]x ¢S 02y ySOG (GKS 02y OSLJi
WOoNARIAYIQ &2Q@NF fWAAINBYEI YR WeSa33 Q GASa |
and other researchers[94]c[96]. We conjecture that the relative spread (or
conentration) of communication with strong (respectively weak) ties may be a
LINBRAOG2NI 2F 2ySQa AYUGSNILISNER2YFf (GN¥zadG G2
devote at least 33% of their time with their tapird most frequent contacts (proxy for

strong ties)[23]® b2y SUKSf Saaz | KAIK &a02NB fA1S
preference to intentionally engage more with strong ties rather than distributing the
commw A OF GA2Yy Si2NI Y2NB Sldzrtfte Fyz2y3aad €

features:
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B T

Strong/Weak Tie Ratio (SWTR) — 2 -

4.3.1.4.Reciprocity

The ease with which communication is conducted is an important property of an
AYRADARdzZE £t Qa4 a20Al € @dadhabiity BfNHdividuads tol ged A OA LI
associated with social capital levgigl]. Such social capital levels have been associated

with trust [14]. Hence, we compute the ratio of incoming to outgoing calls and SMS text

messages.

In Out Ratio (Call, SMS): / 2

4.3.1.5.Loyalty

Loyalty means how frequently participants engage with their favorite people in terms of
Calls, SMS messages, and Bluetooth scans. Past research has connisctegatty
feature with individual welbeing and propensity to trusf98], [145] Precisely, we
calculate the percentage of time spent withelih top three frequented communication

(BT, Call, SMS) out of all communication.

| UAIBﬁYQa\m QG HYE D Q% £ 0 Qd
’ T BUY'QAYD) Q& M a6%E £ 0 O W d

4.3.1.6.Temporal Rhythms

Prior literature has connected circadian cycles, Dark Triad (i.e., narcissism,
machiavellianism, and psychopathy) and trigt], [82)p ¢ KS Of F aAA FAOF (A 2
AYRAQDARdzI f Qthe teDdemtR fgr2hie antdiddual to sleep at a particular time

during a dayand/or-night period (24hour) - has been connected with cheating and

machiavellianisn{83]. The daily business hours in USA are 8 AM to 5 PM; hence, to
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jdzZ yGAFEe RFEAfTE LIGGSNYya 2F | OGAGAGE YR
day, we define the following features:

Diurnal Activity Ratio (BT, Call, SMS) DAR =

We added another layer of characterization for the aforementioned two states of the
daily activity ratio to get more insights out of these circadian lhys by quantifying the
weekdays (Monday to Friday) to weekends (Saturday and Sunday) communication (BT,

Call, SMS) ratio.

Weekday/Weekend Activity Ratio (BT, Call, SMS) WWARE—

4.3.2. Edge Properties

Past research has connected the number of interactions between users conceptually
with the strength of tieg22], [95] and this feature has empirically been found to be
predictive of interpersonal trust30]. Hence, we consider Social Activity Level based on
the three modalities (BT, Call, SMS) as the features to characterize the edges in the
network as seen ikigureb.

4.4. Proposed Method

4.4.1. Dealing with Class Imbalance in the Dataset

To clean our dataset, we have removed all instances without any logs for BT scans, Calls,
and SMS messages altogether resulting in altot 13,164 instances. 98.75% of these
instances have a low interpersonal trust (zero), whereas the rest of instances (1.25%)
have a high interpersonal trust (one) as showifrigure6. Most common way of dealing

with class imbalance in datasets is to (artificially) balance the training set to allow for

better learning opportunities, before the learnt model is tested out on the imbalanced

0 F
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test as is expected in the reworld. The most common ways for balancing the training
dataset are: (1) ovesampling, (2) undesampling, and (3) combination of over and
undersampling[153]. Here, we split the dataset into two (train/test) subsets (70%

30%) respectively and chose SMOTE+Tomek [[Aid to balance the traimg data. In

this technique, SMOTIEEL55] is used first which gesrates a new minority class
instances. These minority class instances are based on a projection in the hyperspace
YR N8B y2( RANBOG O2LMASa 2F GKS SEA&adGAy3
to undersample the dataset whose main motivation istronly to balance the training

data, but also to remove noisy examples lying on the wrong side of the decision border

[154]. We use the implementation as described1b3], which is inspired bji56].

98756 %

125%
1

Class

Figure6. Clasdmbalance of thelnterpersonalTrust Scores.

4.4.2.1dentifying Appropriate Neighbors for Better Interpersonal Trust Modeling

In this work, we would like to study the novel idea of determining the impact of
neighbors in ehancing the performance of shallow and deep learning algorithms in
inferring interpersonal trustFigure? displays the network (indirect graph) of the users
of the dataset based on Bluetooth scans between them during the course of the study.

Following the results irf30], we consider facéo-face interactions to be the most
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important determinants for considered trusted relatiships and hence identify the two
nearest neighbors in terms of the frequency of face to face (Bluetooth) interactions. The
construction of the network was done in R 3.51l03]and its package iGraph 1.157]

inspired by[158].

Figure?7. Network (Graph) of theDatasetBased on BTcans.
¢KS dzy RSNI @Ay 3 Ayildz G A 2neand&applisi oyad afittaly 3 K 6 2 N

number of neighbors. However, including all the neighbors would quickly become
exorbitant in terms of data size and the effects of additional user data are unlikely to be

useful after a threshold. Given the significancérafds as an important building block in

social network literaturg159], [160]JanR G G NR F y3dzt | A2y ¢ Ay aArdyl
we focus on the use of additional data from two neighbors in this work.

To study the impact of adding the two similar neighbors based on number of BT scans in
0KS LINBRAOUAZ2Y 27 e i@icreatey thS WibidngZadiondl  ( NXz

features as presented iRigure8.
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‘ | Edge Features

Figure8. Additional Phone-basedFeatures in aNetwork Representation afterAdding Two Neighbors.
4.4.3.NADAL: A Neighbor Aware Deep Learning Architecture

In thiswork, we build upon a recent work in Ubicomp literature by Radalef161],

which defines a novel deep learning approach to utilize multimodal sensor data for
human activity recognition. An important insight from their work was the idea to avoid
both the extremes of fusion techniques i.e. early fusion (feature concatenationleéad
fusion (decisions derived separately from single modalities are combined in the final
layer). Instead, they argue a case to allow for two types of hidden layers: hidden layers
related to a specific sensor type and hidden layers that capture unibedepts across
sensor types. In their construction, separate architectures are built for each modality to
first learn sensospecific information before their generated concepts are unified
through representations that bridge across all the sensors (skared modality
representations).

2S O2yaARSNJ KS RFEGF O2YAYy3 FNRBY GKS ySA-:z
modality of information regarding the phenomena of interest. In that sense, our work

follows that of Radu el [161]® | 2 6 SOSNE (GKS GOKIyyStag A
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different from those in Radu edl. [161]. While in theircontext, different channels were
observing thesame activities via different modalities, in our case the additional
channels provide contextual information regardindifferent activities, which
nevertheless could indirectly influence the prediction taskatd.

Specifically, we consider the interpersonal trust between useandl a target B(see
Figure8) to be a function of the behavioral features which charactettieeedge {#4 B}
(e.g. the number of phone calls between them) as well as the node.cA number of
overall phone calls made by)AWhile the node properties give a clue to the personality
or the traits of A the edge properties characterize the retatship between Aand B.

Now, let us also consider two neighbors for B and W. We posit that the properties
of the edges connecting these users with.& {UA B; WA B} could provide additional
context on the relationship {A B} and thus beuseful to predict the interpersonal trust
between them. However, we do not expect the node properties (e.g. personality or
trust propensity) of W and W to have a significant influence on the relationship
between Aand B.

Hence, taking inspiration fronRadu etal. [161] but also considering # different
application context here, we define a novel architecture as showFigure 9. This
architecture builds upon feedforward neural networks and contains sapar
architectural branches forusef@a Yy 2 RS | yR SR3ISOF SEAENFRI S &
features without any inteibranch connections between layers until later unifying cross
channel layers connect the node and edge features for thead the thre types of

edges respectively. It allows for the node properties of usdo Ao through a number
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of layers of neural networks to allow for different features and the interactions among
GKSY G2 06S8S02YS LINI 2F (GKS Y2RSHKwy JilarkS 20
information i.e. the edge properties of /B, UA B, and WA B. Each of these

properties goes through a number of layers of neural networks without any interaction

across channels. Next, to learn the (potentially fiokear) interaction effectdetween

the AQa y2RS FyYyR SR3IS LI NFYSISNAZI GKS O2NNB
resulting layer passes through multiple layers of networks to allow for learning of the
appropriate parameters. Similarly, there could be interaction effects betweerettge

based features for /A B, UA B, and UA B, which can be learnt by combining the

corresponding layers and letting them pass through two layers of neural networks.

Al
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Figure9. NADALArchitecture Schematic.
4.5. Results

We used Scikiearn[114] and Kerag162] running in Google Colab Notebooks to build
various models capable of automatically inferring the interpersonal trust of a user
Of FaaAFTASR Ayl(2 (g2 OflaasSay a[2¢ LyaSNLISI

OMO £ 2S5  &Litd % trdining dathsét larkd 306 testhset. We analyze the
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results with and without sampling, as well as with and without considering the
neighboring edges. Lastly, we consider both shallow and deep learning methods,
namely Random Forest, standard feature concatenation based deep neural network
(FGDNN), and our proposed NADAL architecture.

(1) Sampling Technique: As vs. SMOTE+Tomek Resampling

As mentioned inSection 4.4.1 we try to counter tle problem of class imbalance by
creating more balanced training datasets using SMOTE+Tomek resampling. To quantify
the performance difference based on the-sampling, we run two versions for each
experimentg one withand one without the resampling.

(2) Neighbor Awareness: Individual Path (NeveighborAware) vs. NeighbcAware

We consider the performance of the models if they only utilize the individual node and
its edge connecting the target node features vs. utilizing the edge data from two of the
closest neighbors. While all the individual path approaches had access to 23 features (20
node features + 3 edge features) the Neighb@rare approaches had access to 29 (20
node features + 3 3 edge features). While the difference in number of features made
little impact on the architectures forRandom Forestand FEDNN, the NADAL
architecture was adapted to consider only the layers that lie in the path of the
abovementioned 23 features for the computation.

(3) Machine Learning Approach: Shallow LearniriRgidom Fores} vs. Deep Learning
(FGDNN and NADAL)

We consider three types of machine learning approaches. Fikdnsiom Forestwhich

is a frequently used shallow learning technigqudext is the baseline deep learning
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approach, which builds upon featum®ncatenation in the first layer (HQNN) and lastly

the NADAL approach, which has been custom designed to capture the interactions
between edges of neighboring nodes. For[PXIN, we passed all the features through a
multilayer perceptron (23/40/40/20/40/8/1) all activated by Relu except the output
layer that was activated by Sigmoid with a 16 batch size and a 50 epochs as presented in
Figure10. For NADAL, the featusewere passed through different layers as shown in
Figure9, where all layers are activated by Relu except the output layer which was

activated by Sigmoid with a 16 batch size and a 50 epochs.

Ai

20 Features

(Node Features)

Ai—>Bi
3 Features

(Edge Features)

Dense (40) Dense (40) Dense (20) Dense (40) Dense (40) Dense (1)
Relu Relu Relu Relu Relu Sigmoid

UL-> Bi
3 Features

(Edge Features)

Uz2-> Bi
3 Features

(Edge Features)

Figurel0. StandardFeature Concatenation BasedDeep Neural Network (FGDNN)Architecture
Shematic.

Table20 compares all datasets and the number of features of each one of them. Note
that while the training data (70%) is balanced between the two classes by creating
artificial samples (SMOTE+Tomek) the testing (30%) is done on the imbalanced dataset
as consistent with the real world scenario where such arordlym is likely to be

applied.



Table20. Summary of Datasets Considered in This Study
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Table 21 shows the average results of running experiments with each of the
abovementioned settingd.0 times. It is worth noting that AUCROC stands for (Area
Under the Receiver Operating Characteri§iave) and Acc stands for (Accuracy). While

a higher score is better for each of these metrics generally, multiple researchers have
suggested against using Classification Accuracy to interpret results in highly imbalanced
datasets[109], [163] For instance, a simple baseline (Majority ZBjoalgorithm which

Of raaAFAaSa Ittt GASa Fa wof 28i75% NawavéarSsReh ang A f f
algorithm would be useless in practice. Hence, we use AUCROC, which tries to balance
the performance for the majority and the minority class as the primary metric to
compare algorithms.

The results summarized TFable21 show the following trends:

The use of SMOTE+Tomeksampling technique allowed for the algorithms to achieve

better performance across aleep learningcaes not for Random ForesFor the same

algorithmic approach andeighbor (non) awareness, the models created with-re

sampling scored higher in terms of ARGC The only exception was thé&k@éndom
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Fores). This trend is consistent with the expectation and recent research on dealing

with imbalanced datasetd 63].

Table21. Average Results dPredictinginterpersonal Trust Using Various Classification and Sampling
Methods.

Individual Path

(Non-NeighborAware) NeighborAware

Sampling Approach Algorithmic Approach
Acc AUCROC| Acc | AUCRO(Q

ASIS Random Forest 92.48% 79.84% | 93.12%| 81.08%
ASIS FCDNN 98.63% 47.53% | 95.04%| 71.07%
ASIS NADAL 98.64% 51.31% | 98.62%| 85.29%
SMOTE+Tomek Random Forest 93.78% 77.85% | 94.67%| 78.94%
SMOTE+Tomek FCDNN 98.63% 49.51% | 92.59%| 86.35%
SMOTE+Tomek NADAL 92.54% 90.63% | 94.55%| 93.23%

Next, we note that deep learning approaches (bothhDMON and NADAL) generally
outperform the shallow learning approaciR@éndom Fore$t Again, while we notice
some exceptions, at least one of the two deep learning approaches always outperforms
the shallow learning approach in each of the considered sampling resghbor-
awareness settings. This is again along expected lines as deemdéeapproaches tend

to have more opportunity to capture linear and ndinear associations between
different features and create comprehensive models.

Next, theneighboraware approach yields better performance in both shallow and deep
machine learning pproaches. Interestingly, while most algorithms struggled to learn
the minority class well (AUCROC around 0.50) without SMOTE+Tomek resampling,
NADAL approach was able to obtain credible performance withnigighboraware

approach in even that settinghll comparisondetween the same algorithmic apprdac
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(Individual Path vd\eichbor-Aware)were found to be statisticallgignificantusing two

tailed unpaired ttests (at alpha= 0.05 level) suggesting thhe AUCROC of the
NeighborAware approaches werstatistically significantly better than théndividual

Path approaches

Lastly, we note that the NADAL approach worked better than the baseline deep learning
approach (FONN). This trend was especially obvious with the SMOTE+Tomek
resampling i.e. in thesetting where the performance was higher in general. This
suggests that early fusion of features might not allow for the interrelationships within
the same channel to be learned adequately without the influence of other channels. The
step-wise unification of different channels across the architecture seems to have
provided better opportunities for the social channels to learn both wdihannel and
inter-channel relationships.

The highest overall AUCROC score 8230 was obtained using SMOTE+Tomek
samplng, NeighborAware features, and NADAL architecture. A score 8323Po
indicates that the model was able to learn both the majority and minority classes
reasonably well and could be useful in practice where interpersonal trust needs to be
inferred using pbne based metadata.

4.6. Discussion

4.6.1. Methodological Considerations

The work presented here tackles the problem of inferring interpersonal trust
automatically using phone metadata. Such a problem requires dealing with highly

imbalanced datasets and also takes place in a socially rich setting. Hence, this work
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proposes angempirically tests the use of multiple techniques to improve the automatic
prediction quality. While a SMOTE+Tomek approach allows better learning based on a
balanced training set, theeighboraware approach allows for the use oé&ighboring
O2yySOuAz2yaqQ RIEGF FT2NJ 6SGGSNI AYFSNBYyOSo
use of deep learning techniques to obtain better performance. However, the
architectures for deep learning need to be defined in a manner that is responsive to the
nature of the task at hand. In particular, the NADAL architecture, which allows for
learning appropriate features fromeighboringedges while also giving due credit to the
primary node in question, was found to yield the best results. As the first effdhisn
direction, we have chosen to use Deep Neural Networks (DNN) using Artificial Neural
Networks (ANN), which are relatively simple and wselildied in the deep learning
literature. The positive results obtained here on utilizingighboring relationships
motivate the exploration of other techniques for future work.

4.6.2. Privacy of User Data and Ethical Considerations

The data for this study come from the MIT Friends and Family dftidy which has

been adopted by multiple research groups to study questions pertaining to social and
ubiquitous computing. We use a version of the dataset where all data was anonymized
and hashed. Under no circumstance, the content of the Calls or SMS messages were
availabe to the authors responsible for analysing the metadata. We recognize the
ethical concerns related to automatic generation of scores to quantify human ties and
their interpersonal trust. Similar concerns have been raised in the past for automatic

generaton of mental health scores for individuals or even survey based quantification of

CA
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interpersonal relationship$l21]. While waiting for the development of better privacy

and ethics polices, we firmly believe that it takes various studies like this one to facilitate

the comprehension around the visions of usin@iquitous data and enrich the
discussion in the research community around thigra9].

4.6.3. Limitations

The current study has some limitations. First is the relatively small sample 8@
AYRADGARdAzE f ad | SyOSz 6S I NB OF NS 7¥deerified2 i (2
with a larger population of samples. Second is the homogeneity of the sample. While

this limitation prevents us from generalizing the findings to larger populations, the
homogeneity also allowed us to isolate senoiobile behavioras a predictor Another

limitation is the use of a specific questidased trust metric in this work.

5SALIAGS GKSAS ftAYAGFGA2yas GKAa addzReQa gt
ways. To our knowledge, there have been no previous studies undertaken ihad at

deep learning approacto infer interpersonal trust from sensor data. Correspondingly,

the proposed NADAL architecture is the first deep learning based attempt at utilizing

Yy S A 3 KageNaogertiesi 2 0 SGUSNI AYFSNI FalLlS @dgaorl 442 07
relationships. We hope that the results obtained in this work will motivate more
significant work which applies the abovementioned techniques to settings with diverse

trust measurement methods and sampled populations.

4.6.4. Implications

With further validation, this line of research could have multiple implications for

individuals as well as the society. The participants who-ilopib such automated
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interpersonal trust scoring apps could get better customized recommendations for

social activies, news, and mobile commerce apps; whom one trusts is a critical
mediator for almost all goods and services that one procures or exchanges online and
offline. For instance, social media sites could recommend products that are rated high

by the trusted pees. Similarly, trusted peers could be suggested for exchange of
services. With enhancements, the proposed approach can be used to understand
societal changes and support emerging sdeichnical contexts like the sharing
economy[123].

At a societal level, such apps could alleviate the need to run costly annual surveys to
assessthetrusb  a SR Gadl 4SS 27F (K 326]ylnstead 2aytématedd  LINE |
methods can be used to create a ré@mhe nationwide trust census and make it a part

of the public policy and decision making process. Further, an ability to study the
LIKSYy2YSy2y 2F AYyOGSNLISNR2YIf GNHzZG yR AQ:
substantally advance the literature in several fields (e.g., econonmsgchology) that

study trust.
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Chapter 5

Conclusiorand Future Work
5.1. Conclusion
In this dissertation, we have proposed LIS NBE 2 Y | £ 0 kélv approdckséo o | 4 SR
infer individual trust altruism, and interpersonal trusisingmobile phone features as
an alternative to conventional methods like surveys and lab experiments. Using-phone
based behavioral features allowed us to build predictive models by means of machine
learning classificatn algorithms whose accuracy, AUC, and F1 scores were promising
and encouraging. To the best of our knowledge, thbage beenno previousstudies
that analyze the link between individual trusnd altruism propensity levelslong with
phonebased behavial featureswhile maintaining fairness in the classification process
Hence, these results pave way for more research on leveraging ubiquitous sensing data
for understanding the interconnections between soombile behavioral data and
human behaviorapropensities.
Alsg we have proposed a new approach to automatically infer interpersonal trust via
phonebased features using shallow and deep learning methods. This is the first effort
to suggest and validate the use of behavioral features fraighboringrelationships to
better predict the interpersonal trust ties of the target relationship. The best results for
this problem were obtained based on a novel deep learning architecture (NADAL), which
efficiently uses neighboring relationship data.
With further technical and ethical ground work, the proposed apprazstan be used

for inferring human behaviors andpropensities of individuals at a scale of billions of
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people. Hence, with the growth in mobile phone penetration, the proposed appexch
could have multiple implications for individuals (e.g. customized applications) as well as
societies as they engage in higher levels of technetoggiated interactions.

5.2. Future Work

The resultsobtained in this dissertatiorpave way for more reseancon leveraging
ubiquitous sensing data for understanding the interconnections between suoolale
behavioral dataalongside trustpropensity altruism, andinterpersonal trust using
different methods and in varied settingShe proposed approaches can éehanced in
future work by including a larger number of participants, more detailed pHzsed
features, and considering larger time durationd/hile we undertake exploratory
analysis to reduce the disparity in thprediction algorithms in terms of their
performance for different genders in predicting trust, future work can undertake more
detailed analysi®ased on different definitions of groups and define more sophisticated
methods to increase fairnes3here are also opportunities for improving the \kdpy
creating more advanced deep learning architectures that are also neighvoare.
Furthermore, the suggested phofmsed method could be expanded to study and
predict other personal behaviors anttaits such asgratitude, compassion, and
happiness. Tken together such methods open ways to better model human beings
based on ubiquitous sensing and act as a building block toveahgslthier and happier
society.

5.3. DissertationRelated Publications

This dissertation is based on the following publicasion
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