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Dissertation Director: 
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With the growth in mobile social networks, social internet of things, and cyber-physical-

social systems, there is an ever growing need to model and understand human beings as 

they interact with other humans and socio-technical ecosystems. In this dissertation, we 

focus on modeling three core human concepts – trust propensity, altruism propensity, 

and interpersonal trust using mobile phone metadata. Traditional methods for 

understanding an individual’s propensities and behaviors have been surveys and lab 

experiments. However, the growth of “personal big data”, which includes the use of 

various personal ubiquitous devices, is allowing for human behaviors and propensities 

to be modeled via lower-cost, quick, automated methods. This dissertation proposes a 

new methodology to model human behaviors and propensities based on phoneotypes 

(phone-based observations of a combination of people’s traits) that aims to 

complement traditional methods like surveys with a ubiquitous data-driven automated 

method. The analysis and modeling employ multiple deep and shallow machine learning 

algorithms and are based on two datasets - Rutgers Well-being Study and MIT friends 

and family dataset. Overall, the findings suggest that: (1) many phone-based features 

are associated with participant’s altruism, trust, and interpersonal trust scores; 
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(2) phone-based prediction models for altruism, trust propensity, and interpersonal 

trust performed statistically significantly better than comparable demography-based 

models. This dissertation paves way to study the associations between human 

behavioral propensities and long-term “in the wild” socio-mobile behavior, and to utilize 

“personal big data” with shallow and deep machine learning approaches to model 

altruism, trust, and interpersonal trust. A better modeling approach for human beings 

will have multiple applications in fields like healthcare, well-being, and urban planning.  
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Chapter 1 

Introduction 

1.1. Motivations 

With the growth in personal, mobile, and ubiquitous computing, increasingly larger 

aspects of human life are mediated by devices. Consequently, the data captured by such 

devices, i.e. the “personal big data”, is enabling a datafication of the human life and 

facilitating the creation of a rich composite personas of different users [1]. With 1.4 

billion smartphones and millions of quantified-self device users, more and more users 

keep track of their behavior, which has already shown value in the fields of healthcare, 

well-being, and urban planning [2]–[5]. 

The growth of such “personal big data” is allowing for human behaviors and 

propensities to be modeled via lower-cost, quick, automated methods. In fact, some 

researchers consider smartphones to be a “vast psychological questionnaire that we are 

constantly filling out, both consciously and unconsciously” [6] and a recent smartphone 

psychology manifesto states that “… smartphones could transform psychology even 

more profoundly than PCs and brain imaging did” [7, p. 1]. 

At the same time, with the growth in mobile social networks, social internet of things, 

and cyber-physical-social systems, there is an ever growing need to model and 

understand human beings as they interact with other humans and socio-technical 

ecosystems. In this dissertation, we focus on modeling three such concepts – trust, 

altruism, and interpersonal trust using “personal big data”.  
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Altruism i.e. “an act that one does at their own expense that tends to enhance others 

well-being” [8], trust propensity i.e. “a dispositional willingness to rely on others” [9], 

and interpersonal trust i.e. “a willingness to accept vulnerability or risk based on 

expectations regarding another person’s behavior” [10] are fundamental human 

concepts with implications for personal and societal welfare. 

For example, trust propensity strongly influences how an individual makes privacy and 

security decisions, consumes unverified news, and maintains resources in shared online 

repositories e.g. [11]–[14]. Such scenarios are only likely to grow with the expected 

growth curves in shared economy, shared augmented reality spaces, and the social 

internet of things. Hence, understanding and modeling an individual’s trust propensity is 

an important question for human-centered-computing researchers [15], [16]. 

Similarly, the humans in such systems may choose to act selfishly or behave 

altruistically. They may choose to provide bandwidth and resources, contribute open-

source code, and write Wikipedia entries. In the emerging socio-technical landscape, 

they may also choose to act differently in the shared economy settings (e.g. Task-rabbit, 

Uber), and have different preferences for their autonomous cars and bots to behave 

with others. Further, altruism has been connected with emotional, physical, and 

financial well-being of individuals as well as communities [8], [17]. 

Likewise, a person may want to obtain recommendations only from somebody they 

have high levels of interpersonal trust, rent out homes only to somebody they trust, or 

seek child care services only from somebody they trust. Each of these aspects is already 

being mediated by mobile phone apps (e.g. Amazon, Airbnb, UrbanSitter) and as the 
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trend is only likely to increase with the emerging internet of things, modeling 

interpersonal trust is a critical problem for ubiquitous computing research.  

Trust, altruism, and interpersonal trust are thus at the core of the design of human-

centered computing systems and their importance is only going to increase in the 

coming years. Hence, understanding them is an important building block in designing 

well-functioning socio-technical systems and attaining the Internet of People vision 

which necessitates the creation of a “sociological profile” for mobile phones users that 

is capable of inferring their behaviors and preferences [18]. 

Traditional methods for understanding an individual’s behaviors and propensities have 

been surveys and lab experiments [19]–[21]. Unfortunately, the human-related 

information taken by observations in restricted, atypical settings involved a limited 

amount of data that must be contend with various obstacles such as subjective 

observations, biases, and narrow observation chances while dealing with pressures such 

as budget, time, and the effort required [22]. Additionally, the reliance on laboratory 

elicitable features to recognize altruism, trust, and interpersonal trust hinders the 

progress of the fields of these concepts. Using such labor intensive methods for eliciting 

the aforementioned concepts essentially prevents scientists from recognizing behavioral 

features based on mobility or communication traces that range over time and space 

(e.g. day-night call ratio, diversity of locations visited) to model one’s propensities and 

behaviors.  

This dissertation proposes a new methodology to model altruism, trust, and 

interpersonal trust based on phoneotypes (mobile phone-based observations of a 
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combination of people’s traits) [23] that ultimately aim to complement traditional 

methods like surveys with a ubiquitous data-driven automated method benefitting 

individuals and communities to take healthier and wiser decisions using their own data. 

1.2. Related Work 

Altruism, trust, and interpersonal trust have been studied across multiple disciplines 

(e.g., computer science, information science, sociology, psychology, political science, 

economy) in the past [8], [17], [24]–[29]. In this work, we discuss the related work which 

is directly connected with the scope of this dissertation i.e. modeling altruism, trust, and 

interpersonal trust using phone-based metadata. Hence, we discuss the related work 

that clarifies the terminology and suggests different ways to model altruism, trust, and 

interpersonal trust with a specific focus on their computational modeling. We, also, 

review some applications and implications of them as well as the recent use of mobile 

phones to infer different behavioral propensities and traits for individuals. 

1.2.1. Trust and Altruism as Concepts 

Despite its importance and popularity in various disciplines, a clear scientific definition 

of trust is not obvious [30]. Not only this, the notions of trust, trust propensity, 

interpersonal trust, and trustworthiness are often confused [9], [25], [31]. To alleviate 

such confusion, here we adopt the following definitions for these concepts: 

Trust: “the intention to accept vulnerability to a trustee based on positive expectations 

of his or her actions” [9, p. 909]. 

Trust propensity: “a dispositional willingness to rely on others” [9, p. 909]. 
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Interpersonal trust: “a willingness to accept vulnerability or risk based on expectations 

regarding another person’s behavior” [10, p. 1] 

Trustworthiness: “the willingness of a person B to act favorably towards a person A, 

when A has placed an implicit or explicit demand or expectation for action on B” [25, p. 

65].  

While a person’s propensity to trust measures their overall willingness to take risks and 

overall expectations of people to generally behave well, a trustworthy person acts 

respectfully and with consideration to the needs of other people. Also, interpersonal 

trust is something specific to a particular relationship between two people. In this 

dissertation, we focus on trust propensity and interpersonal trust.  

Trust is an essential social concept for understanding human behaviors in various fields. 

The presence of trust preserves many relations and produces much good [25]. For 

example, trust could allow for the use of low-cost informal agreements rather than 

expensive complex contracts [26]. In addition, individuals in more trusting communities 

often feel happier and are more content with life, more involved with their local 

communities, and have more supportive friends [32]. In computational settings, trust 

influences purchase patterns in electronic and mobile commerce [33]. Trust is also an 

important mediator in how individual’s deal with security measures, online service 

agreements, and mobile commerce transactions [11], [34]. 

Altruism can be defined as “an act that one does at their own expense that tends to 

enhance others well-being” [8]. To elevate any confusion with a similar concept i.e. 

“cooperation”, altruism and cooperation are two essentially different sociological 
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concepts despite some similarities between them. Although altruism assumes a cost for 

the benefactor and advantage to the beneficiary, cooperation merely predicates benefit 

to the beneficiary, the benefactor might also benefit from the transaction [35]. As a 

consequence, a technical protocol inspired by [36] which considers cooperation would 

need to keep a ledger of favors given and received between agents (tit for tat behavior), 

while the one focusing on altruism would simply need to quantify an individual agent’s 

desire to help others. 

1.2.2. Measuring Trust, Altruism, and Interpersonal Trust 

Multiple efforts have attempted to elicit an individual’s propensity to trust others and 

be altruistic [8], [9], [24], [25]. However, previous studies have largely focused on 

demographic traits (e.g., gender, race) or used lab-based experiments (e.g., Dictator 

Game, Trust Game) [19], [20]. Using such methods for eliciting trust, interpersonal trust, 

and altruism often constrains the scope of studies to factors that can be elicited in the 

lab settings. Thus, there have been very few attempts that have studied the 

interconnections between long-term, “in the wild”, behavioral features based on 

mobility or communication traces that range over time and space (e.g. day/night call 

ratios, average travel distance) along with altruism, trust, and interpersonal trust.  

1.2.3. Computational Modeling of Trust, Altruism, and Interpersonal Trust 

Multiple recent efforts have tried to model trust in computational settings. Farrahi & Zia 

study the propagation of trust as a probabilistic stochastic process [37]. Roy et al., 

propose a pair of complementary measures to determine trust scores of actors in social 

networks [27] and Zolfaghar & Aghaieb, focus on the evolution of trust in social 
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networks [38]. However, very little is known about the interconnections between 

individual trust propensity and phone-based data. Also, there is no previous study that 

uses deep learning to infer interpersonal trust using ubiquitous data. 

Similarly, modeling altruism has also started receiving some attention in the 

computational and mobile computing literature. For example, in [39], the authors used 

attachment transfer theory to understand reciprocal altruism for tourism online 

shopping using mobile phones. The impact of altruism, topologies, and traffic patterns 

on mobile social networks have been studied and modeled in [40]. In [41], the authors 

studied altruism in a delay tolerant network (DTN) based mobile social network 

application. And finally, in [36] the authors have argued the case for explicitly modeling 

altruism levels of individuals in peer-to-peer Internet Streaming Broadcast applications.  

However, there are, as yet, no efforts that utilize phone based data to create automated 

machine-leaning models for individual altruistic propensities. 

1.2.4. Altruism, Trust, Interpersonal Trust, and Social Capital 

An individual's altruism, trust, and interpersonal trust are often related to their social 

behavior [42]–[44]. A very important concept in the study of social behavior is that of 

social capital [45], [46]. In [45], Putnam characterizes social capital as trust, network 

structures, and norms that promote cooperation among actors within a society for their 

mutual benefit. He, also, suggests that formal membership, civic participation, social 

trust, and altruism are indicators of social capital [46]. Such social capital often comes in 

two variants: bridging and bonding [45]. While bonding social capital is associated with 

the presence of family and strong personal ties, and provides emotional support, 
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bridging social capital is associated with the presence of acquaintances and weak ties 

that provide access to newer information and resources. Both of these variants of social 

capital have been connected with trust and altruism in multiple studies [45], [47]–[51]. 

Recent Human Computer Interaction (HCI) studies have connected social capital with 

phone use behavior, thus suggesting that phone use behavior could also be predictive of 

an individual’s trust, altruism, and interpersonal trust [52]–[54]. Trust, altruism, and 

interpersonal trust have, also, been connected to maintaining inter-personal 

relationships especially in long distance relationships where face to face interaction is 

often not possible. Therefore, phone usage patterns could help model individuals’ trust, 

altruism, and interpersonal trust.  

1.2.5. Using Mobile Phones and Shallow Machine Learning to Understand Humans   

Mobile phones (cellphones or smartphones) have become a primary communication 

device used by billions of people globally. Majority of contemporary mobile phones are 

equipped with several sensors, and there exists significant literature utilizing mobile 

phone sensors to automatically infer individual’s propensities and personality traits [3], 

[23], [55], [56]. This dissertation builds upon a recent line of work on phoneotypic 

modeling [23], which defines a phoneotype as the “composite of an individual’s traits as 

observable via a mobile phone” and argues that a combination of phone-based 

behavioral features could build a unique signature for an individual which can model 

facets of the individual’s life (e.g. propensity to cooperate). 

This was one of the motivations for us to study phoneotype associations with altruism, 

trust, and interpersonal trust. There has been little work on using phoneotypic, i.e. 
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phone-based data to define automated machine-learning approaches for modeling 

individual altruism and trust propensities and this dissertation seeks to address this gap. 

1.2.6. Using Mobile Phones and Deep Learning to Understand Humans 

There has been a rich array of recent work on modeling human activities using sensors 

and deep learning [57]–[60]. These efforts range in applications from health to activities 

of daily living and employ a wide variety of deep learning approaches including Deep 

Neural Networks (DNN), Convolutional Neural Networks (CNN), Autoencoders, 

Restricted Boltzmann Machines, Restricted Neural Networks (RNN) and Long-Short 

Term Memory (LSTM). Rather than activity recognition, where the output varies over 

time, interpersonal relationships are typically modeled over a cumulative time period. 

This implies that there is only one score to be predicted (and one learning instance) 

even if the dataset contains one-year worth of human activities. There are no prior 

works which define deep learning approaches for inferring interpersonal trust and this 

dissertation tackles this problem. 

1.2.7. Fairness in Machine Learning Algorithms 

We live in an era where various aspects of our lives are determined by computer 

algorithms. For example, computer algorithms currently help in schools’ admission, 

recruiting, getting loans, and insurances prices [61], [62]. Various recent efforts have 

shown that computer algorithms might be biased and discriminatory calling for the 

necessity of creating fairer models [63]. Recently, there are multiple efforts attempting to 

create fair models across different fields while highlighting the importance of fair models. 

For example, the authors in [63] assess bias in automated facial analysis algorithms across 
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genders and races, the authors in [64] provide multiple technical solutions to improve 

fairness in algorithmic decision-making, and the authors in [65] define a mechanism to 

determine unfairness in classification outcomes for diverse demographics. 

Multiple recent efforts in human-centered computing have used mobile and ubiquitous 

data to infer propensities of individuals (e.g. to cooperate with others) [23], [55]. Often 

studied under the umbrella of “Reality Mining” which refers to gathering and analyzing 

sensor-based data related to predicting human behavior and propensities [66]; multiple 

such efforts have reported high accuracies at the considered prediction tasks. 

However, there has been little work at quantifying the “fairness” of such algorithms in 

terms of how the quality of the predictions varies over different demographic groups (e.g. 

across gender). For instance, how do the accuracies and the false positive rates vary 

across genders? This work takes inspiration from the social science grounded approach of 

“stratified sampling” to define a fairness-aware approach for classifications.  

1.3. Contributions 

In general, this work aims to use mobile phones metadata (Calls, SMS, GPS, Bluetooth) 

logs, not contents, for ethical and privacy considerations, to predict and model human 

behaviors and propensities. Specifically, this dissertation proposes the following 

contributions: 

(1) To motivate and ground the usage of phone-based features for automatically 

inferring individual altruism and trust propensities;  

(2) To define supervised machine learning models that automatically infer a person’s 

trust propensity; 
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(3) To define a fair supervised machine learning model that automatically infers a 

person’s trust propensity; 

(4) To define supervised and unsupervised machine learning models that automatically 

infer a person’s altruism propensity; 

(5) To utilize deep learning to infer interpersonal trust; and 

(6) To test, validate, and potentially refine some social science theories related to trust, 

altruism, and interpersonal trust using ‘Big Data’ frameworks. 
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Chapter 2 

A Fair Approach to Model Trust Propensity Using Supervised Machine Learning 

2.1. Introduction 

Trust is a fundamental human concept that mediates multiple human processes. It 

facilitates cooperation, supports commerce, and enhances societal well-being [67]. An 

individual’s trust propensity - i.e. “a dispositional willingness to rely on others” - 

mediates multiple socio-technical systems [9]. Hence, modeling it is very crucial. 

Multiple recent efforts have attempted to elicit and model an individual’s trust 

propensity using different methods [9], [25]. Nonetheless, such studies have mostly 

focused on traits which could be simply observed (e.g., gender, race, age) or elicited in a 

small period of time in lab settings (e.g., via surveys and game experiments).  

Recently, mobile phones along with sensor-based data have been used by multiple 

researchers to construct rich and individualized models of human behavior in social, 

spatial, and temporal settings, and link them to individual personality traits and 

cooperation tendencies [23], [68]–[70]. 

Given such recent trends and the theoretical literature connecting trust propensity with 

social capital and social habits such as maintaining interpersonal relationships [42], [43], 

this work explores the creation of an automated phone-based approach for modeling 

individual trust propensity. Moreover, this work defines a fairness-aware model using 

mobile phone metadata to model individual trust propensity trying to avoid bias and 

discrimination towards gender in the classification process since it has been reported in 
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similar recent works [63] and there has been little work at quantifying the “fairness” of 

such models. 

Such phone-based methods, if successful, could offer low-cost, faster, scalable, and 

automatic methods for generating insights into trust propensities for millions of users 

with applications in social computing as well as political systems and sociology. As a 

consequence, this work investigates the following research questions: 

RQ1: Do long-term phone-use patterns have some associations with an individual’s trust 

propensity? 

RQ2: Can a machine learning algorithm be used to automatically infer individual trust 

propensity based on phone metadata? 

RQ3: Can a machine learning model be fair in inferring trust propensity? 

In this work, we analyze the data from a ten-week field + lab study to systematically 

study the interconnections between phone-based behavioral measures (e.g. number of 

phone calls made) and “ground truth” trust propensity survey scores [21] for 50 

individuals. We first discuss a generic prediction approach to infer trust propensity using 

mobile phone metadata and then focus on a fair prediction approach to enhance 

fairness in the prediction process. 

2.2. Rutgers Well-being Study (Trust) 

We study the interconnections between trust propensity and phone-based features 

based on the data gathered as part of Rutgers Well-being Study undertaken at Rutgers. 

This study was a 10-week field conducted in Spring 2015 and lab study including 59 



14 
 

 
 

participants, most of whom were undergraduate students from the aforementioned 

university.  

Initially, all participants were invited to sign consent forms to participate in the study 

and install an Android app that would record their call, SMS, and GPS logs. Figure 1 

shows a screenshot of the app. The app was developed using the “Funf in a box” 

framework [71] and was released via a URL shared with the study participants. 

 
Figure 1. Screenshot of the Android App. 

The participants were also asked to attend three in-person sessions where they filled 

out a number of surveys concerning their health, well-being, trust propensity, and some 

demographics. The order of surveys was randomized for the participants. We use here 

the trust propensity and demographics surveys for their relevance to this work. There 

was a compensation of US $20, $30, and $50 respectively for attending the sessions. 

Participants’ privacy was of utmost priority; hence, anonymized IMEI numbers were 

used to recognize the participants. All user data were anonymized before analysis. 

Furthermore, the actual phone numbers or the content of the calls or SMS messages 

were not available to the personnel analyzing and processing the data at any point of 

time. The permissions required for this study’s app (call logs, SMS logs, location logs, 
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and phone identifier information) were intended to be considerably lesser than what is 

usually required by common apps (e.g. Instagram app on Android). The participation in 

the study was optional and the participants could withdraw from the study whenever 

they like. The study was approved by the Institutional Review Board, and all personnel 

who handled the data in this study were trained and certified in human subject 

research. 

While the study included 59 participants, some of the participants did not complete all 

the surveys, and some did not enter their unique identifying code consistently across 

different surveys, resulting in 53 participants. Of these, three participants uploaded 

location data very rarely (ten or lower instances) - presumably because they turned off 

location features on their phone - so we removed them from the dataset. This resulted 

in a dataset involving 50 (32 men, 18 women) participants for whom we have the 

mobile-based data as well as the scores for the two surveys of interest (more details on 

surveys presented later). Most participants were in the age group of 18 to 21 years, and 

the most common education level was “some college”. The median of the participants’ 

families’ income ranged between US $50,000 to $74,999.  

The 50 participants made a total of 25,302 calls with an average of around 506 and a 

median of 302.5 calls per participant and exchanged 177,263 SMS messages with an 

average of 3,545 and a median of 2,347 per participant, and visited 14,045 unique 

locations with an average of about 280 and a median of 295.5 per participant during the 

period of the study (10 weeks). Table 1 gives a summary of the total, mean, and median 

for calls, SMS, and GPS locations. 
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Table 1. Summary of Calls, SMS, and GPS Location Logs Considered in this Work for Men and Women. 

Data Total Mean Median 

Calls 
Men/Women 

25,302 506.0 302.5 

17,011 8291 531.6 460.6 245 326 

SMS 
Men/Women 

177,263 3,545.3 2,347.4 

105,740 71,523 3304.4 3973.5 2314.5 2518.5 

GPS 
Men/Women 

14,045 280.9 295.5 

8893 5152 277.9 286.2 288 308 

2.2.1. Trust Propensity Descriptor 

The literature discusses several ways of quantifying an individual’s trust propensity. For 

example, games in controlled lab settings such as Trust Game and Dictator Game 

represent one way of quantifying trust propensities [19], [20]. Surveys that draw 

individual’s behavior in prepared scenarios are another option [21]. Furthermore, a third 

way is a combination of both: game experiments and lab surveys [26].  

In this work, we decided to use a well-known survey “General Trust Scale” to measure 

trust propensity [21]. The survey has 6 questions whose responses scaled from (5) 

“Strongly Agree” to (1) “Strongly Disagree” on a five points scale. Some examples of the 

questions are: “Most people are basically honest” and “Most people are basically good 

and kind” [21, p. 147]. Besides the prevalent acceptance of the survey (over 2,000 

citations as per Google Scholar), we chose this survey as the nature of these questions is 

not restricted to a specific context and the results could be interpreted in a wide variety 

of everyday applications. Also, the scale’s internal reliability ranges from 0.70 to 0.78 and 

several studies support its predictive validity [72], [73]. It was developed by selecting 

items from important trust surveys and has been found to have robust associations with 

Big Five Personality traits [72], [73]. 
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The scores of the survey are averaged together and normalized as a percentage of the 

maximum possible score. Thus, the maximum theoretical trust propensity score is 100. 

In the considered sample, the maximum was found to be 97, the minimum was 40, the 

mean was 71.5, and the median was 73 as seen in Table 2. 

Table 2. Summary of Trust Propensity Scores for Men and Women. 

Minimum Maximum Mean Median 

40 97 71.5 73 

Men Women Men Women Men Women Men Women 

40 43 97 87 72.9 69.1 73 70 

2.2.2. Demographic Descriptors 

The participants were surveyed about their demography. Specifically, we obtained the 

following information: age, gender, marital, level of education (school), and level of 

family’s income. 

2.3. Mobile Phone Data Features 

Trust and socio-mobile behavior have been (indirectly) connected in the past literature 

in both conceptual and empirical ways. In this work, we consider three major types of 

socio-mobile features to predict trust propensities.  

First, social capital as a concept is connected with both phone use behavior [54] and 

trust propensities [49], [50]. Hence, we consider a number of phone based features (e.g. 

number of phone calls, diversity of contacts, and engagement with strong ties) based on 

the recent literature on using phone meta-data to predict individual social capital or 

personality traits [23], [54], [56]. In doing so, we do not only consider the frequently 

used call and SMS metadata, but also consider GPS (location) metadata, which are 

increasingly being adopted as indicators of physical social activity [74], [75] and also as 

predictors of an individual’s traits and states in their own right [23], [76]. 
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Second, we consider a group of features that have been selected to quantify the 

trajectories or the mobility behavior of the individuals. These features are related to the 

concepts of mobility capital (location based analog to social capital) and the notion of a 

“third place” [77], [78]. (A Third place is a place other than work and home used to build 

social ties and live a healthy life [78]). Prior research has connected such mobility capital 

and access to third place with trust [79], [80]. Empirically, these features are based on 

the recent literature, which has been used to characterize human geo-mobility patterns 

and study its interconnections with personality and mental health [56], [76]. 

Third, we consider a set of features that capture the temporal rhythms of human 

behavior. Conceptually, these features are associated with the notions of circadian 

rhythms and chronotypes, which have been connected with trust and cooperation in the 

past literature [81]–[83]. Empirically, these features have been based on recent works 

that have connected similar features with social capital, cooperation, and well-being 

[23], [54], [84], [85].  

All these features are based on a key working assumption based on Macey and 

Shneider’s model connecting states, traits, and behaviors [86]. Traits are considered to 

be long-term predispositions, similar to personality attributes. These attributes are 

often experientially manifested as states, which can be measured indirectly through 

surveys. States may further manifest through observable and directly measurable 

behaviors. Hence, here we hypothesize that individual trust propensity traits manifest 

themselves in the long-term socio-mobile behavior patterns of the users [23], [87]. A 

summary of the features (N=24) is presented in Table 3. 
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2.3.1. Social Behavior 

2.3.1.1. Social Activity 

We quantify the level of social activity as the number of exchanged phone calls, SMS 

messages, and unique visited locations. A higher count of social activity level suggests an 

active user and multiple studies have connected individual social activity with social 

capital and/or trust propensities. High social activity has also been connected with 

reducing relational uncertainty and as a means of establishing trust in interpersonal 

relationships [30], [88]. 

We, also, consider GPS location logs (physical movements) as a proxy of one type of 

social behavior for it has been used previously to comprehend human social behaviors 

[23], [75], [76]. The visited locations were updated hourly to balance between getting an 

idea about the pattern of a user’s movement and their phone’s battery life. To avoid 

getting the same amount of locations per participant (24 locations/day), we only count 

unique locations. The location data were obtained from a mobile phone’s GPS as 

<latitude, longitude> tuple at fourth decimal point resolution, which roughly 

corresponds to 10m by 10m blocks [23], [89]. 

Social Activity (Call, SMS, GPS) = ∑ Activity 

2.4.1.2. Diversity 

We are not only considering the total amount of calls, SMS messages, unique locations, 

but also the diversity (measured as Shannon Entropy) for each one of them, as such a 

diversity metric has been reported to be associated with multiple personal well-being 

outcomes and personality traits [69], [90]. 
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Di = − ∑ pj ij logb pij 

Where pij is the percentage of social events involving individual ‘i’ and contact ‘j’, and ‘b’ 

is the total number of such contacts. 

2.4.1.3. Novelty 

The growth of networks plays an important role in social capital [91]. Hence, we, also, 

consider “new contacts” that are not present in the first four weeks of the data 

collection period. This feature quantifies how much time users devote to their new 

contacts as compared to their frequent contacts. 

Percent New Contacts =
∑ New Contacts 

∑ All Contacts 
X 100 

2.4.1.4. Tie Strength 

Previous studies have related strength of ties and trust [92]. Such literature underscores 

the value of maintaining relationships with both strong and weak ties, and each may 

yield different types of social capital, and presumably, over periods of time, a propensity 

to trust others.  

Following Williams [93], we connect the concepts of ‘bonding’ and ‘bridging’ social 

capital to those of ‘strong’ and ‘weak’ ties as proposed by Granovetter and other 

researchers [94]–[96]. We conjecture that the relative spread (or concentration) of 

communication with strong (respectively weak) ties may be a predictor of one’s 

propensity to trust others. It is anticipated that a person would devote at least 33% of 

their time with their top-third most frequent contacts (proxy for strong ties) [23]. 

Nonetheless, a high score like 85% may indicate an individual’s preference to 
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intentionally engage more with strong ties rather than distributing the communication 

effort more equally amongst all ties. Hence, we define the following features: 

Strong Tie Engagement Ratio (STER)=
∑ communication for highest 1/3 contacts

∑ communication
 X 100 

Weak Tie Engagement Ratio (WTER)=
∑ communication for lowest 1/3 contacts

∑ communication
 X 100 

2.3.2. Spatial Trajectories 

Prior research has connected a number of mobility or spatial trajectory related concepts 

(e.g. mobility capital and access to third place) with trust [79], [80]. Hence, we consider 

a number of GPS related features to quantify individual behavior. 

2.3.2.1. Gyradius 

To get a sense about the location distribution of a participant (physical activity), we 

determine the gyradius (radius of gyration) which is computed as follows. First, we 

identify the centroid of all the distinct points that a person has visited. Next, we 

calculate the distance to all points from this center point. The average of such distances 

traveled is the gyradius [97]. 

Gyradius =
∑ distance from centroid for each location

number of locations visited
 

2.4.2.2. Percentage Long-distance Trips 

An individual’s access to new resources and information is likely to be a function of their 

access to “far-away” people and places. Hence, we, also, define a feature called 

Percentage Long-distance trips to quantify the ratio of long distance (above 100 km) 

trips undertaken by the individual.  

Percent Longdistance Trips =
||Long Distance Trips||

||All Trips||
X 100 
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2.4.2.3. Location Loyalty 

Location loyalty considers how frequently participants engage with their favorite 

locations. Past research has connected this loyalty feature with individual well-being 

[98]. Precisely, we calculate the percentage of time spent in their top three frequented 

visited locations out of all visited locations. 

Location Loyalty =
∑ (time spent in top three locations)

∑ (time spent in all locations)
X 100 

2.4.2.4. Percentage Time Third Place 

We, also, introduce here the third place feature which represents the percentage of 

time spent at the third most visited location by a participant. This is based on the 

sociological concept of “third place”, proposed by Ray Oldenburg, which states that a 

person needs a third place – other than work and home (e.g. library, café, worshipping 

house) – to build social ties and live a healthy life [78]. Past research has connected third 

places with social capital and trust [80].  

 Percent Time Third Place =
∑ (time spent in third place)

∑ (time spent in all places)
X 100 

2.3.3. Temporal Rhythms 

Prior literature has connected circadian cycles, Dark Triad (i.e., narcissism, 

Machiavellianism, and psychopathy) and trust [81], [82]. The classification of different 

individual’s chronotype - the tendency for the individual to sleep at a particular time 

during a day-and/or-night period (24-hour) - has been connected with cheating and 

Machiavellianism [83].  
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2.3.3.1. Diurnal Activity Ratio 

When we asked some of the participants about their daily activities regarding times 

when they become productive, and times when they tend to play or sleep (relax), we 

found that there are two main states: “productive” state from 8 am to 8 pm; “relax” 

state from 8 pm to 8 am. Hence, to quantify daily patterns of activity and the differences 

between different phases, we define the following features:  

∑ (Call, SMS, Location)when productive(8am to 8pm)

∑ (Call, SMS, Location)when relaxed(8pm to 8am)
 

2.3.3.2. Weekday/Weekend Activity Ratio 

We added another layer of characterization for the abovementioned two states of the 

daily activity ratio (productive and relaxed) to get more insights out of these circadian 

rhythms by quantifying the weekdays (Monday to Friday) to weekends (Saturday and 

Sunday) communication (Call, SMS) ratio. 

∑ (Call, SMS)in weekdays

∑ (Call, SMS)in weekends
 

Table 3. Summary of Phoneotypic (phone-based) Features Defined in this Work. 

Type Literature Support Features 

So
ci

al
 B

e
h

av
io

r 
Fe

at
u

re
s 

Conceptual: 
Social Capital  
Putnam [45]; Granovetter [94]; 
Golbeck [88]; Coleman [99]; 
Empirical:  
Eagle et al. [66]; Shmueli et al. [30]; 
Gilbert et al. [95]; deMontjoye et al. [56]; 
Singh & Agarwal [23]; 

 Social Activity (Call, SMS, GPS) 
∑ Activity 

 Diversity (Call, SMS, GPS) 
Di = − ∑ pj ij logb p 

 Novelty (Call, SMS, GPS) 

o Percent New Contacts= 
∑ New Contacts 

∑  All Contacts 
X 100 

 Tie Strength (Call, SMS, GPS) 
o Strong Tie Engagement Ratio = 

∑ communication for highest 1/3 contacts

∑ communication
 X 100 

o Weak Tie Engagement Ratio = 
∑ communication for lowest 1/3 contacts

∑ communication
 X 100 
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Conceptual: 
Mobility Capital  
Golbeck [88]; Coleman [99]; 
Third Place 
Oldenburg [78]; 
Empirical:  
Pappalardo et al. [100]; Canzian et al. [76]; 
Singh & Agarwal [23]; Singh et al.[101]; 

 Gyradius =
∑ distance from centroid for each location visited

number of locations visited
 

 Percent Longdistance Trips =
||Long Distance Trips||

||All Trips||
X 100 

 Location Loyalty =
∑ (time spent in top three locations)

∑ (time spent in all locations)
X 100 

 Percent Time Third Place =
∑(time spent in third place)

∑(time spent in all locations)
X 100 

Te
m

p
o

ra
l R

h
yt

h
m

 

Fe
at

u
re

s 

Conceptual: 
Circadian Cycles & Chronotypes 
Jonassona et al. [81]; Lyons & Hughes [82]; 
Empirical:  
Abdullah et al. [85]; Saeb et al. [84]; 
deMontjoye & Quoidbach [56]; Singh & 
Ghosh [54]; 

 Diurnal Activity Ratio (Call, SMS, GPS) 

o DAR = 
∑ Activity when productive

∑ Activity when relaxed
 

 Weekday/Weekend Activity Ratio (Call, SMS) 

o WWAR =
∑ (Call,SMS)in weekdays

∑ (Call,SMS)in weekends
 

2.4. Results 

Since multiple applications vary in their requirements of either predicting an exact 

numeric trust propensity score or working with broader classifications of trust 

propensity score, we consider both types of applications by undertaking linear 

regression and classification analyses as follows. 

2.4.1. Building a Regression Model for Trust Propensity 

Here, we first consider predicting trust propensity level as a regression problem; that is, 

predicting an outcome variable (i.e., trust propensity level) from a set of input predictors 

(i.e., phone-based features). We use the LASSO (Least Absolute Shrinkage and Selection 

Operator) regression approach to undertake this [102]. LASSO is a specialized form of 

regression suitable for scenarios where there are relatively more number of features for a 

given sample size. It tries to minimize overfitting by penalizing the presence of too many 

features in the eventual model. It has been applied in similar contexts (in terms of sample 

size, number of features, and application) in recent human-centered computing research 

[54], [68]. Similarly, following [54], [68] we evaluate the regression models using the 

metrics of correlation scores (Cor) (between predicted and actual outcome variables) and 
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the Mean Absolute Error (MAE). While a higher correlation (closer to 1) suggests a higher 

predictive ability of the considered models, smaller MAE is preferred as it shows that the 

predictions are closer to the ground truth. 

We ran and tested three different regression models: one with the demographic features 

only, another one with the phoneotypic (phone-based) features only, and a third one with 

a combination of both types of features. The implementation was undertaken using R 

3.4.1 [103] and its Lars 1.2 package [104]. To test the statistical significance of these three 

models, we need an estimate of the (variance) in the effects found. To estimate this, we 

undertook 100-fold bootstrapping for each LASSO regression model and then undertook 

unpaired t-tests for the correlation and MAE scores obtained. All comparisons were found 

to be statistically different at alpha= 0.05 level i.e., Both *>* Phoneotype *>* Demography 

(*>* means statistically significantly higher performance). Table 4 presents the average 

results for modeling trust propensities using various regression models. 

Table 4. Average Results for Modeling Trust Propensity Using Different Regression Models. 

Model Type Cor SD MAE SD 

Demography Only 0.274 0.062 9.146 0.416 

Phoneotype Only 0.538 0.153 7.913 1.776 

Both 0.544 0.153 7.711 1.541 

 

The demography based model obtained on average a correlation of 0.274 (MAE=9.146). 

The low - but significant - scores for the “demography only” model indicates that the 

demographic features can explain some (but not a lot) of variance in the trust propensity 

levels. Phone-based model performed much better with an average correlation score of 

0.538 (MAE=7.913). 
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The combined model using phoneotype and demography features performed the best in 

terms of all metrics and the predicted trust propensity was found to have 0.544 

correlation on average with the actual propensity scores (MAE=7.711). This MAE signifies 

that the predictions are within ±7.711 of the absolute value of the trust propensity scores 

obtained by the survey (ground truth). Since the trust propensity scores obtained by the 

survey vary from 40 to 97 as shown in Table 2, ranges of ±7.711 could be considered a 

reasonable approximation. 

Also, we clearly see that the phoneotype model and “phoneotype + demography” (both) 

models yield considerably better models than the demography-based model. However, 

the demographic features were useful in increasing the correlation score for the 

phoneotypic model, thus suggesting that phoneotypic features and demographic features 

are not merely proxies for each other, but rather add newer information when combined. 

2.4.2. Building a Predictive Classification Model for Trust Propensity 

Next, we consider the task of building automated classifiers for trust propensities. In 

prior research, the same Yamagishi trust scale was used to separate participants into 

groups of high and low trustors [73]. The survey results predicted behavioral differences 

between groups of individuals. For instance, groups of high trustors were more likely to 

cooperate and reciprocate across variations of the prisoner’s dilemma and public goods 

problems [73]. This motivates the analysis in this work on the (phone-based) behavioral 

differences between high and low trustors and creating computational models for using 

them in other applications. For instance, an application provider may want to 



27 
 

 
 

recommend different default privacy settings for individuals with “high” and “low” trust 

propensity.  

Given that there is no universal definition of “high” and “low” trust propensity, we 

divided the participants into two groups based on the median value (73) for trust 

propensity survey instrument. The first group (“low” propensity) has 23 participants 

whose trust score is lower than the median, whereas the second group (“high” 

propensity) has 27 participants whose trust score is higher than or equal to the median. 

Similar to the previous analysis, we built three models: one with the demographic 

features only, another one with the phoneotypic features only, and a third one with a 

combination of both types of features. 

We used CfsSubsetEval (Correlation-based Feature Subset Selection) [105] with leave-

one-out cross-validation in Weka 3.8.1 [106], [107] which ranks the best subset of the 24 

features described previously by determining the predictive capability of each feature in 

company with the degree of redundancy between them. The best subsets of features are 

correlated with the target variable and have low intercorrelation [105]. We found that the 

best subsets of features in most of the folds are the ones shown in Table 5. 

Table 5. Selected Features for Different Prediction Models. 

Demography 
Only 

Age, School (education level) 

Phoneotype 
Only 

SMS Entropy, Weekday Weekend Call Ratio, Percent Time Third place, Percent Long 
Distance Trips 

Both 
SMS Entropy, Weekday Weekend Call Ratio, Percent Time Third Place, Percent Long 

Distance Trips, Age 

 

To define and test a machine learning based classifier whose phoneotypic features can 

statistically significantly improve the ability of predicting trust propensity when compared 
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to the demographic features, we took 10-fold cross-validation and repeated it 10 times to 

get 100 different values for CA, AUC, and F1 and build the predictive models. AUC stands 

for (Area Under the Receiver Operating Characteristic Curve), CA means classification 

accuracy and F1 score represents the harmonic mean between precision and recall [108], 

[109]. The aforementioned features were used to test out three well-known machine 

learning algorithms for classification. Specifically, we used Adaptive Boosting (AdaBoost), 

Random Forest, and KStar. We also used a Zero-R model which simply classifies all the 

instances into the majority class, as a baseline to help interpreting the performance of the 

considered models. Statistical comparison was undertaken using unpaired t-tests (at 

alpha= 0.05 level) suggesting that for AUC, CA, and F1: Phoneotype *>* Demography, Both 

*>* Demography, Both (not significantly different from) Phoneotype; (*>* means 

statistically significantly higher performance). All three models above were significantly 

better than Zero-R. 

Table 6. Average Results of Predicting Trust Propensity Using Different Classification Methods. 

 

Table 6 shows that the demography-based model returned the best CA of 69%, AUC of 

0.68, and F1 score of 0.66. The phoneotype-based model yielded a better classification 

performance and the best CA was 77%, AUC was 0.81, and F1 was 0.75. While the 

demographic features contained some predictive power, we observe that phoneotypic 

models considerably outperform demographic models. 

Method 
Demography Only Phoneotype Only Both 

AUC CA F1 AUC CA F1 AUC CA F1 

AdaBoost 0.68 0.69 0.66 0.81 0.76 0.75 0.83 0.79 0.78 

Random Forest 0.58 0.62 0.60 0.79 0.77 0.75 0.82 0.78 0.77 

K Star 0.63 0.62 0.60 0.73 0.64 0.62 0.80 0.73 0.72 

Zero-R 0.50 0.54 0.38 0.50 0.54 0.38 0.50 0.54 0.38 
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It is also clear that the phoneotypic model outperformed the Zero-R model. The 

phoneotypic model performed 62% better than the Zero-R model in terms of AUC, 42.6% 

better in terms of CA, and 97.4% better in terms of F1.  

We also considered the cases where the demographic data may be available to the phone 

app. In such a case, the combined model (demography + phoneotype data) yielded an 

even higher performance with a CA of 79%, AUC of 0.83, and F1 of 0.78. 

Hence, we note that a phone-features based model beats baseline majority classification 

and also goes beyond static demographic descriptors (e.g. age, gender, education) for 

predicting trust propensities. This underscores the potential for using phone-based 

(phoneotypic) features to build automatic classifiers for individual trust propensities. One 

way to interpret these results is that having mobile sensing data for 10 weeks may allow 

for the creation of a detailed model for personal behavior based on the aforementioned 

idea of phone behavior being akin to a vast psychological questionnaire, being constantly 

filled out [7]. 

2.4.3. FAIRSTART: A Fair Approach to Model Trust Propensity 

To fairly predict trust propensity, we have identified the following characteristics for a fair 

method to use. First, it should not use demographic attributes to make predictions. Next, 

it should be amenable to small datasets. Hence, we choose to undertake validation based 

on leave-one-out cross-validation, which tries to balance the learning opportunities with 

the testing rigor. Lastly, we use balanced stratified sampling to make sure we get a 

random but equal number of instances of each considered demographic group (e.g. men, 

women) to maintain fairness of representation at the input level [110]. Also, we use 
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multiple decision trees that will form a random forest as classifiers for random forests are 

good at reducing bias [111]. 

 
Figure 2. Flowchart Explaining Our Method (FAIRSTART). 

FAIRSTART (Fairness-aware stratified random forest) is designed as follows: given a 

dataset with N instances (rows), M of which belongs to the majority class of the 

sensitive attribute (men here), and W of which belongs to the minority class of the 

sensitive attribute (women here), we split the dataset into (N - 1) instances for training 

and we leave 1 instance for testing (the ultimate goal is to do a leave-one-out cross-

validation). Then, we undersample the training set randomly to have equal number (W - 

1) for the two classes. Next, we pass the set to X* decision trees for classification (* any 

odd number of decision tress greater than 4 to facilitate the majority voting process); 

the X decision trees collectively form a random forest whose final classification result is 

based on majority voting. We repeat this process N times to make sure that we use all N 

instances in the test sets. Figure 2 illustrates the proposed method.  

In this section, we concentrate on fair classification (prediction) of trust propensity using 

mobile phone metadata related to gender discrimination whether or not men and women 

are equally and justly treated. To quantify fairness, we use two well-accepted fairness 
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definitions commonly used in a binary classification setting similar to the dataset here: 

equal opportunity and demographic parity [112], [113]. Demographic parity requires that 

a binary decision (e.g. trust propensity class) must be independent of the protected 

(sensitive) attribute (e.g. gender). In other words, if �̂� is a binary decision �̂� ∈ {0,1}, and a 

binary protected attribute 𝐴 ∈ {0,1}, we want to satisfy the following condition: 

Pr{�̂� = 1 | 𝐴 = 0} = Pr{�̂� = 1 | 𝐴 = 1}. 

In a binary decision �̂� ∈ {0,1}, Equal opportunity prefers one outcome �̂� = 1 (e.g. high 

trust propensity) and mandates non-discrimination merely to it. In other words, we want 

to satisfy the following condition:  

Pr{�̂� = 1 | 𝐴 = 0, 𝑌 = 1} = Pr{�̂� = 1 | 𝐴 = 1, 𝑌 = 1}. 

Demographic parity requires the selection of at least 80% of any gender of the rate for the 

gender with the highest rate, while equal opportunity helps in fixing two well-known flaws 

with demographic parity [112], [113]. 

We used Scikit-learn [114] to build the models based on the proposed method. We built 

two models: a baseline model and a FAIRSTART model. The FAIRSTART model is based on 

our proposed method as explained earlier (with 11 decision trees). The baseline model is 

based on 11 standard Scikit-learn decision trees without any sampling and with leave-one-

out cross-validation. We repeated the experiment 10 times to obtain stable averages for 

results.  

Table 7 shows that the baseline model’s accuracy is 66.80% on average. Further, there is a 

significant difference in the accuracy levels for men (62.50%) and women (74.44%). 
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Hence, there is indeed a noticeable difference in the performance of the classifier for 

different demographic groups. 

Table 7. Average Results of Predicting Trust Propensity Using FAIRSTART Model. 

Model 
Total 

Accuracy 
Accuracy-

Men 
Accuracy-
Women 

Equal 
Opportunity 

Parity 
Difference 

Baseline 66.80 62.50 74.44 0.26 0.07 

FAIRSTART 75.60 72.81 80.56 0.18 0.04 

 

The proposed FAIRSTART model’s accuracy is 75.60% on average that is 13.17% better in 

relative terms than the baseline model while being fairer by better satisfying both fairness 

definitions (less is better). Statistical comparison was undertaken using two-tailed 

unpaired t-tests (at alpha= 0.05 level) suggesting that for Accuracy, Accuracy-Men, 

Accuracy-Women, and Equal Opportunity, the FAIRSTART model was statistically 

significantly better than the baseline model. At the same time, the change in the Parity 

Difference was not statistically significant (it is partially significant in a one-tailed unpaired 

t-test (at alpha= 0.10 level)). Nevertheless, it still followed a trend of improvement using 

FAIRSTART model compared to the baseline model. 

2.4.4. Behavioral Features Associated with Trust Propensity  

Besides creating automated methods for identifying an individual’s trust propensity levels, 

one of the goals of this work is to understand the socio-mobile behavior of individuals 

with different propensities to trust. Thus, we undertook a post-hoc Pearson’s correlation 

analysis between trust propensity scores and the phoneotypic features. In the interest of 

space, we only report the correlations that were found to be (at least marginally i.e., 

p<0.10) significant in Table 8.  
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Table 8. Correlation between Phone-based Features and Trust Propensity. (** 0.01, * 0.05, o 0.10). 

Feature Pearson’s Correlation p-value 

Social Activity (Call) +0.237o 0.097 

Strong Tie Engagement Ratio (Call) +0.249o 0.081 

Weekday Weekend Ratio (Call) +0.371** 0.008 

Gyradius -0.271o 0.057 

Percent Time Third Place -0.252o 0.078 

 

We note that people who have high trust propensity tend to be more socially active, yet 

tend to limit or concentrate their social activities both spatially and temporally. For 

instance, individuals with higher trust propensity tend to call more often (r= +0.237). 

This can be understood as trust propensity being associated with healthy social 

relationships and higher call activity captures such behavior [26], [32].  

Next, we notice that individuals with higher trust propensity tend to have higher 

preference for concentrating social activities in multiple ways. First, they show a marked 

preference for engaging in phone calls with their “strong ties” as opposed to spending it 

equitably with all contacts (r= +0.249). The notion of concentrating social activities 

continues temporally and we notice that the individuals with higher trust propensity 

tend to concentrate their calling more over the weekdays as opposed to spreading it 

evenly across all days of the week (r= +0.371). 

This aspect of concentrating activities becomes even more prominent when we consider 

their spatial trajectories. Individuals with higher trust propensity tend to have a smaller 

gyradius (r= -0.271) and spend less time at even their third-favorite place (r= -0.252), 

presumably preferring to spend time at their top two favorite locations. One way to 

interpret these results is that those who travel further and frequently tend to have 
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limited chances to build strong ties and the lack of strong ties has been associated with 

a lower trust propensity in the past [115].  

2.5. Discussion 

The first research question (RQ1) for this work was: Do long-term phone-use patterns 

have some associations with an individual’s trust propensity? 

The Pearson’s correlation analysis in the preceding section indicates that multiple 

phone-based features are correlated with an individual’s trust propensity. We notice 

that the individual effect sizes are small and the p-values for multiple of the associations 

are considered marginally significant. We acknowledge this as a limitation of the sample 

size (50 participants), but our confidence is increased by considering that many of the 

same features show up to be prominent in the features selected by LASSO regression 

and those selected by the classification algorithms. 

Hence, while further testing on individual features is needed as part of the future work, 

the exploratory work here suggests multiple associations between trust propensity and 

phone-based social behavior. 

The individual associations found can also be connected with the literature connecting 

trust and social relationships. First, the findings suggest that trust propensity builds 

more on “strong ties” rather than “weak ties” [94]. While, higher social activity was 

positively associated with trust propensity, it was also found to grow in concentrated 

(social, spatial, temporal) accumulation of such connections. Presumably, repeated 

social interactions with familiar faces and places, i.e. “bonding” social capital is 
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conducive for developing trust propensities. Conversely, it is possible that those with 

higher trust propensities tend to build and focus on a small number of relationships.  

According to the social identity and self-categorization theories, group-based 

stereotypes or in-group favoring behaviors might explain how an individual trusts 

strangers [116]. While individuals normally have good expectations on strangers (out-

group members), they anticipate a better treatment when it comes to in-group 

members (in-group favoritism) which eventually transforms into a greater trust 

propensity to an in-group, not an out-group member [116]–[118]. Constant interactions 

with such in-group members may result in a longer-term internalization of this trust 

propensity. All of these aspects are associated with the positive association observed 

between concentrating social activities - socially and geographically - and a higher trust 

propensity. 

The relational uncertainty theory (RUT), which studies the degree of confidence people 

have in their perceptions of involvement within interpersonal relationships [119] gives 

yet another perspective to understand the results. It suggests that trust in long distance 

relationships is negatively associated with relational uncertainty and reducing 

uncertainty via constant communication (Social Activity (Call), Strong Tie Engagement 

Ratio) might be positively associated with trust building. While RUT has mostly been 

studied in terms of face to face interactions in the past, the current results suggest that 

similar relationships might hold over phone interactions too.  

The second research question (RQ2) for this work was: Can a machine learning algorithm 

be used to automatically infer individual trust propensity based on phone metadata? 
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The three types of analysis adopted in this work (regression analysis, correlation 

analysis, and the classification models) suggest that machine learning and in general 

analytics approaches can indeed be used to infer individual trust propensity based on 

phone metadata to a large extent. The regression analysis can estimate the individual 

trust propensities with high correlation (0.544) and within a margin of ±7.711 over a 

range of 40 to 97. Complementing phone features with demographic data, where 

available, could yield even better performance. For instance, the classification analysis 

yielded up to 79% accuracy (AUC=0.83; F1=0.78) based on such models. 

Given the modest sample size, we concentrate on finding general patterns and trends 

over the three analysis techniques here. We can see a consistency in the results across 

the three analysis methods suggesting that socio-mobile signals as observed via a phone 

(phoneotype) could indeed be used to infer trust propensity of an individual to a 

reasonable extent. 

The third research question (RQ3) was: Can a machine learning model be fair in inferring 

trust propensity? 

The proposed FAIRSTART model’s accuracy was 75.60% on average i.e. 13.17% better in 

relative terms than the baseline model whose accuracy was 66.80% while being fairer by 

better satisfying both fairness definitions: Equal Opportunity and Parity Difference. 

Further, there was a significant difference in the accuracy levels for men (62.50%) and 

women (74.44%). Therefore, there is indeed a noticeable difference in the performance of 

the classifier for different demographic groups. 
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One unexpected observation in the results was the higher accuracy for women (the 

minority class for the sensitive attribute) despite there being more learning instances for 

men. This finding points to the difference between less raw data and fewer learning 

instances, which would be important for fairness aware app designers working in similar 

areas. One of the important discussion points in fairness aware machine learning is the 

idea that the prediction quality is often worse for the demographic minorities because the 

datasets contain lesser instances of people with those attributes. Hence, techniques like 

data augmentation - creating artificial samples for the minority class - have been 

proposed to counter this issue [120]. However, such an approach confounds fewer 

instances with lesser information about that group of individuals. 

In reality mining scenarios, since many raw data points are processed into one attribute 

for a person, sometimes the individuals in the minority demographic class may actually 

have better quality of data. For example, in the considered dataset here, women form the 

demographic minority (18 out of 50 people), nevertheless, women record higher number 

of phone calls, SMS messages, and unique GPS locations compared to men as presented 

in Table 1. Hence, it would not be surprising to find that Accuracy-Women to be more 

accurate than Accuracy-Men as presented in Table 7.  

This difference between demographic minority class and lesser learning data condition 

could shape interesting methodological and ideological discussion in the human-centric 

computing. In particular, we would expect the notions of minority class to expand to 

include those with lesser supporting raw data or even the social characteristics of the 

individuals like less social activity, or introversion, or lesser familiarity with technology. 
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2.5.1. Privacy of User Data and Ethical Considerations  

All data used in this study were hashed and anonymized as discussed in the study 

design. The permissions needed for the study (call logs, SMS logs, location logs, and 

phone identifier information) were designed to be significantly lesser than those 

typically adopted by popular apps. Lastly, the participation in the study was on a 

voluntary basis, and the participants could drop out at any time.  

We also note the ethical concerns surrounding assigning an individual a score based on 

their propensity to trust. While such scores could be used by an individual to receive 

recommendations for privacy, social networking, and mobile commerce applications, 

they could also be used by commercial and other organizations to infer individual trust 

propensities. Similar concerns have been raised about the traditional paper survey 

based methods administered by any organization, and also newer automated 

techniques that use social media and phone data to assign health, well-being, or similar 

“suitability” scores to individuals [121]. Instead of shunning away from reporting such 

results, or shrouding such research in secrecy, we adopt the approach of raising 

awareness about these new possibilities and informing the policy debate surrounding 

them. 

2.5.2. Limitations 

This study has some limitations. First, we acknowledge that the analysis in this work 

focused only on correlations and it does not imply causation. Next, the homogeneity of 

the sample (most of the participants were undergraduate students from the same 
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university) stops us from generalizing the findings to larger populations, yet the 

homogeneity permits isolating socio-mobile behavior as a predictor.  

From a methodological perspective, we note the multiple comparisons undertaken in 

the correlation analysis. While such multiple comparisons are often “corrected” using 

Bonferroni or Bonferroni-Holm correction to maintain the confidence in the associations 

found, we do not do so in this work because the analysis undertaken here is posthoc and 

intended to help interpret the observed prediction results rather than being prescriptive 

in its own right. Similarly, we acknowledge the issues associated with the use of a 

relatively large number (24) of possibly collinear features in regression given the modest 

sample size (50). While this makes the interpretation of individual feature coefficients 

difficult, the model’s average correlation scores of 0.538 for phoneotype (respectively 

0.544 for phoneotype + demography) remain interpretable, especially given the use of 

LASSO regression, which is purposely designed to handle such scenarios [102].  

While we consider the results in this work to be exploratory, the results from the 

regression analysis, correlation analysis, and the classification models point to a 

common theme that there are indeed interconnections between phone-based 

behavioral features and individual trust propensities. These results motivate further 

work in this direction to expand the understanding of the associations between socio-

mobile behavioral data and trust propensity. 

2.5.3. Implications 

With further validation, this line of research could have multiple implications for 

individuals as well as the society. 
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We suggest the use of such methodologies to be based on opt-in. The participants who 

opt-in to such automated trust propensity scoring apps could get better customized 

recommendations for privacy, security, social networking, news, and mobile commerce 

applications. For instance, in [122], the authors found that the propensity to trust is an 

antecedent of the attitudes of mobile users toward in-app advertisements. Similarly, 

understanding trust propensity is likely to be the most relevant trust antecedent in 

contexts involving unfamiliar actors [9]. This is important to understand societal changes 

as well as emerging socio-technical contexts like the sharing economy [123]. Generally, 

the suggested phone-based method here could open ways to better model human 

beings based on ubiquitous sensing. 

At a societal level, such applications could alleviate the need to run costly annual 

surveys to access the trust-based “state of the nation” as proposed in [26]. Instead, 

automated methods could be used to create a real-time nation-wide trust propensity 

census and make it part of the public policy and decision making process. Further, an 

ability to study the phenomenon of trust propensity and its “in the wild” dynamics at 

scale could substantially advance the literature in multiple fields (e.g. economics, 

psychology, management) that study trust and trust propensity. For instance, this 

approach could help the researchers in many fields to ask research questions that were 

simply not feasible in lab-based settings (e.g. contagion in trust propensities across 

networks of millions of individuals). 

Mobile apps today mediate multiple human functions ranging from mental health 

prediction to access to better jobs, friends, and information. For instance, ACLU has 
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recently sued Facebook for showing ads for technical jobs to younger men than other 

demographics [124]. We can expect similar issues to become even more important in 

areas like trust, which mediate processes like renting of houses, cars, and services. Hence, 

approaches for making them fairer are important for the human-centered computing 

research. This work identifies some of the characteristics which are important for a family 

of applications in human-centered reality mining and defines a new social-science 

literature grounded approach for making the algorithms fairer. This work hence argues a 

case for expanding the discussion on “value sensitive design” [125] to include the design 

of machine learning algorithms in human-centered machine learning. 
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Chapter 3 

Modeling Altruism Propensity Using Supervised and Unsupervised Machine Learning 

3.1. Introduction 

In this work, we define altruism as any act (or behavior) one does at their own expense 

that tends to enhance others well-being [8]. There have been multiple efforts aimed at 

trying to elicit an individual’s propensity to behave altruistically with others [8], [24]. 

However, previous works have generally focused on traits that could be simply observed 

(e.g., gender, ethnicity, age) or elicited in a small period in lab settings (e.g., via surveys 

and games). 

Lately, mobile phones along with sensor-based data have been used by scientists to 

construct rich and individualized models of human behavior in social, spatial, and 

temporal settings and link them to depression, happiness evaluations, and school GPA 

(Grade Point Average) [30], [68], [126]. This progress motivates utilizing phone-based 

models for predicting altruism too. Such a phone-based method, if successful at 

predicting altruism propensity, may offer a low-cost, faster, scalable, and automatic 

process for making insights into altruism levels of billions of users in the big data era.  

Hence, in this work, we systematically identify the associations between phone-based 

behavioral indicators and altruism and quantify the predictive power of such personal 

big data in inferring a person’s propensity to behave altruistically.  

The main contributions of this work are three-fold: 

(1) To motivate and ground the usage of phone-based features for inferring altruism 

propensity; 
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(2) To identify the associations between long-term “in the wild” socio-mobile behavior 

and altruism propensity; and 

(3) To define a machine learning model that automatically infers a person’s propensity 

to be altruistic. 

In this chapter conversely to the previous one, we use “k-Means++” [127] (an 

unsupervised machine learning algorithm) to group the participants into naturally 

occurring clusters/categories based on their altruism score before evaluating phone 

data-based models to infer the right altruism category for individuals instead of a split 

around the median as such a median splitting method has limitations in terms of its 

ability to capture the underlying dynamics of the data due to the arbitrary split point 

selection. In other words, median split is variable-oriented, not people-oriented [128]–

[130].  

3.2. Rutgers Well-being Study (Altruism) 

We study the interconnections between altruism and phone-based features on the data 

collected as part of the Rutgers Well-being Study. This study was a ten-week field and 

lab study conducted in Spring 2015 including 55 participants, most of whom were 

undergraduate students from Rutgers, The State University of New Jersey.  

Initially, all participants were invited to sign a consent agreement to participate in the 

study and install an Android mobile app. The mobile app could record their call, SMS, 

and GPS logs, not content. The participants were requested to be present in-person for 

three sessions where they filled out a number of surveys concerning their health, well-

being, altruism, and some demographics. There was a compensation of $20, $30, and 
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$50 for attending the sessions. An approach of increasing the compensation for each 

session was adopted in an effort to reduce the dropout rate over the ten-week period of 

the study. We use here the altruism and demographics surveys for their relevance to 

this work. 

Participants’ privacy was an utmost priority; hence, anonymized IMEI numbers were 

used to recognize the participants. Also, the dataset was hashed before analysis. The 

participation in the study was voluntary and the participants could withdraw from the 

study at any time. All staff who handled the data in this study were trained and certified 

in human subject research. 

The participants’ ages varied from 18 to 21 years. Of these, 35 were men and 20 were 

women. Most of the participants were single and the median of their families’ income 

ranges between US $50,000 to $74,999. Altruism propensities (tendencies) were 

quantified using a survey (details follow), whereas the phone-based features have been 

attained from an app installed in their Android mobile phones. The app was developed 

using the “Funf in a box” framework [71]. We decided not to upload this app to Google 

Play Store to make sure that no one beside the participants has an access to the app or 

its data. The goal of this work is to test the feasibility of eventually replacing such in-lab 

surveys with automated phone-based methods.  

The 55 participants made a total of 28,132 calls with an average of about 511 and a 

median of 312 calls per participant and exchanged 187,720 SMS messages with an 

average of 3,413 approximately and a median of 2,423 per participant, and visited 

14,905 unique locations with an average of 271 and a median of 284 per participant 



45 
 

 
 

during the period of the study (10 weeks). Table 9 gives a summary of the total, mean, 

and median for calls, SMS, and locations. 

Table 9. Summary of Calls, SMS, and Locations in this Work. 

Feature Total Mean Median 

Calls 28,132 511 312 

SMS 187,720 3,413 2423 

Unique Locations 14,905 271 284 

3.2.1. Altruism Descriptor  

In this work, we decided to use a well-known survey to measure altruism: “The Self-

report Altruism Scale” (SRA) by Rushton et al. [131]. The survey has 20 questions whose 

responses scaled from (5) “very often” to (1) “never” on a five points scale. Examples of 

the questions are: “I have given money to a charity” and “I have pointed out a clerk's 

error (in a bank, at the supermarket) in undercharging me for an item” [131]. Besides 

the widespread adoption of the survey (over 800 citations as per Google Scholar), we 

chose this survey as the nature of these questions is not restricted to a specific context 

and the results could be interpreted in a wide variety of everyday applications. Also, SRA 

has an adequate validity correlations with related measures and a high reliability of α= 

0.80 [132]. 

Since the survey has 20 questions worth 5 points each, the maximum theoretical 

altruism score is 100. In the considered sample, the maximum is found to be 95, the 

minimum is 31, the median is 50, and the mean is 54.07 as shown in Table 10. 

Table 10. Summary of Altruism Propensity Scores. 

Minimum Maximum Median Mean 

31 95 50 54.07 
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3.2.2. Demographic Descriptors 

The participants were surveyed about their demography. We collected the following 

information: age, gender, marital status, race, level of education (school), and level of 

family’s income. 

3.3. Mobile Phone Data Features 

To come up with a good representation of an individual’s social-mobile behavior, we 

surveyed the related literature which focuses on connecting phone behavior with 

individual behaviors and social outcomes (e.g., [30], [36], [39], [55]). For example, social 

capital as a concept is connected with both phone use behavior [54] and altruism [51]. 

Social capital often comes in two variants: bridging and bonding [45]. Hence, we link the 

concepts of weak and strong ties to bridging and bonding social capital to predict one’s 

propensity to altruism [23], [93], [94]. We use call and SMS logs to represent the 

features that carry “social traits” concepts for mobility and altruism and their 

interconnections [133]. We, also, consider location logs (physical movements) as a proxy 

of social behavior for it has been used previously to comprehend human social 

behaviors [75] and human social and geo-spatial behavior are inherently connected with 

each other [74]. 

Based on the Call, SMS, location data collected from the app, we define the following 

set of features: 

3.3.1. Level of Social Activity 

Level of Social Activity represents the activity of a user as obtained through counting 

exchanged phone calls, messages, and unique visited locations. A higher count of social 
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activity level suggests an active user. The visited locations were updated hourly to 

balance between getting an idea about the pattern of a user’s movement and their 

phones’ battery life. To avoid getting the same amount of locations per participant (24 

locations/day), we focus on unique locations. The location data were gained from a 

mobile phone’s GPS as <latitude, longitude> tuple at fourth decimal point resolution, 

which roughly corresponds to 10m by 10m blocks [23], [89]. We are not only considering 

the total amount of calls, but also the total durations of such calls because they are 

related to social activity. We assume that a person who makes or receives (I/O) 

numerous long calls may have more social life and this may be associated with being 

more altruistic [8]. Thus, we consider the following features: 

Social Activity (Call, SMS, Location)= ∑ Activity 

Total Call Duration = ∑ Time Spent on I/O calls 

3.3.2. Diversity (Calls, SMS, Location) 

We are not merely considering quantifying calls, SMS messages, unique locations, but 

also the diversity (measured as Shannon Entropy) for each one of them, as such a 

diversity metric has been reported to be associated with various personal well-being 

outcomes and personality traits [69], [90]. 

Diversity (Call, SMS, Location): 

Di = − ∑ pj ij logb pij 

Where pij is the percentage of social events involving individual ‘i’ and contact ‘j’, and ‘b’ 

is the total number of such contacts. 
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3.3.3. Novelty (Call, SMS, Location) 

The growth of networks plays an important role in social capital [91]. Hence, we, also, 

consider “new contacts” that are not present in the first four weeks of the data 

collection period. This feature quantifies how much time users devote to their new 

contacts as compared to their frequent contacts. 

Novelty (Call, SMS, Location): 

Percent New Contacts =
∑ New Contacts 

∑ All Contacts 
X 100 

3.3.4. Reciprocity (Call, SMS) 

Besides the frequency of communication, the ease with which communication is 

conducted is also an important property of an individual’s social behavior. We anticipate 

approachability of individuals to be associated with their civic participation and social 

capital levels [54]. Such social capital levels have been associated with altruism [51]. 

Hence, we compute the ratio of incoming to outgoing calls and SMS text messages and 

also the percentage of missed calls as follows. 

In Out Ratio (Call, SMS): 

IOR =
Incoming communication count

Outgoing communication count
 

Missed Call Percentage=
∑  missed calls

∑ calls
 X 100 

3.3.5. Strong and Weak Ties Engagement Ratio (Call, SMS, Location) 

It is anticipated that a person would devote at least 33% of their time with their top 

third contacts. Nevertheless, a higher score like 80% may indicate an individual’s 

preference to pointedly engage more with strong ties rather than spreading the 
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communication effort more equally among all ties. We were inspired by prior studies 

linking strength of ties and altruism [134], [92], and conjecture that the relative spread 

(or concentration) of communication with such strong ties may be a predictor of one’s 

propensity to be altruistic. 

STR=
∑communication for highest (

1

3
)contacts

∑ communication
 X 100 

WTR=
∑communication for lowest (

1

3
) contacts

∑ communication
 X 100 

3.3.6. Temporal Rhythms (Call, SMS, Location) 

Prior literature has connected animal rhythms and circadian cycles and altruism [81]. 

The characterization of different individual’s chronotype - the tendency for the 

individual to sleep at a particular time during a 24-hour period - colloquially 

“morningness” or “eveningness” has been connected with cheating and 

Machiavellianism [83]. When we asked some of the participants (mainly students) about 

their daily activities, times when they become productive, and times when they tend to 

play or sleep (relax), we found that there are two main states: “productive” state from 8 

am to 8 pm; “relax” state from 8 pm to 8 am. 

∑(Call, SMS, Location)when productive(8am to 8pm)

∑(Call, SMS, Location)when relaxed(8pm to 8am)
 

We added another layer of characterization for the abovementioned two states of the 

daily activity ratio (productive and relaxed) to get more insights out of these circadian 

rhythms by quantifying the weekdays (Monday to Friday) to weekends (Saturday and 

Sunday) communication (Call, SMS) ratio. 
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∑(Call, SMS)in weekdays

∑(Call, SMS)in weekends
 

Table 11 summarizes all the (N=24) phoneotypic i.e. phone-based behavioral features in 

this work. 

Table 11. Summary of Phoneotypic Features in this Work. 

Feature Definition 

Level of Social Activity 
Social Activity (Call, SMS, Location) 

∑ Activity 
Total Call Duration = ∑ Time Spent on I/O calls 

Diversity 
Diversity (Call, SMS, Location): 

Di = − ∑ pj ij logb pij 

Novelty 
Novelty (Call, SMS, Location): 

Percent New Contacts= 
∑ New Contacts 

∑ All Contacts 
X 100 

Reciprocity 

IOR =
Incoming communication count

Outgoing communication count
 

Missed Call Percentage=
∑  missed calls

∑ calls
 X 100 

Strong and Weak Ties Engagement Ratio 
STR=

∑communication for highest (
1

3
)contacts

∑ communication
 X 100 

WTR=
∑communication for lowest (

1

3
) contacts

∑  communication
 X 100 

Temporal Rhythms 

∑(Call, SMS, Location)when productive(8am to 8pm)

∑(Call, SMS, Location)when relaxed(8pm to 8am)
 

∑(Call, SMS)in weekdays

∑(Call, SMS)in weekends
 

 

3.4. Results 

Multiple applications vary in their requirements of either estimating an exact numeric 

for altruism score (e.g. for studying altruism levels in social science studies) or working 

with broader classifications of altruism score (e.g. for suggesting different default 

preferences for bandwidth sharing). Hence, we consider both types of applications by 

undertaking linear regression and classification analyses as follows. 
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3.4.1. Building a Regression Model for Altruism 

We first consider predicting altruism level as a regression problem; that is, predicting an 

outcome variable (i.e., altruism level) from a set of input predictors (i.e., phone-based 

features). We use the LASSO (Least Absolute Shrinkage and Selection Operator) 

regression approach to undertake this process [102]. It has been applied in similar 

contexts (in terms of sample size, number of features, and application) in recent human-

centered/ubiquitous computing research [68], [54]. Similarly, following [68], [54], we 

assess the regression models using the metrics of correlation scores (between predicted 

and actual outcome variables), the Root Mean Square Error (RMSE), and the Mean 

Absolute Error (MAE). While a higher correlation (closer to 1) suggests a higher 

predictive ability of the considered models, smaller RMSE and MAE are preferred as 

they show that the predictions are closer to the ground truth altruism survey. 

We ran and tested three different regression models: one with the demographic 

features only, another one with the phoneotypic (phone-based) features only, and a 

third one with a combination of both types of features. All demography features were 

found to be significant (Age, Gender, School, Race, and Income) in the demography only 

model except “Marital”. All phoneotypic features were found to be significant (except 

Weak Ties (Location)) in the phoneotype only model. Finally, all demography and 

phoneotype features were significant (except In Out ratio (Call), Weak Ties (Location), 

and Race) in the combined model. The implementation was undertaken using R 3.4.1 

[103] and its Lars 1.2 package [104]. Table 12 presents the results for the evaluation in 

terms of the three metrics considered. 
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Table 12. Modeling Altruism Using Different Regression Models. 

Model Type Correlation RMSE MAE 

Demography Only 0.33 14.69 11.67 

Phoneotype Only 0.75 10.26 7.99 

Both 0.81 9.18 7.24 

 

The demography based model obtained a correlation of 0.33 between the predicted and 

actual altruism values and RMSE and MAE scores of 14.69 and 11.67 respectively. The 

low - but significant - scores for the “demography only” model indicate that the 

demographic features can explain some (but not a lot) of variance in the altruism levels. 

Phone-based model performed much better with a correlation score of 0.75 

(RMSE=10.26; MAE=7.99). 

The combined model using phoneotype and demography features performed the best in 

terms of all three metrics and the predicted altruism was found to have 0.81 correlation 

with the actual altruism scores (RMSE=9.18; MAE=7.24). An MAE of 7.24 implies that the 

predictions are within ±7.24 of the absolute value of the altruism scores obtained by the 

survey (ground truth). Since the altruism scores obtained by the survey vary between 31 

and 95 as shown in Table 10, ranges of ±7.24 can reflect a quite reasonable 

approximation.  

Also, we see that the phoneotype model and “phoneotype + demography” (both) 

models yield considerably better models than the demography-based model. However, 

the demographic features were useful in increasing the correlation score for the 

phoneotypic model, thus suggesting that phoneotypic features and demography 
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features are not merely proxies for each other, but rather add newer information when 

combined. 

3.4.2. Building a Predictive Classification Model for Altruism Propensity 

We aim to build and test a classification model capable of predicting altruistic 

propensities. The literature suggests various methods to cluster (group or categorize) 

such data, including standard median splits and extreme group analysis [129]. Standard 

median splits dichotomize continuous variables into two groups: “low” which is lower 

than the median value (50) of the data and “high” which is greater than the median as 

we have done in the previous chapter. However, such median splits have limitations in 

the sense they are often unable to capture the underlying dynamics of the observed 

phenomena because they are variable-oriented and not people-oriented [128]–[130]. 

Hence, in this chapter, we are going to use “unsupervised machine learning” to cluster 

the participants into naturally occurring groups based on their altruism scores. 

Specifically, we use k-Means++ [127] clustering algorithm to find the optimal clusters. 

The algorithm is initialized by choosing the first center randomly. Then, the succeeding 

centers are selected from the remaining points based on the squared distance from the 

closest center. We ran the algorithm ten times with 300 maximum iterations per each 

algorithm run. An important consideration for k-Means++ algorithm is the choice of the 

number of clusters (k) to be used by the algorithm. Literature suggests multiple 

methods including: “Silhouette scores”, “Bayesian Information Criteria (BIC)”, and 

“elbow method” for identifying the right number of clusters [135].  
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Here, we considered two different methods (Silhouette scores and BIC) for this process. 

Silhouette scores (higher score is better) compare the average distance to elements in 

the same cluster with the average distance to elements in other clusters [108]. We 

implemented this procedure in R 3.4.1 [103] and its package ClusterR 1.0.6 [136]. We 

found that the best k equals two as shown in Figure 3. This method generated two 

clusters, one of which contains the altruism scores 31 to 58 (N=36 participants), second 

of which contains the rest of the scores (60 to 95) (N=19 participants). For the ease of 

interpretation, we refer to these groups as “altruism group A” and “altruism group B” 

respectively. 

 
Figure 3: Optimal Number of Clusters for k-Means++ (Silhouette Score).  

Using the BIC criteria (lower score is better) with the same ClusterR package to identify 

the optimal number of clusters for k-Means++, however, suggested the optimal number 

of clusters to be three. (Please refer to Figure 4). The first identified cluster contains the 

altruism scores from 31 to 45 (N=17 participants), second cluster contains the altruism 

scores 46 to 62 (N=24 participants), and the third cluster contains the rest of the scores 

(65 to 95) (N=14 participants). 
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Figure 4. Optimal Number of Clusters for k-Means++ (BIC). 

We used Orange3-3.6.0 [108], [137] to build the models which could automatically 

identify the altruism group (e.g. “altruism group A” or “altruism group B”), which an 

individual belongs to. We built 3 types of models based on k=2: one with the 

demographic features only, another one with the phoneotypic features only, and a third 

one with a combination of both types of features. We used information gain (reduction 

of entropy) [108] to rank the best subset of the (24 phoneotype + 6 demography) 

features described in the preceding section. For optimal feature subset selection, we 

first ranked all the features based on information gain [108]. Then, we considered 

models of up to ten features (a third of the available pool) wherein each model was the 

collection of top “j” features and j is in the range (1, 10). The optimal subset was the one 

with highest performance amongst the considered models. The resulting feature sets in 

each of the cases is shown in Table 13. 

Table 13. Features Selected for Various Prediction Models (k=2). 

Demography 
Only 

Income, School (Level of Education) 

Phoneotype Only Total Call Duration, Missed Call Percentage, Number of New Contacts (SMS) 

Both 
Total Call Duration, Income, Missed Call Percentage, Number of New Contacts (SMS), 

School 
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The abovementioned features were used to test out several well-known machine 

learning algorithms for classification. Specifically, we used Naïve Bayes, Random Forest, 

CN2 Rule Induction, Logistic Regression, and kNN (k-Nearest Neighbors) with a leave-

one-out cross validation method to balance between the learning opportunities and the 

generalizability of results from the data. Also, we used Zero-R (Constant or Majority) 

without any cross validation which simply classifies all the instances into the majority 

class as a baseline to facilitate interpreting the results. Table 14 offers a comparison of 

the results. It is worth noting that AUC stands for (Area Under the Receiver Operating 

Characteristic Curve) and CA means (Classification Accuracy) [108]. Moreover, F1 

represents the harmonic mean between precision and recall [109]. A higher score 

(closer to 1) is better in each case and the Zero-R scores give a sense of the baseline 

expected performance. 

Table 14. Prediction Results for Altruism Levels Using Different Algorithms (k=2). 

 

Table 14 shows that the demography-based model returned the best classification 

accuracy (CA) of 70.9%, top AUC of 0.656, and F1 score of 0.486. The phoneotype-based 

model generated a better model than the demography model whose best accuracy is 

78.2%, AUC is 0.756, and F1 is 0.667. The best results however were obtained by a 

Method 
Demography Only Phoneotype Only Both 

AUC CA F1 AUC CA F1 AUC CA F1 

NaïveBayes 0.594 0.655 0.486 0.756 0.727 0.595 0.798 0.782 0.667 

RandomForest 0.594 0.673 0.471 0.664 0.636 0.375 0.679 0.691 0.452 

CN2 Rule 0.656 0.709 0.429 0.508 0.618 0.276 0.587 0.582 0.343 

LogRegression 0.558 0.582 0.303 0.586 0.618 0.160 0.598 0.600 0.154 

kNN 0.459 0.655 0.000 0.719 0.782 0.667 0.719 0.782 0.667 

Zero-R 0.500 0.655 0.518 0.500 0.655 0.518 0.500 0.655 0.518 
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combined model (demography + phoneotype data) that yielded an accuracy of 78.2%, 

AUC of 0.798, and F1 of 0.667. 

We repeated a similar process of building three predictive models based on k=3. We 

found that the best results were obtained when we selected the following features in 

each of the models as shown in Table 15. 

Table 15. Features Selected for Various Prediction Models (k=3). 

Demography 
Only 

Income, School (Level of Education), Age 

Phoneotype 
Only 

Missed Call Percentage, Weak Ties (SMS), Weekday Weekend SMS Ratio, Number of 
New Contacts (SMS), Weak Ties (Call) 

Both 
Income, Missed Call Percentage, Weak Ties (SMS), School, Age, Weekday Weekend SMS 

Ratio, Number of New Contacts (SMS), Weak Ties (Call) 

 

Table 16 shows that the demography-based model returned the greatest accuracy (CA) 

of 45.5%, top AUC of 0.577, and F1 score of 0.517. The phoneotype-based model 

generated a better model than the demography model whose best accuracy is 56.4%, 

AUC is 0.777, and F1 is 0.717. The best results were obtained by a combined model 

(demography + phoneotype data) that yielded an accuracy of 65.5%, AUC of 0.816, and 

F1 of 0.760.  

Table 16. Prediction Results for Altruism Levels Using Different Algorithms (k=3). 

 

Method 
Demography Only Phoneotype Only Both 

AUC CA F1 AUC CA F1 AUC CA F1 

NaïveBayes 0.535 0.273 0.279 0.777 0.564 0.717 0.816 0.655 0.760 

RandomForest 0.519 0.382 0.431 0.569 0.455 0.538 0.558 0.364 0.464 

CN2 Rule 0.577 0.455 0.435 0.624 0.436 0.576 0.639 0.473 0.571 

LogRegression 0.526 0.436 0.517 0.414 0.255 0.393 0.528 0.491 0.566 

kNN 0.507 0.418 0.412 0.593 0.418 0.500 0.606 0.436 0.528 

Zero-R 0.500 0.436 0.265 0.500 0.436 0.265 0.500 0.436 0.265 
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Note that these results in terms of accuracy are lower for the three-way classification 

problem compared to the two-way classification problem. However, a three-way 

classification problem is in general a harder problem than two-way classification, and 

the much lower baseline (Zero-R) scores may help interpret the performance gain 

obtained by the phone-based models. 

From the aforementioned results, we can clearly observe that phoneotypic features 

considerably outperform demography-based ones in prediction’s accuracy 

corroborating the findings from the regression analysis. Further, similar to the 

regression analysis, the phoneotypic (i.e., phone-based) behavioral features were not 

merely a replacement for demographic features, as the combined models yielded higher 

performance as compared to the individual models. 

It is also clear that the phoneotypic model outperformed the baseline Zero-R model. In 

the case of k=2, the phoneotypic model performed 59.6% better than the baseline 

model in terms of AUC, 19.4% better in terms of accuracy, and 28.8% better in terms of 

F1 score. In the case of k=3, the phoneotypic model performed 63.2% better than the 

baseline model in terms of AUC, 50.2% better in terms of accuracy, and 186.8% better in 

terms of F1 score. 

Hence, we note that a phone-features based model beats baseline majority 

classification and also goes beyond static demographic descriptors (e.g. age, gender, 

education, income) for predicting altruism propensities. This underscores the potential 

for using phone-based (or phoneotypic) features to build automatic classifiers for 

individual altruism propensities. These findings provide clear evidence of 
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interconnections between the mobile features and altruistic propensities and also 

motivating further work in this direction. In effect, these results pave way for personal 

big data to expand the understanding of the associations between socio-mobile 

behavioral data and altruism propensities. 

3.4.3. Behavioral Features Associated with Altruism Propensity  

Besides identifying automated methods for identifying an individual’s altruism 

propensity levels, one of the goals of this work is to understand the socio-mobile 

behavior of individuals with different propensities to be altruistic. Thus, we undertook a 

post-hoc Pearson’s correlation analysis using IBM SPSS 24 between the altruism scores 

obtained from the survey and the phoneotypic features. Note that the correlation 

analysis undertaken here is posthoc and intended to help interpret the observed 

predictions, as opposed to being prescriptive in its own right. 

In the interest of space, we only report the correlations that were found to be (at least 

marginally i.e. p<0.10) significant in Table 17. We note that people who have high 

altruism propensity tend to be more socially active, yet have different usage patterns for 

different communication modalities. 

First, individuals with higher altruism propensity tend to call more often (r= +0.356). This 

can be understood as altruism propensity being associated with healthy social 

relationships and higher call activity captures such behavior [8]. We see a similar trend 

in terms of new call contacts (r= +0.305). This underscores the importance of constantly 

renewing and broadening one’s social contacts and its associations with altruism. From 

a methodological perspective the dynamics of social contacts captured by this feature 
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underscore the value of temporal features, which cannot be captured in one-time lab 

studies studying the phenomena of altruism. 

Next, we notice that individuals with higher altruism propensity show a marked 

preference for engaging in phone calls with their “strong ties” as opposed to spending it 

equitably with all contacts (r= +0.252). Conversely, they spend less time on calls with 

their “weak ties” (r= -0.232). However, the patterns of SMS communication seem to be 

quite different from phone call-based communication. SMS interactions with “weak 

ties” were found to be positively associated (r= +0.260) with altruism. From a 

methodological perspective, these results suggest the value of different modalities of 

data to triangulate and predict human traits. From a conceptual perspective, these 

observations corroborate previous studies which suggest that altruism is a pro-social 

trait associated with higher social capital including both its bridging and bonding 

variants [134], [92]. The correlation scores for the significant features in Table 17 were 

also found significant in LASSO regression as explained earlier. 

Table 17. Correlation between Phone-based Features and Altruism Propensity (** 0.01, * 0.05, o 0.10). 

Phoneotypic Feature 
Pearson’s 

Correlation 
Significance 

(p-value) 

Social Activity Level (Call) 0.356** 0.008 

Number of New Contacts (Call) 0.305* 0.024 

Strong Ties (Call) 0.252o 0.064 

Weak Ties (Call) -0.232o 0.089 

Weak Ties (SMS) 0.260o 0.055 

3.5. Discussion 

The three forms of analysis implemented in this work (regression analysis, classification, 

and Pearson’s correlation analysis) suggest that machine learning, and data analytics 

approaches generally, can be utilized to infer individual altruism propensity based on 
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phone metadata to a substantial extent. The regression analysis can estimate the 

individual altruism propensities with high correlation (0.75) and within a margin of ±7.99 

over a range of 31 to 95. Accompanying phone features with demographic data, where 

available, could yield even better performance. For instance, the classification analysis 

yielded up to about 80% accuracy (AUC=0.782; F1=0.667) based on such combination of 

phoneotype and demography features.   

Given the small sample size, we focus here on exploring general patterns and trends 

over the three analysis techniques (regression, classification, and correlation). We can 

observe a consistency in the results across the three analysis types as well as the two 

variants (k=2 and k=3) for classification, suggesting that socio-mobile signals as observed 

via a phone (phoneotype) could indeed be used to infer altruism propensity of an 

individual. The results contribute to the growing literature on using “personal big data” 

to characterize multiple traits of human beings [23], [54], [68], [69], [71]. At the same 

time, they motivate further work to study altruism propensity using socio-mobile 

behavioral data. 

3.5.1. Privacy of User Data and Ethical Considerations 

To insure and maintain the privacy of the participants, we followed the best practices in 

the human subjects’ research that require hashing and anonymizing all data before 

analysis. Also, no one from the research team under any circumstance had an access to 

private data like the exact phone number of a participant or the content of the calls or 

SMS messages. The Android app collecting the data requires lesser permissions than 

many of the popular apps available at Google Play Store (e.g. WhatsApp, Instagram).  
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We also note the moral and ethical considerations in giving a person a score based on 

their propensity to be altruistic. History repeats itself; similar reservations have been 

raised up about the conventional paper survey approaches with a similar objective, and 

likewise automatic systems which use social media and phone data to give health, well-

being, or similar scores to people [138]. Rather than waiting for perfect privacy and 

ethics guidelines to emerge around these topics, we posit that studies like ours can help 

broaden the understanding around the prospects of using “personal big data” to create 

personalized sociological profiles of individuals and inform the discussion in the research 

community around them [139].  

3.5.2. Limitations 

The work in this chapter has three limitations: (1) homogeneity of the sample 

(participants were mostly undergraduate students from the same institution), (2) small 

sample size (55) while having large number (24) of potentially collinear features in 

regression analysis, and (3) Inability to establish causality. Bearing in mind these 

limitations, we will be cautious in generalizing the findings obtained until they are 

verified them at scale over representative sample populations. To overcome these 

limitations, we used LASSO regression which deals with such situations of having 

relatively more number of features for a sample trying to minimize overfitting by 

penalizing the use of too many features [102]. Furthermore, we plan to repeat this work 

in the future considering a larger and more diverse sample. 

Despite these limitations, to the best of our knowledge, this is the first line of work to 

analyze the links between altruism levels and phone-based socio-mobile behavior 
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(phoneotype). The obtained results in this first of its kind effort are thus encouraging, 

and have demonstrated the potential of personal big data for predicting altruism levels 

of individuals. 

3.5.3. Implications 

The results open the doors to a methodology that, with refinements and validation, 

could be used at scale. Smart phones are now actively used by more than 1.4 billion 

users, and hence the proposed method could potentially be applied to estimate the 

altruistic levels for billions of individuals. 

In future, this work could also have multiple implications for social scientists, 

economists, mobile phone service providers, and policy designers. For example, the 

suggested methodology could help social scientists study altruism at scale in the society. 

Besides identifying connections between spatial and temporal behavior and altruism, a 

scalable methodology to study altruism could allow for asking questions regarding the 

spread of altruism in networks of billions of individuals, which are simply not possible 

with current survey or lab-based methods.  

Similarly, as mobile phones are increasingly used, both, as user end-points and as 

mediators of technology, modeling a person’s altruistic propensities automatically could 

be helpful in supporting various socio-technical applications under the Internet of 

People vision [18]. Such an Internet-of-People vision explicitly requires the creation of a 

“sociological profile” [18] for the participants and the proposed method for inferring 

altruistic propensities could be used, for example, to identify a person’s default 

preferences in peer-to-peer networking, file sharing, or human-computation based 
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tasks. Further, with multiple bots negotiating services and conditions for users in the 

emerging social Internet of Things scenarios, having such a sociological profile could be 

useful to suggest default settings in multiple scenarios, from something as simple as 

setting the right room temperature in shared workspaces to the default “tipping” 

amount in dinner payments. 
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Chapter 4 

Modeling Interpersonal Trust Using Deep Learning 

4.1. Introduction 

Interpersonal trust is defined as “a willingness to accept vulnerability or risk based on 

expectations regarding another person’s behavior” [10]. It facilitates various socio-

technical systems with many implications affecting personal and societal well-being. The 

emerging growth of social networks, ubiquitous sensors, and social internet of things, 

necessitate understanding and modeling of people’s interpersonal trust as they interact 

with one another for undertaking tasks ranging from mobile commerce to shared 

economy transactions. For instance, a person may want to obtain recommendations 

only from somebody they trust, rent out homes only to somebody they trust, or seek 

child care services only from somebody they trust. Each of these aspects is already being 

mediated by mobile phone apps (e.g. Amazon, Airbnb, TaskRabbit, UrbanSitter) and as 

the trend is only likely to increase with the emerging internet of things, modeling 

interpersonal trust is a critical problem for ubiquitous computing research.  

Recently, there has been a tremendous interest in utilizing personal ubiquitous data to 

automatically infer different attributes about a person or their interpersonal 

relationships [23], [84], [140]. Multiple recent efforts in particular have focused on 

defining deep learning approaches for inferring aspects of an individual using phone and 

ubiquitous data [59], [60], [141]. We see great potential in this line of work and propose 

to extend it based on some well-known insights from the social science literature. These 

insights include the concepts of homophily i.e. birds of a feather flock together, and 
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word of mouth [142]. Homophily suggests that an individual’s traits and attributes can 

be inferred better if we also observe the attributes of their neighbors and multiple 

studies have shown that the word of mouth i.e. communication with close neighbors is 

an important determinant of whom one trusts [142]–[144].  

While current deep learning architectures are typically well-designed to handle low level 

notions of neighborhood within an entity of interest (e.g. neighboring pixels within an 

image or the next Bluetooth reading within a stream), they typically do not consider the 

inter-entity notions of neighborhood. While this may be less of an issue when dealing 

with intra-entity problems e.g. labeling objects within an image, this becomes an 

important limitation in tackling problems related to human relationships as they are 

almost always affected by neighboring relationships within the same network. To the 

best of our knowledge, there has been no previous work in ubiquitous computing 

literature that utilizes the data coming from neighboring relationships in a deep 

learning architecture to better infer the properties for a target relationship. While the 

proposed approach will have implications for multiple social inference problems, here 

we ground and test it in the context of interpersonal trust prediction where based on 

the word of mouth rationale, one’s trust in a target entity could be strongly influenced 

by the relationship between one’s neighbors and the target entity.  

We implement and test the proposed architecture on the MIT Friends and Family 

dataset [71], which contains interpersonal trust scores as well as Call, SMS, and 

Bluetooth based social interactions between a community of 130 users for a period of 

one year. We apply multiple shallow and deep learning approaches to use phone based 
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behavioral data (Call, SMS, and Bluetooth) to automatically infer the interpersonal trust 

scores between any two members of the community. Based on the analysis, the trends 

indicate that:  

(a) Adding information about neighbors yields better performance at inferring 

interpersonal trust in both shallow and deep learning approaches. 

(b) Deep learning approaches perform better at inferring interpersonal trust than 

comparable shallow approaches. 

(c) The proposed deep learning architecture, which is aware of the interaction effects 

between neighbors (NADAL) yields higher performance than a baseline feature 

concatenation based deep learning (FC-DNN) approach for combining information 

coming from neighbors.  

 Building upon the use of mobile phone metadata, the results pave way for 

understanding interpersonal trust at a societal scale and have implications for numerous 

applications in the emerging social internet of things (e.g. Uber, TaskRabbit, Meetup) as 

well as almost any human task that involves two people to cooperate with each other. 

4.2. MIT Friends and Family Dataset 

MIT Friends and Family dataset was part of a yearlong study utilizing “Funf in a box” 

framework [71] and surveys to collect data about the lives of 130 individuals (about 64 

families) living in a families only housing on campus of a major North American 

University. The Funf platform is capable of collecting various types of data though here 

we focus on the Call, SMS, and Bluetooth logs as well as the trust surveys that 

determine trust ties between the subjects [30]. 
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To accommodate the various definitions of trust occurring in three important 

hypothetical but pertaining to daily life scenarios (well-being, money, and kinship), the 

participants were asked the following three questions [30]: 

(1) “Would you ask person X for help in sickness?” 

(2) “Would you ask person X for a hundred-dollar loan?” 

(3) “Would you ask person X for babysitting?” 

We focus in studying the third question only in this study due to missing data in the first 

two questions in the version available to us. To capture several aspects of human 

relations in the dataset, Bluetooth (BT), Calls, and SMS logs were collected. Explicitly, 

using call logs facilitates understanding the synchronous interaction between two 

individuals despite their distance. Also, using SMS logs enables understanding the non-

synchronous interaction between two individuals regardless of their distance. Bluetooth 

logs facilitate understanding the spatial patterns of the participants in face to face 

interactions where the logs get updated every five minutes based on scanning for 

adjacent Android phones [30]. 

We focus only on the interactions which take place within the community (e.g. disregard 

external calls). The participants collectively made a total of 474,340 BT scans (proxies for 

face to face encounters) with an average of about 4351.74 and a median of 3864 per 

participant, made 58,554 calls with an average of around 476.05 and a median of 407 

calls per participant, and exchanged 17,369 SMS messages with an average of 231.59 

approximately and a median of 88 per participant during the period of the study. Table 

18 gives a summary of the total, mean, and median for calls, SMS, and BT scans. 
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Table 18. Summary of Calls, SMS, and BT. 

Feature Total Mean Median 

BT 474,340 4351.74 3864 

Call 58,554 476.05 407 

SMS 17,369 231.59 88 

4.3. Mobile Phone Data Features 

Trust and socio-mobile behavior have been connected in previous research both 

conceptually and empirically. For instance, an individual’s propensity to trust others has 

been connected conceptually with social capital and empirically with phone data [145]. 

Similarly, interpersonal trust has been connected conceptually with the strength of ties 

and empirically with phone data [30], [146]. Interpersonal trust, as reported by person 

A, is often a function of the trust propensity of person A, as well as the interactions 

between person A and the target entity B. Hence, we consider features for both the 

node properties of A as well as the edge properties for (AB) to model the 

interpersonal trust between A and B.  

To come up with such a representation using social-mobile data, we surveyed the 

related literature which focuses on connecting phone behavior with social outcomes 

(e.g., [30], [55]). For example, social capital as a concept is connected with both phone 

use behavior [54] and trust [51]. Social capital often comes in two variants: bridging and 

bonding [45]. Hence, we link the concepts of weak and strong ties to bridging and 

bonding social capital to infer interpersonal trust [23], [93], [94]. We use Call, SMS, and 

Bluetooth logs to represent the features that carry “social traits” concepts for mobility 

and interpersonal trust and their interconnections [37], [54], [147]. Based on the BT, 

Call, and SMS metadata collected from the app, we define the following set of phone-

based features (N=23) as presented in Figure 5 and Table 19. 
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Figure 5. Summary of Phone-based Features in a Network Representation. 

 
Table 19. Summary of Phoneotypic (Phone-based) Features Defined in this Work. 

Feature Definition 

NODE: Social 
Activity Level 

3 Features 
Social Activity (BT, Call, SMS) = ∑ Activity 

Diversity 
3 Features 

Di = − ∑ 𝑝𝑗 ij 𝑙𝑜𝑔𝑏 𝑝ij 

Tie Strength 
3 Features 

Strong/Weak Tie Ratio (SWTR) =
(

∑ 𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑤𝑖𝑡ℎ 𝐻𝑖𝑔ℎ𝑒𝑠𝑡 1/3 𝐶𝑜𝑛𝑡𝑎𝑐𝑡𝑠

∑ 𝐴𝑙𝑙 𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛
 𝑋 100)

(
∑ 𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑤𝑖𝑡ℎ 𝐿𝑜𝑤𝑒𝑠𝑡 1/3 𝐶𝑜𝑛𝑡𝑎𝑐𝑡𝑠

∑ 𝐴𝑙𝑙 𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛
 𝑋 100)

 

Reciprocity 
2 Features 

In Out Ratio (Call, SMS): IOR =
𝐼𝑛𝑐𝑜𝑚𝑖𝑛𝑔 𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐶𝑜𝑢𝑛𝑡

𝑂𝑢𝑡𝑔𝑜𝑖𝑛𝑔 𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐶𝑜𝑢𝑛𝑡
 

Loyalty 
3 Features 

Loyalty =
∑ 𝑇𝑖𝑚𝑒 𝑆𝑝𝑒𝑛𝑡 𝑤𝑖𝑡ℎ 𝑇𝑜𝑝 𝑇ℎ𝑟𝑒𝑒 𝐶𝑜𝑛𝑡𝑎𝑐𝑡𝑠

∑ 𝑇𝑖𝑚𝑒 𝑆𝑝𝑒𝑛𝑡 𝑤𝑖𝑡ℎ 𝐴𝑙𝑙 𝐶𝑜𝑛𝑡𝑎𝑐𝑡𝑠
𝑋 100 

Temporal Rhythms 
6 Features 

Diurnal Activity Ratio (BT, Call, SMS) DAR = 
∑ 𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (8𝐴𝑀 𝑡𝑜 5𝑃𝑀)

∑ 𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (5𝑃𝑀 𝑡𝑜 8𝐴𝑀)
 

Weekday/Weekend Activity Ratio (BT, Call, SMS) WWAR = 
∑ 𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (𝑊𝑒𝑒𝑘𝑑𝑎𝑦𝑠)

∑ 𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (𝑊𝑒𝑒𝑘𝑒𝑛𝑑𝑠)
 

EDGE: Social 
Activity Level 

3 Features 
Social Activity (BT, Call, SMS) = ∑ Activity 

 

Note that while many deep learning approaches do not utilize “hand crafted” features, 

there remain multiple scholars who have argued that theory driven (or hand-crafted) 

features are useful even when using deep learning architecture [148]–[150]. While 

availing of the sophisticated non-linear interactions between features using the neural 

networks, such approaches still allow the system designers to have a better 
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understanding of the rationale for their models. Further, such features allow for a more 

interpretable comparison between shallow and deep learning approach results, and 

work well in scenarios where the available number of instances is not exceptionally 

large [151]. In the current scenario, where there is only interpersonal relationship score 

per edge even though they may interact for over a year we have opted to use hand 

crafted features at the input layer. This also allows for a comparison across deep and 

shallow learning strategies for using neighbor’s sensor data for inferring interpersonal 

trust – neither of which has been reported in the past literature. 

4.3.1. Node Properties 

4.3.1.1. Social Activity Level 

Social Activity level represents the activity of a user as obtained through counting 

exchanged phone calls, SMS messages, and Bluetooth scans. A higher count of social 

activity level suggests an active user [23]. Various studies have connected individual 

social activity with social capital and/or trust. High social activity has also been 

connected with reducing relational uncertainty and as a means of establishing trust in 

interpersonal relationships [30], [88]. We assume that a person who makes or receives 

(I/O) numerous calls may have more social life and this may be associated with 

interpersonal trust [152]. Also, we consider the level of social activity at the edge 

(vertex) level between the two users whose interpersonal trust score is inferred. Thus, 

we consider the following features: 

Social Activity (BT, Call, SMS) = ∑ Activity 
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4.3.1.2. Diversity 

In the previous set of features, we quantify the total number of calls, SMS messages, 

and Bluetooth scans. Here, we also determine the diversity (measured as Shannon 

Entropy) for each one of them, as such a diversity metric has been reported to be 

associated with various personal well-being outcomes and personality traits [69], [90]. 

Di = − ∑ 𝑝𝑗 ij 𝑙𝑜𝑔𝑏 𝑝ij 

Where pij is the percentage of social events involving individual ‘i’ and contact ‘j’, and ‘b’ 

is the total number of such contacts. 

4.3.1.3. Tie Strength 

Previous studies have related strength of ties and trust [92]. Such literature underscores 

the value of maintaining relationships with both strong and weak ties, and each may 

yield different types of social capital, and presumably, over periods of time, 

interpersonal trust. Following Williams [93], we connect the concepts of ‘bonding’ and 

‘bridging’ social capital to those of ‘strong’ and ‘weak’ ties as proposed by Granovetter 

and other researchers [94]–[96]. We conjecture that the relative spread (or 

concentration) of communication with strong (respectively weak) ties may be a 

predictor of one’s interpersonal trust to others. It is anticipated that a person would 

devote at least 33% of their time with their top-third most frequent contacts (proxy for 

strong ties) [23]. Nonetheless, a high score like 90% may indicate an individual’s 

preference to intentionally engage more with strong ties rather than distributing the 

communication effort more equally amongst all ties. Hence, we define the following 

features: 
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Strong/Weak Tie Ratio (SWTR) =
(

∑ 𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑤𝑖𝑡ℎ 𝐻𝑖𝑔ℎ𝑒𝑠𝑡 1/3 𝐶𝑜𝑛𝑡𝑎𝑐𝑡𝑠

∑ 𝐴𝑙𝑙 𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛
 𝑋 100)

(
∑ 𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑤𝑖𝑡ℎ 𝐿𝑜𝑤𝑒𝑠𝑡 1/3 𝐶𝑜𝑛𝑡𝑎𝑐𝑡𝑠

∑ 𝐴𝑙𝑙 𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛
 𝑋 100)

 

4.3.1.4. Reciprocity 

The ease with which communication is conducted is an important property of an 

individual’s social behavior. We anticipate approachability of individuals to be 

associated with social capital levels [54]. Such social capital levels have been associated 

with trust [14]. Hence, we compute the ratio of incoming to outgoing calls and SMS text 

messages. 

In Out Ratio (Call, SMS): IOR =
𝐼𝑛𝑐𝑜𝑚𝑖𝑛𝑔 𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐶𝑜𝑢𝑛𝑡

𝑂𝑢𝑡𝑔𝑜𝑖𝑛𝑔 𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐶𝑜𝑢𝑛𝑡
 

4.3.1.5. Loyalty 

Loyalty means how frequently participants engage with their favorite people in terms of 

Calls, SMS messages, and Bluetooth scans. Past research has connected this loyalty 

feature with individual well-being and propensity to trust [98], [145]. Precisely, we 

calculate the percentage of time spent with their top three frequented communication 

(BT, Call, SMS) out of all communication. 

Loyalty =
∑ 𝑇𝑖𝑚𝑒 𝑆𝑝𝑒𝑛𝑡 𝑤𝑖𝑡ℎ 𝑇𝑜𝑝 𝑇ℎ𝑟𝑒𝑒 𝐶𝑜𝑛𝑡𝑎𝑐𝑡𝑠

∑ 𝑇𝑖𝑚𝑒 𝑆𝑝𝑒𝑛𝑡 𝑤𝑖𝑡ℎ 𝐴𝑙𝑙 𝐶𝑜𝑛𝑡𝑎𝑐𝑡𝑠
𝑋 100 

4.3.1.6. Temporal Rhythms 

Prior literature has connected circadian cycles, Dark Triad (i.e., narcissism, 

machiavellianism, and psychopathy) and trust [81], [82]. The classification of different 

individual’s chronotype - the tendency for the individual to sleep at a particular time 

during a day-and/or-night period (24-hour) - has been connected with cheating and 

machiavellianism [83]. The daily business hours in USA are 8 AM to 5 PM; hence, to 



74 
 

 
 

quantify daily patterns of activity and the differences between different phases of the 

day, we define the following features: 

Diurnal Activity Ratio (BT, Call, SMS) DAR = 
∑ 𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (8𝐴𝑀 𝑡𝑜 5𝑃𝑀)

∑ 𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (5𝑃𝑀 𝑡𝑜 8𝐴𝑀)
 

We added another layer of characterization for the aforementioned two states of the 

daily activity ratio to get more insights out of these circadian rhythms by quantifying the 

weekdays (Monday to Friday) to weekends (Saturday and Sunday) communication (BT, 

Call, SMS) ratio. 

Weekday/Weekend Activity Ratio (BT, Call, SMS) WWAR = 
∑ 𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (𝑊𝑒𝑒𝑘𝑑𝑎𝑦𝑠)

∑ 𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (𝑊𝑒𝑒𝑘𝑒𝑛𝑑𝑠)
 

4.3.2. Edge Properties 

Past research has connected the number of interactions between users conceptually 

with the strength of ties [22], [95] and this feature has empirically been found to be 

predictive of interpersonal trust [30]. Hence, we consider Social Activity Level based on 

the three modalities (BT, Call, SMS) as the features to characterize the edges in the 

network as seen in Figure 5. 

4.4. Proposed Method 

4.4.1. Dealing with Class Imbalance in the Dataset 

To clean our dataset, we have removed all instances without any logs for BT scans, Calls, 

and SMS messages altogether resulting in a total of 13,164 instances. 98.75% of these 

instances have a low interpersonal trust (zero), whereas the rest of instances (1.25%) 

have a high interpersonal trust (one) as shown in Figure 6. Most common way of dealing 

with class imbalance in datasets is to (artificially) balance the training set to allow for 

better learning opportunities, before the learnt model is tested out on the imbalanced 
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test as is expected in the real world. The most common ways for balancing the training 

dataset are: (1) over-sampling, (2) under-sampling, and (3) combination of over and 

under-sampling [153]. Here, we split the dataset into two (train/test) subsets (70% - 

30%) respectively and chose SMOTE+Tomek links [154] to balance the training data. In 

this technique, SMOTE [155] is used first which generates a new minority class 

instances. These minority class instances are based on a projection in the hyperspace 

and are not direct copies of the existing instances. Then, Tomek’s links method is used 

to under-sample the dataset whose main motivation is not only to balance the training 

data, but also to remove noisy examples lying on the wrong side of the decision border 

[154]. We use the implementation as described in [153], which is inspired by [156]. 

 

Figure 6. Class Imbalance of the Interpersonal Trust Scores. 

4.4.2. Identifying Appropriate Neighbors for Better Interpersonal Trust Modeling 

In this work, we would like to study the novel idea of determining the impact of 

neighbors in enhancing the performance of shallow and deep learning algorithms in 

inferring interpersonal trust. Figure 7 displays the network (indirect graph) of the users 

of the dataset based on Bluetooth scans between them during the course of the study. 

Following the results in [30], we consider face-to-face interactions to be the most 
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important determinants for considered trusted relationships and hence identify the two 

nearest neighbors in terms of the frequency of face to face (Bluetooth) interactions. The 

construction of the network was done in R 3.5.1 [103] and its package iGraph 1.0.1 [157] 

inspired by [158]. 

 

Figure 7. Network (Graph) of the Dataset Based on BT Scans. 

The underlying intuition of using neighbor’s information can be applied to any arbitrary 

number of neighbors. However, including all the neighbors would quickly become 

exorbitant in terms of data size and the effects of additional user data are unlikely to be 

useful after a threshold. Given the significance of triads as an important building block in 

social network literature [159], [160] and “triangulation” in signal processing literature, 

we focus on the use of additional data from two neighbors in this work.  

To study the impact of adding the two similar neighbors based on number of BT scans in 

the prediction of one’s interpersonal trust, we have created the following additional 

features as presented in Figure 8. 
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Figure 8. Additional Phone-based Features in a Network Representation after Adding Two Neighbors. 

4.4.3. NADAL: A Neighbor Aware Deep Learning Architecture 

In this work, we build upon a recent work in Ubicomp literature by Radu et al. [161], 

which defines a novel deep learning approach to utilize multimodal sensor data for 

human activity recognition. An important insight from their work was the idea to avoid 

both the extremes of fusion techniques i.e. early fusion (feature concatenation) and late 

fusion (decisions derived separately from single modalities are combined in the final 

layer). Instead, they argue a case to allow for two types of hidden layers: hidden layers 

related to a specific sensor type and hidden layers that capture unified concepts across 

sensor types. In their construction, separate architectures are built for each modality to 

first learn sensor-specific information before their generated concepts are unified 

through representations that bridge across all the sensors (i.e., shared modality 

representations).  

We consider the data coming from the neighbors to be an additional “channel” or 

modality of information regarding the phenomena of interest. In that sense, our work 

follows that of Radu et al. [161]. However, the “channels” in our setup are quite 
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different from those in Radu et al. [161]. While in their context, different channels were 

observing the same activities via different modalities, in our case the additional 

channels provide contextual information regarding different activities, which 

nevertheless could indirectly influence the prediction task at hand.  

Specifically, we consider the interpersonal trust between user Ai and a target Bi (see 

Figure 8) to be a function of the behavioral features which characterize the edge {AiBi} 

(e.g. the number of phone calls between them) as well as the node Ai (e.g. number of 

overall phone calls made by Ai). While the node properties give a clue to the personality 

or the traits of Ai, the edge properties characterize the relationship between Ai and Bi.  

Now, let us also consider two neighbors for Ai: U1 and U2. We posit that the properties 

of the edges connecting these users with Bi i.e. {U1Bi; U2Bi} could provide additional 

context on the relationship {AiBi} and thus be useful to predict the interpersonal trust 

between them. However, we do not expect the node properties (e.g. personality or 

trust propensity) of U1 and U2 to have a significant influence on the relationship 

between Ai and Bi.  

Hence, taking inspiration from Radu et al. [161] but also considering the different 

application context here, we define a novel architecture as shown in Figure 9. This 

architecture builds upon feedforward neural networks and contains separate 

architectural branches for user Ai’s node and edge features as well as U1’s and U2’s edge 

features without any inter-branch connections between layers until later unifying cross 

channel layers connect the node and edge features for the Ai, and the three types of 

edges respectively. It allows for the node properties of user Ai to go through a number 
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of layers of neural networks to allow for different features and the interactions among 

them to become part of the model. Same thing happens to the other “channels” of 

information i.e. the edge properties of AiBi, U1Bi, and U2Bi. Each of these 

properties goes through a number of layers of neural networks without any interaction 

across channels. Next, to learn the (potentially non-linear) interaction effects between 

the Ai’s node and edge parameters, the corresponding layers are merged and the 

resulting layer passes through multiple layers of networks to allow for learning of the 

appropriate parameters. Similarly, there could be interaction effects between the edge-

based features for AiBi, U1Bi, and U2Bi, which can be learnt by combining the 

corresponding layers and letting them pass through two layers of neural networks. 

 

Figure 9. NADAL Architecture Schematic. 

4.5. Results 

We used Scikit-learn [114] and Keras [162] running in Google Colab Notebooks to build 

various models capable of automatically inferring the interpersonal trust of a user 

classified into two classes: “Low Interpersonal Trust (0)” or “High Interpersonal Trust 

(1)”. We split all datasets into 70% training dataset and 30% test set. We analyze the 
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results with and without sampling, as well as with and without considering the 

neighboring edges. Lastly, we consider both shallow and deep learning methods, 

namely: Random Forest, standard feature concatenation based deep neural network 

(FC-DNN), and our proposed NADAL architecture.  

(1) Sampling Technique: As-Is vs. SMOTE+Tomek Resampling 

As mentioned in Section 4.4.1., we try to counter the problem of class imbalance by 

creating more balanced training datasets using SMOTE+Tomek resampling. To quantify 

the performance difference based on the re-sampling, we run two versions for each 

experiment – one with and one without the resampling. 

(2) Neighbor Awareness: Individual Path (Non-Neighbor-Aware) vs. Neighbor-Aware  

We consider the performance of the models if they only utilize the individual node and 

its edge connecting the target node features vs. utilizing the edge data from two of the 

closest neighbors. While all the individual path approaches had access to 23 features (20 

node features + 3 edge features) the Neighbor-aware approaches had access to 29 (20 

node features + 3 * 3 edge features). While the difference in number of features made 

little impact on the architectures for Random Forest and FC-DNN, the NADAL 

architecture was adapted to consider only the layers that lie in the path of the 

abovementioned 23 features for the computation.  

(3) Machine Learning Approach: Shallow Learning (Random Forest) vs. Deep Learning 

(FC-DNN and NADAL) 

We consider three types of machine learning approaches. First is Random Forest, which 

is a frequently used shallow learning technique. Next is the baseline deep learning 
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approach, which builds upon feature concatenation in the first layer (FC-DNN) and lastly 

the NADAL approach, which has been custom designed to capture the interactions 

between edges of neighboring nodes. For FC-DNN, we passed all the features through a 

multilayer perceptron (23/40/40/20/40/40/1) all activated by Relu except the output 

layer that was activated by Sigmoid with a 16 batch size and a 50 epochs as presented in 

Figure 10. For NADAL, the features were passed through different layers as shown in 

Figure 9, where all layers are activated by Relu except the output layer which was 

activated by Sigmoid with a 16 batch size and a 50 epochs. 

 
Figure 10. Standard Feature Concatenation Based Deep Neural Network (FC-DNN) Architecture 

Schematic. 

Table 20 compares all datasets and the number of features of each one of them. Note 

that while the training data (70%) is balanced between the two classes by creating 

artificial samples (SMOTE+Tomek) the testing (30%) is done on the imbalanced dataset 

as consistent with the real world scenario where such an algorithm is likely to be 

applied. 
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Table 20. Summary of Datasets Considered in This Study. 

Dataset Neighbor Awareness Features Instances Class 0 Class 1 

ORIGINAL Only Main Edge (100%) 23 13,164 12,988 176 

ORIGINAL Main Edge + Two_Neighbors (100%) 29 13,164 12,988 176 

TRAINING SET: AS-IS Only Main Edge (70%) 23 9214 9103 111 

TRAINING SET: AS-IS Main Edge + Two_Neighbors (70%) 29 9214 9103 111 

TRAINING SET: 
After Resampling 

Only Main Edge (70%) 23 18,170 9085 9085 

TRAINING SET: 
After Resampling 

Main Edge + Two_Neighbors (70%) 29 18,168 9084 9084 

TEST SET Only Main Edge (30%) 23 3949 3895 54 

TEST SET Main Edge + Two_Neighbors (30%) 29 3949 3895 54 

 

Table 21 shows the average results of running experiments with each of the 

abovementioned settings 10 times. It is worth noting that AUCROC stands for (Area 

Under the Receiver Operating Characteristic Curve) and Acc stands for (Accuracy). While 

a higher score is better for each of these metrics generally, multiple researchers have 

suggested against using Classification Accuracy to interpret results in highly imbalanced 

datasets [109], [163]. For instance, a simple baseline (Majority Zero-R) algorithm which 

classifies all ties as “not trusted” will achieve an accuracy of 98.75%. However, such an 

algorithm would be useless in practice. Hence, we use AUCROC, which tries to balance 

the performance for the majority and the minority class as the primary metric to 

compare algorithms. 

The results summarized in Table 21 show the following trends: 

The use of SMOTE+Tomek re-sampling technique allowed for the algorithms to achieve 

better performance across all deep learning cases, not for Random Forest. For the same 

algorithmic approach and neighbor (non) awareness, the models created with re-

sampling scored higher in terms of AUCROC. The only exception was the (Random 
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Forest). This trend is consistent with the expectation and recent research on dealing 

with imbalanced datasets [163].  

Table 21. Average Results of Predicting Interpersonal Trust Using Various Classification and Sampling 
Methods. 

Sampling Approach Algorithmic Approach 

Individual Path 
(Non-Neighbor-Aware) 

Neighbor-Aware 

Acc AUCROC Acc AUCROC 

AS-IS Random Forest 92.48% 79.84% 93.12% 81.08% 

AS-IS FC-DNN 98.63% 47.53% 95.04% 71.07% 

AS-IS NADAL 98.64% 51.31% 98.62% 85.29% 

SMOTE+Tomek Random Forest 93.78% 77.85% 94.67% 78.94% 

SMOTE+Tomek FC-DNN 98.63% 49.51% 92.59% 86.35% 

SMOTE+Tomek NADAL 92.54% 90.63% 94.55% 93.23% 

 

Next, we note that deep learning approaches (both FC-DNN and NADAL) generally 

outperform the shallow learning approach (Random Forest). Again, while we notice 

some exceptions, at least one of the two deep learning approaches always outperforms 

the shallow learning approach in each of the considered sampling and neighbor-

awareness settings. This is again along expected lines as deep learning approaches tend 

to have more opportunity to capture linear and non-linear associations between 

different features and create comprehensive models.  

Next, the neighbor-aware approach yields better performance in both shallow and deep 

machine learning approaches. Interestingly, while most algorithms struggled to learn 

the minority class well (AUCROC around 0.50) without SMOTE+Tomek resampling, 

NADAL approach was able to obtain credible performance with the neighbor-aware 

approach in even that setting. All comparisons between the same algorithmic approach 
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(Individual Path vs. Neighbor-Aware) were found to be statistically significant using two-

tailed unpaired t-tests (at alpha= 0.05 level) suggesting that the AUCROC of the 

Neighbor-Aware approaches were statistically significantly better than the Individual 

Path approaches. 

Lastly, we note that the NADAL approach worked better than the baseline deep learning 

approach (FC-DNN). This trend was especially obvious with the SMOTE+Tomek 

resampling i.e. in the setting where the performance was higher in general. This 

suggests that early fusion of features might not allow for the interrelationships within 

the same channel to be learned adequately without the influence of other channels. The 

step-wise unification of different channels across the architecture seems to have 

provided better opportunities for the social channels to learn both intra-channel and 

inter-channel relationships.  

The highest overall AUCROC score of 93.23% was obtained using SMOTE+Tomek 

sampling, Neighbor-Aware features, and NADAL architecture. A score of 93.23% 

indicates that the model was able to learn both the majority and minority classes 

reasonably well and could be useful in practice where interpersonal trust needs to be 

inferred using phone based metadata. 

4.6. Discussion 

4.6.1. Methodological Considerations  

The work presented here tackles the problem of inferring interpersonal trust 

automatically using phone metadata. Such a problem requires dealing with highly 

imbalanced datasets and also takes place in a socially rich setting. Hence, this work 
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proposes and empirically tests the use of multiple techniques to improve the automatic 

prediction quality. While a SMOTE+Tomek approach allows better learning based on a 

balanced training set, the neighbor-aware approach allows for the use of neighboring 

connections’ data for better inference. Finally, the growth in such data allows for the 

use of deep learning techniques to obtain better performance. However, the 

architectures for deep learning need to be defined in a manner that is responsive to the 

nature of the task at hand. In particular, the NADAL architecture, which allows for 

learning appropriate features from neighboring edges while also giving due credit to the 

primary node in question, was found to yield the best results. As the first effort in this 

direction, we have chosen to use Deep Neural Networks (DNN) using Artificial Neural 

Networks (ANN), which are relatively simple and well-studied in the deep learning 

literature. The positive results obtained here on utilizing neighboring relationships 

motivate the exploration of other techniques for future work.  

4.6.2. Privacy of User Data and Ethical Considerations  

The data for this study come from the MIT Friends and Family study [71], which has 

been adopted by multiple research groups to study questions pertaining to social and 

ubiquitous computing. We use a version of the dataset where all data was anonymized 

and hashed. Under no circumstance, the content of the Calls or SMS messages were 

available to the authors responsible for analysing the metadata. We recognize the 

ethical concerns related to automatic generation of scores to quantify human ties and 

their interpersonal trust. Similar concerns have been raised in the past for automatic 

generation of mental health scores for individuals or even survey based quantification of 
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interpersonal relationships [121]. While waiting for the development of better privacy 

and ethics polices, we firmly believe that it takes various studies like this one to facilitate 

the comprehension around the visions of using ubiquitous data and enrich the 

discussion in the research community around them [139].  

4.6.3. Limitations 

The current study has some limitations. First is the relatively small sample size - 130 

individuals. Hence, we are careful not to generalize the results until they’re re-verified 

with a larger population of samples. Second is the homogeneity of the sample. While 

this limitation prevents us from generalizing the findings to larger populations, the 

homogeneity also allowed us to isolate socio-mobile behavior as a predictor. Another 

limitation is the use of a specific question-based trust metric in this work.  

Despite these limitations, this study’s value lies in the new ground it breaks in multiple 

ways. To our knowledge, there have been no previous studies undertaken that utilize a 

deep learning approach to infer interpersonal trust from sensor data. Correspondingly, 

the proposed NADAL architecture is the first deep learning based attempt at utilizing 

neighbors’ edge properties to better infer aspects associated with a user’s edge or 

relationships. We hope that the results obtained in this work will motivate more 

significant work which applies the abovementioned techniques to settings with diverse 

trust measurement methods and sampled populations.    

4.6.4. Implications 

With further validation, this line of research could have multiple implications for 

individuals as well as the society. The participants who opt-in to such automated 
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interpersonal trust scoring apps could get better customized recommendations for 

social activities, news, and mobile commerce apps; whom one trusts is a critical 

mediator for almost all goods and services that one procures or exchanges online and 

offline. For instance, social media sites could recommend products that are rated high 

by the trusted peers. Similarly, trusted peers could be suggested for exchange of 

services. With enhancements, the proposed approach can be used to understand 

societal changes and support emerging socio-technical contexts like the sharing 

economy [123].  

At a societal level, such apps could alleviate the need to run costly annual surveys to 

assess the trust-based “state of the nation” as proposed by [26]. Instead, automated 

methods can be used to create a real-time nation-wide trust census and make it a part 

of the public policy and decision making process. Further, an ability to study the 

phenomenon of interpersonal trust and its “in the wild” dynamics at scale can 

substantially advance the literature in several fields (e.g., economics, psychology) that 

study trust.   
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Chapter 5 

Conclusion and Future Work 

5.1. Conclusion 

In this dissertation, we have proposed “personal big data” based new approaches to 

infer individual trust, altruism, and interpersonal trust using mobile phone features as 

an alternative to conventional methods like surveys and lab experiments. Using phone-

based behavioral features allowed us to build predictive models by means of machine 

learning classification algorithms whose accuracy, AUC, and F1 scores were promising 

and encouraging. To the best of our knowledge, there have been no previous studies 

that analyze the link between individual trust and altruism propensity levels along with 

phone-based behavioral features while maintaining fairness in the classification process. 

Hence, these results pave way for more research on leveraging ubiquitous sensing data 

for understanding the interconnections between socio-mobile behavioral data and 

human behavioral propensities. 

Also, we have proposed a new approach to automatically infer interpersonal trust via 

phone-based features using shallow and deep learning methods. This is the first effort 

to suggest and validate the use of behavioral features from neighboring relationships to 

better predict the interpersonal trust ties of the target relationship. The best results for 

this problem were obtained based on a novel deep learning architecture (NADAL), which 

efficiently uses neighboring relationship data.  

With further technical and ethical ground work, the proposed approaches can be used 

for inferring human behaviors and propensities of individuals at a scale of billions of 
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people. Hence, with the growth in mobile phone penetration, the proposed approaches 

could have multiple implications for individuals (e.g. customized applications) as well as 

societies as they engage in higher levels of technology-mediated interactions.  

5.2. Future Work 

The results obtained in this dissertation pave way for more research on leveraging 

ubiquitous sensing data for understanding the interconnections between socio-mobile 

behavioral data alongside trust propensity, altruism, and interpersonal trust using 

different methods and in varied settings. The proposed approaches can be enhanced in 

future work by including a larger number of participants, more detailed phone-based 

features, and considering larger time durations. While we undertake exploratory 

analysis to reduce the disparity in the prediction algorithms in terms of their 

performance for different genders in predicting trust, future work can undertake more 

detailed analysis based on different definitions of groups and define more sophisticated 

methods to increase fairness. There are also opportunities for improving the work by 

creating more advanced deep learning architectures that are also neighbor-aware. 

Furthermore, the suggested phone-based methods could be expanded to study and 

predict other personal behaviors and traits such as gratitude, compassion, and 

happiness. Taken together such methods open ways to better model human beings 

based on ubiquitous sensing and act as a building block towards a healthier and happier 

society. 

5.3. Dissertation Related Publications 

This dissertation is based on the following publications: 
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[2] G. F. Bati and V. K. Singh, "“Trust Us”: Mobile Phone Use Patterns Can Predict 
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