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ABSTRACT OF THE DISSERTATION

Unobtrusive Vital Sign Detection Through Ambient

Physical Vibrations

by Zhenhua Jia

Dissertation Director: Yanyong Zhang

Vital sign monitoring is critically important to ensuring the well-being of many people,

ranging from patients to the elderly. Technologies that support vital sign monitoring

should be unobtrusive, and solutions that are accurate and can be easily applied to

existing beds is an important need that has been unfulfilled. In this dissertation, we aim

at tackling the challenge of accurate, low-cost and easy to deploy vital sign monitoring.

We focus on two scenarios ones everyday life – sleeping during the night and sitting

during the daytime, considering that a person spends a large portion of time on both

activities.

In the first part of this dissertation, we investigate whether off-the-shelf analog geo-

phone sensors can be used to detect heartbeats when installed under a bed. Geophones

have the desirable property of being insensitive to lower-frequency movements, which

lends itself to heartbeat monitoring as the heartbeat signal has harmonic frequencies

that are easily captured by the geophone. With carefully-designed signal processing

algorithms, we show it is possible to detect and extract heartbeats in the presence

of environmental noise and other body movements a person may have during sleep.

We built a prototype sensor and conducted detailed experiments involving 43 subjects,

which demonstrate that the geophone sensor is a compelling solution to long-term, at-

home heartbeat monitoring. We compared the average heartbeat rate estimated by our

prototype and that reported by a pulse oximeter. The results revealed that the average
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error rate is around 1.30% over 500 data samples when the subjects were still on the

bed, and 3.87% over 300 data samples when the subjects had different types of body

movements while lying on the bed. We also deployed the prototype in the homes of 9

subjects for a total of 25 nights, and found that the average estimation error rate was

8.25% over more than 181 hours’ data.

In the second part of this dissertation, we greatly extend our previous system to-

wards a more realistic scenario. We develop a system, called VitalMon, aiming to

monitor a person’s respiratory rate as well as heart rate, even when she is sharing a bed

with another person. In such situations, the vibrations from both persons are mixed

together. VitalMon first separates the two heartbeat signals, and then distinguishes the

respiration signal from the heartbeat signal for each person. Our heartbeat separation

algorithm relies on the spatial difference between two signal sources with respect to each

vibration sensor, and our respiration extraction algorithm deciphers the breathing rate

embedded in the amplitude fluctuation of the heartbeat signal. We have developed a

prototype bed to evaluate the proposed algorithms. A total of 86 subjects participated

in our study, and we collected 5084 geophone samples, totaling 56 hours of data. We

show that our technique is accurate – its breathing rate estimation error for a single

person is 0.38 breaths per minute (median error is 0.22 breaths per minute), heart rate

estimation error when two persons share a bed is 1.90 beats per minute (median error

is 0.72 beats per minute), and breathing rate estimation error when two persons share

a bed is 2.62 breaths per minute (median error is 1.95 breaths per minute). By varying

the sleeping posture and mattress type, we show that our system can work in many

different scenarios.

In the third part of this dissertation, we introduce a system, called Touch-Chair,

which unobtrusively monitors a user’s respiration and learns a user’s identity through

capacitive sensing. Touch-Chair consists of 16 capacitive sensors mounted on the surface

of a chair. The system can easily detect any occupancy event and extract the unique

micro details about the user’s respiration and sitting behavior patterns, through signal

processing and supervised machine learning techniques. Our system can provide fine-

grained information towards better understanding a user’s health state.
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Chapter 1

Introduction

1.1 Overview

Continuous vital sign monitoring systems have been proposed in both industry and

academia, promising to provide rich information about a person’s well-being. Poten-

tially, these systems can be used to detect emotional state [1–3], monitor sleep qual-

ity [4], detect obstructive sleep apnea [5], evaluate the risk of heart failure under certain

situations [6, 7], and even monitor patients with Parkinson’s disease [8], etc.

Due to the importance of vital sign monitoring, many systems have been proposed

in the literature. We category these systems into three groups: wearable devices [9–11],

remote radio frequency (RF) sensors [12–15] and carrier-mounted sensors [16–31]. Wear-

able devices can continuously monitor the heart rate, but they fail to monitor respira-

tion, have to be bundled to other mobile devices and require frequent battery charging.

Also, they are rather cumbersome and inconvenient to many users, especially children,

patients or the elderly. RF sensors can monitor vital signs without direct contact of

the skin but suffer from the RF multipath situation in the background environment.

Carrier-mounted systems, such as bed-mounted and chair-mounted systems, are usually

difficult to deploy and obtrusive to use as they introduce additional special designed

components, such as seat mats, mattresses, bed posts, etc.

In this study, we aim to develop such sensors that are able to provide continuous vital

sign monitoring, regardless that a user is sleeping or work. Towards building accurate

and robust systems for such a purpose, we believe a better approach is to develop sensors

that can be easily mounted on target objects (such as beds and chairs) and monitor

users in a completely unobtrusive manner. In this dissertation, we demonstrate our

bed-mounted systems that monitor users’ vital signs during sleep and a chair-mounted
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system that monitors users’ respiratory rate and sitting behavior in the daytime.

1.2 Proposed Solutions for vital sign monitoring

Unobtrusively monitoring a person’s vital signs provides rich information about a per-

son’s well being. Our propose systems which continuously monitor a person’s vital

sign through ambient vibrations. We developed a bed-mounted system which is ac-

curate and easy to install. To be specific, we investigated building a geophone-based

bed-mounted heart rate monitoring system for a single user, have extended the system

towards monitoring a target user’s heart rate and respiratory rate, while at the same

time the target user shares the bed with another user. Further, we propose a capacitive-

based chair-mounted system which can unobtrusively monitor a user’s respiratory rate

and identity.

1.2.1 A Geophone-based Bed-mounted Heart Rate Monitoring Sys-

tem for a Single User

Compared to existing sensor systems mentioned in Section 1.1, geophone sensors [32,33],

which measure the vibration velocity caused by ballistic force within each heartbeat,

provides a viable alternative in detecting both the heart rate on a bed without having

the problems of the existing systems. A geophone sensor consists of a magnet mass

surrounded by a coil. When a geophone sensor gets excited by the weak vibration from

the environment, the magnet mass and the coil may have relative motion leading to

an alternating current (AC) due to the electromagnetic field effect. As such, geophone

sensors are sensitive to weak vibrations and offer accurate monitoring.

We have built our system prototype, called HB-Phone, which consists of a geophone

sensor, an AC amplifier and an Arduino Duemilanove board [34], all mounted on a non-

magnetic wood board. Our prototype can be installed anywhere on the bed frame and

accurately detects the weak vibrations caused by heartbeats. Also, we designed our

heart rate detection algorithm in three steps: we first apply a low-pass filter to reduce

noise caused by body motions during sleep, ambient vibrations from the environment,
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etc.; we compute the signal power and apply a Sample autocorrelation function [35]

in order to extract the periodicity of the signal; then, we adopt a peak finding algo-

rithm [36] to count the number of heartbeats and convert it to a heart rate. Through

extensive controlled experiments and a real-world deployments, we show it is possible

to detect and extract heartbeats in the presence of environmental noise and other body

movements a person may have during sleep – even in real-world deployment, the average

estimation error rate of our system is as low as 8.25% over 181 hours’ data.

1.2.2 A Heart Rate and Respiratory Rate Monitoring System on a

Shared Bed Using Geophones

Continuously monitoring a single user’s heart rate enables quite a few applications.

However, we still miss some crucial information, towards a much more practical system

– the previous system only works for a single user and cannot monitor the user’s respi-

ratory rate. Thus, we extended our work towards a more complex scenario – tracking

the heart rate and respiratory rate of a target user when he/she shares the bed with

another user. The challenges are two-fold. First, a geophone sensor is naturally a

second-order high-pass filter and is insensitive to low-frequency motion such as respira-

tion (around 0.25 Hz). We find the vibration caused by respiration is buried under noise

from the environment. We address this challenge by observing that the respiration sig-

nal is amplitude modulated with the heartbeat signal and used a square-law amplitude

demodulation algorithm [37] to recover the respiration signal. The second challenge is

that the heartbeat signals from two users are mixed together and hard to separate. We

addressed this challenge by installing two geophones on the left and right side of the bed

and designed a series of signal processing algorithms to separate the signals from the

two users. Our algorithm is centered around a blind source separation algorithm, called

Degenerate Unmixing Estimation Technique (DUET) [38, 39], and takes advantages of

the embedded vibration source (heartbeats) location within the geophone signals to

separate the signals apart.

We have built our prototype system, VitalMon, and show that VitalMon can suc-

cessfully monitor the target person’s respiration and heart rate, even when he/she
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shares the bed with others. The overall absolute estimation error for heart rate and

respiratory rate is at 1.90 beats per minutes and 2.62 breaths per minute, respectively,

and the median is 0.72 beats per minutes and 1.95 breaths per minute.

1.2.3 A Capacitive-based Chair-mounted Respiratory Rate Monitor-

ing and User Identification System

Our previous systems showed that we can accurately monitor users’ heart rate and

respiratory rate during sleep. However, continuous monitoring during the daytime is

still missing. Here, we developed a smart chair system, called Touch-Chair, which un-

obtrusively learns a user’s sitting behaviors, including his/her identity and respiration

rate, all through capacitive sensing. Our Touch-Chair prototype consists of 16 capaci-

tive sensors that are mounted on the chair surface. The system can accurately detect

when a user sits on the chair and extracts unique micro details about a user’s sitting

patterns. Touch-Chair collects the sensor signals through ultra-low power wireless tags,

and processes the signals on a Raspberry Pi. The system identifies a user using Extreme

Gradient Boosting and Random Forests algorithms, and extracts the respiratory rate

using an autocorrelation-based algorithm. We conducted more than 5,000 experiments

involving 29 subjects for user identification and more than 800 experiments involving 19

subjects for respiratory rate monitoring. In total, we collected 77.3 hours of data over

a period of 7 months. The system can accurately recognize the user and extract the

respiratory rate, with an error of 1.23% and 1.05 breaths per minute (bpm), respectively.

1.3 Organization

The dissertation is organized as follows. In Chapter 2, we present our HB-Phone system

which can monitor a single user’s heart rate during sleep without additional constraints.

In Chapter 3, we discuss our VitalMon system which tracks a target user’s heart rate and

respiratory rate simultaneously on a shared bed. In Chapter 4, we propose our Touch-

Chair capacitive sensing system for respiratory rate monitoring and sitting behavior

detection. Finally, we conclude the dissertation in Chapter 5.
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Chapter 2

HB-Phone: a Bed-Mounted Geophone-Based Heartbeat

Monitoring System

2.1 Introduction

When we consider a person’s well-being, it is important to focus on the time when

he/she is resting and sleeping. We spend a large fraction of our time in sleeping, and

yet, reliable mechanisms that can monitor our sleep and heartbeats during sleep are

still missing. In the last few years, we have seen an increasing number of wearable

devices that can be used for this purpose, but they usually need to be bundled to other

mobile devices and require frequent battery charging, which is rather cumbersome to

many users, especially patients or elderly. As a result, we believe a better approach

is to develop bed-mounted sensors that can monitor users in a completely unobtrusive

manner. In this study, we aim to develop such sensors that are able to detect and

monitor heartbeats during sleep. Detecting heartbeats and monitoring the heartbeat

rate, is an important part of ensuring our well-being.

Due to the importance of heartbeat monitoring during sleep, many bed-mounted

heartbeat sensing and monitoring systems have been proposed in the literature. How-

ever, few solutions have managed simultaneously to achieve ease of use, low cost, high

accuracy, and robustness. Firstly, many systems, such as those proposed in [16,17,30],

require custom-made sheets or mattresses. For example, an air cushion is required

in [16, 17]; sensors need to be embedded in the mattress in [30]. Some systems re-

quire the user to place (film) sensors under a certain part of the sheet [24]. These

requirements are rather cumbersome, which may greatly hinder the widespread adop-

tion of the proposed systems, particularly amongst demographics that are adverse to

noticeable changes in their routines. Secondly, many systems, such as those proposed
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in [25, 26], require special sensors that yield accurate heartbeat sensing, but can be

quite costly. Thirdly, some systems are hard to install; for example, the system pro-

posed in [13] needs to install a plywood board and an aluminum guide rail on the bed

surface. Because of these limitations, even though a number of systems have been pro-

posed, at-home heartbeat monitoring during sleep still remains a problem for which

there are no completely suitable solutions.

In this study, we seek to fill this void by proposing a system that is accurate, robust,

low cost, and easy to use. Our solution involves the use of a commercial off-the-shelf

analog geophone under the mattress to detect and monitor the user’s heartbeats during

sleep. Just like a geophone can detect pressure waves (i.e. “sounds) in the earth (e.g.,

[40, 41]), our system can detect the sounds of heartbeats that are propagated through

a mattress. Therefore, we refer to our system as heartbeat-phone, or HB-Phone in

short. Compared to other sensors, the geophone sensor has several advantages, which

make it a suitable choice for heartbeat detection1. Firstly, it is highly sensitive to tiny

motions – geophones are often used to detect distant motions (such as earthquakes),

and can generate a noticeable response to minute movements such as heartbeats (after

going through a normal mattress). Secondly, it is commercially available and rather

affordable. Thirdly, deploying a geophone-based system can be very conveniently done,

without interfering with the bed or how it is used. As a result, we believe that HB-

Phone offers a very practical solution to at-home heartbeat monitoring during sleep,

and in this study, we show that such a solution is also accurate and robust against

environmental noise or other body movements a person may have during sleep.

Extracting heartbeats from geophone signals, poses serious challenges to the under-

lying system design, which we have addressed in our study. The first challenge stems

from the fact that the geophone is naturally a second-order high-pass filter, hence insen-

sitive to low-frequency motions. Specifically, when a movement’s frequency increases

from 1Hz to 10Hz, the geophone’s response may become 100 times stronger. Consider-

ing that the fundamental frequency range of the heartbeat signal falls between 0.45Hz

1In this chapter, we use the term geophone to refer to the analog geophone.
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and 3.33Hz (corresponding to a heartbeat rate range from 27 beats to 200 beats per

minute), it is difficult to detect geophone responses at their fundamental frequency. In

this study, we address this challenge by considering harmonic frequencies of the heart-

beat signal, i.e., integral multiples of its fundamental frequency, that are caused by a

high-frequency component in a heartbeat.

The second challenge is that geophones are highly sensitive to noise in the environ-

ment. During sleep, a person may have various body movements including arm swings,

leg kicks, or snoring 2. At the same time, another person may be walking in the bed-

room, or opening/closing the bedroom door. All of these movements will be picked up

by a geophone that is installed under the bed mattress. Therefore, it is a daunting task

to extract heartbeats from all types of the noise, requiring very careful design of both

hardware and software components to mitigate such harmful interference. In hardware

design, the key is to control the amplification to ensure heartbeat responses are de-

tectable and distinguishable from noise while maximizing the amplitude of noise that

we can cope with. In software design, the key is to carefully devise signal processing

algorithms that can effectively filter out both environmental noise and noise caused by

a person’s body movements while in sleep.

To summarize, we have made the following contributions in this study:

1. We have developed an accurate, robust, low-cost, and easy-to-use bed-mounted

heartbeat monitoring system HB-Phone, which is centered around a commer-

cial off-the-shelf analog geophone. The HB-Phone system consists of both hard-

ware and software components. Its hardware components include a geophone,

an amplifier and an A/D converter; software components involve filtering, sample

auto-correlation calculation, peak finding, and heartbeat extraction. Though geo-

phones were suggested for detecting the presence of heartbeats in [42, 43], to our

knowledge, this is the first geophone-based system that can accurately monitor

the heartbeat rate in realistic settings.

2Our system has an upper bound on the amplitude of the movements it can handle, which is
dependent on the configuration of the hardware; in our prototype, we chose to use lower-end hardware
components and can cope with body movements whose amplitude is 14 times of that of heartbeats.



8

2. We have built a HB-Phone prototype and used it to instrument an experimental

bed. We have used the experimental bed to collect 502 30-second geophone signals

from 34 subjects while they lay still on the bed; 301 30-second geophone signals

from these subjects when they had various types of gentle body movements while

lying on the bed. We have compared the calculated heart rate with the results

measured by a pulse oximeter, and found that the average error rate is 1.30% in

the former case, and 3.87% in the latter case.

3. We have deployed the HB-Phone prototype in 9 homes for a total of 25 nights,

along with a pulse oximeter and video camera. We observe that the average

error rate is 8.25%, even though the subjects had various body movements and

environmental noise during the experiments.

The remainder of the chapter is organized as follows. In Section 2.2, we present

the hardware system design of HB-Phone, and in Section 2.3, we present the software

design that we have built to support heartbeat monitoring. We present our evaluation

setup and experimental results in Section 2.4. In Section 2.5, we summarize the existing

bed-mounted heartbeat monitoring systems, and compare their pros and cons. Finally,

we provide concluding remarks in Section 2.6.

2.2 HB-Phone System Design

We show the overview of HB-Phone in Figure 2.1. In HB-Phone, we place an analog

geophone under a mattress to capture movements in the environment, including the

user’s heartbeats. We first amplify the raw geophone response, and then convert it to a

digital signal. Next, we feed the digital geophone signal to a series of signal processing

functions, which extract heartbeats and other relevant movements from the signal. The

outcome from the HB-Phone system includes estimation of the average heartbeat rate,

estimation of the instant heartbeat rate, detection of snoring during sleep, and detection

of body movements during sleep, etc.

In this section, we first present the hardware design of HB-Phone. Then we discuss

the unique challenges we have faced in designing the HB-Phone system.
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Figure 2.1: Overview of the HB-Phone system. An analog geophone is placed under a
mattress. The raw geophone signal goes through amplification and A/D conversion to
generate a digital signal that is suitable for subsequent signal processing. A series of
signal processing methods will then be applied to detect heartbeats in the signal.

2.2.1 HB-Phone Hardware Design and Prototype

The HB-Phone system is centered around the use of a geophone sensor. As shown in

Figure 2.2, a geophone consists of a spring-mounted magnet that moves within a wire

coil to generate a voltage, which can thus measure the speed of a movement at different

frequencies. The use of a powerful magnet and a differentially wound coil gives it low

noise and high sensitivity at frequencies 7Hz and above, while being less sensitive to

movements with lower frequencies. In our HB-Phone prototype, we use the SM-24

Geophone Element [44], whose natural frequency is at 10Hz.

The raw geophone signal is first filtered by a hardware bandpass filter in the range

from 0.25 to 10kHz, which is then fed to a TI LMV358 amplifier circuit [45]. We have

carefully configured the amplifier circuit to ensure the HB-Phone is robust against other

types of body movements during sleep (such as snoring, hand/arm swings, or leg kicks).

For this purpose, we first need to make sure signals caused by such body movements
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Figure 2.2: The geophone consists of a spring-mounted magnet that is moving within
a wire coil to generate electrical signals that measure movements in the environment.

Figure 2.3: The AC amplifier circuit design.

stay within the range of the amplification circuit output after amplification, i.e., 0-

3V in our case; once this range is reached, no information can be extracted from the

resulting geophone signal. That is, if we desire to extract heartbeats in the presence of

noise caused by body movements (whose amplitude is usually much larger than that of

heartbeats), then the amplification should be kept sufficiently small to avoid the above-

mentioned situation. On the other hand, we are limited by the ADC unit’s resolution,

especially that of a low-cost ADC unit: if the amplification is too small, then it is

hard to correctly detect heartbeats due to a combination of low signal amplitude and

low ADC resolution (i.e. quantization error becomes dominant). In this study, our
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Figure 2.4: The picture of our HB-Phone prototype, where the geophone and the
amplifier are glued to a wooden board that is inserted between the memory foam
mattress and bed frame.

objective is to maximize the amplitude of body movements that we can handle in the

system while still being able to detect heartbeats. For this purpose, we configured the

amplification circuit such that the heartbeat signal’s amplitude falls within 0-200mV,

which is a range determined by the resolution of our ADC. Given that the amplification

circuit’s output range is 0-3V, we leave 2.8V as the maximum amplitude for detectable

body movements, which is roughly 14 times of the amplitude of a heartbeat motion.

Figure 2.3 shows the resulting double-stage amplification circuit. Both the first-stage

and second-stage amplifying circuit have a RC bandpass filter in the range from 0.25Hz

to 10kHz. The gain of the first-stage amplifier is 10 so that we can reduce some noise

from the circuit itself. The maximum gain of the second-stage amplifier circuit is 20

and the gain is adjustable by tuning the adjustable resistor R7 shown in Figure 2.3. In

total, the maximum gain of this circuit is 200. The amplified signal is based on 3.3V and

quantized to 1024 levels (10 bits) using an Arduino Duemilanove A/D converter [34].

The ADC output signal is thus ready for subsequent signal processing and heartbeat

extraction. In the rest of this chapter, we use the term “geophone signal” to denote the

signal after amplification and ADC.

In Figure 2.4, we show the picture of our prototype HB-Phone system. We attached

the geophone to a piece of wooden lumber and insert the wood under a memory-foam
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Figure 2.5: In the ECG signal, each heartbeat pulse has a 0.1 second QRS peak [46],
which is caused by the ejection of blood from the ventricle. This peak stores most of
the energy during a heartbeat and causes strong harmonics.

mattress. Lying down on the bed, the user does not feel the geophone at all, and her

sleep won’t be interfered in any way.

2.2.2 Unique Challenges of the HB-Phone System

HB-Phone is intended to detect heartbeats that propagate through a mattress, which

poses serious challenges to the underlying system design. Below we explain the two

major challenges that we have faced in designing the system.

Insensitive to Heartbeats at the Fundamental Frequency

A geophone is essentially a second-order high-pass filter, which is sensitive to movements

whose frequency is above a certain threshold, referred to as Tfreq, while it is insensitive

to movements with frequencies lower than the threshold.

This can be explained as follows. As Figure 2.6 shows, the geophone response

increases quadratically with frequency when the frequency varies within the range of

1-10Hz for a given speed. For example, let us consider a movement at 1m/s, the

geophone generates a voltage about 20V when the frequency is at 10Hz, and a voltage

of .2V when the frequency is 1Hz, resulting in a factor of 100 difference in the response
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Figure 2.6: The response curve from the data sheet of Geophone SM-24 [47] that we
use in our prototype.

between these frequencies. Hence, the geophone itself works as a high-pass filter, making

it hard to detect responses to low-frequency movements. In the response curve shown

in Figure 2.6, the value of Tfreq is 10Hz.

Figure 2.5 illustrates an ECG heartbeat pulse, in which the QRS complex (caused

by the ejection of blood from the ventricle) stores most of the heartbeat energy and

has a frequency of 0.45 to 3.33Hz corresponding to the heartbeat rate of 27 bpm and

200 bpm. In general, we would directly detect vibrations caused by the QRS complex.

However, considering the reduced response from the geophone in this frequency range

and the noise from the environment, detecting heartbeat signals in this way would

be infeasible. Instead, we would focus on the harmonics of the heartbeat signal as

harmonics are at higher frequencies and have much stronger geophone responses.

Figure 2.7 shows the FFT results of a 30-second geophone signal when a subject

lay still on the prototype bed. On the figure, we mark a few harmonic frequencies of

the heartbeat signal with their corresponding harmonic numbers; we use number 1 to

mark the fundamental frequency. Clearly, the geophone’s response to the fundamental

frequency is very weak, and its response to the next few harmonics (within the frequency

range of 2-13Hz) is much stronger. In this study, we then aim to detect heartbeats’

harmonic signals at these frequencies.
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Figure 2.7: FFT results of a 30-second geophone signal when a subject, with an
average heartbeat rate of 76.86 bmp, lay still on the bed. In the figure, we mark
the heartbeat signal’s fundamental frequency (with the number 1) and a few harmonic
signals (2 means the second harmonic frequency). In order to clearly show the harmonic
frequencies in this result, we adjusted the amplification circuit such that the resulting
heartbeat amplitude is close to 3V. In the rest of this chapter, our amplifier circuit
output for heartbeats is kept at 200mV.

Finally, we would like to point out that the geophone’s response to respiration

is much weaker than the response to heartbeats because respiration has even lower

fundamental frequency. In this study, we focus on detecting heartbeats, and have not

observed noise caused by respiration. In our future work, we will study how we can

detect respiration activities using the geophone.

Highly Sensitive to Noise Caused by Motion

The geophone is very sensitive to motions if their frequency is above the threshold

Tfreq, which is also the very reason why we choose this type of sensor in the first

place. It responds to tiny motions or vibrations in the environment – when placed

under a mattress, its response signal shows fluctuation when someone walks in the

room or someone closes the door. Thus, we need to differentiate heartbeats from other

movements from the same user, movements from other users, or movements/vibrations

in the environment. Examples include the subject’s body movements during sleep,

snoring, other people walking around while the subject is in sleep, fans in the room,

pets moving on the bed, etc. Since many of these movements are more pronounced

than heartbeats, detecting heartbeats in their presence is particularly challenging.
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Figure 2.8: (a) A 10-second geophone response signal. In this experiment, the user was
lying still on the experimental bed, without any movement in the environment. (b) A
10-second geophone response signal. In this experiment, the user was lying still on the
experimental bed, while a second user was walking around 1 meter away from the bed.

Here, we use an example to illustrate the impact of movements in the environment.

Figure 2.8(a) shows a 10-second geophone signal when a user was lying still on our

experimental bed. During the data collection period, we made sure that there was no

other movements near the bed. Next, we introduced movements around the bed by

having a second subject walk 1 meter from the bed (on a concrete floor). We show

the resulting geophone response in Figure 2.8(b), and mark the affected area using

the red circle. This example shows that the geophone is very sensitive to noise in the

environment, making heartbeat detection a challenging task.
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2.3 Extracting Heartbeats from Geophone Signals

Next, we partition the geophone signal into equal-length windows (30 seconds in our

case), and count how many heartbeats in each window. Our signal processing algo-

rithm consists of the following steps: (1) applying a low-pass filter; (2) calculating

sample auto-correlation function (ACF), (3) finding peaks in sample ACF data, and

(4) detecting heartbeats. We choose this method because (i) we observe that it is pos-

sible to separate heartbeat signals from body movement signals by filtering, and (ii)

heartbeats exhibit strong periodicity compared to most other body movements. Please

note that geophone is very insensitive to respiration – another common periodic motion

– due to its lower frequency.

2.3.1 FFT and Low-pass filtering

We first compute FFT on geophone signals from various body movement patterns (we

only focus on body movements whose amplitude is at most 14 times of the heartbeat

amplitude in this study as explained in Section 2.2) to find out whether there is a clear

separation between heartbeats and body movements in the frequency domain.

We collected geophone signals when a subject performed three different types of

body movements while standing half a meter from the bed. In this way, we can sepa-

rate the signals caused by heartbeats and those caused by body movements, and only

focus on geophone responses to body movements. We show a few such FFT results in

Figures 2.9(a)-(c). In these results, we shifted the signal mean to zero to remove the

DC component. In Figure 2.9(a), we show the FFT results when a subject tapped the

mattress a single time during a 30-second window, representing impulse or one-time

body movements whose signal only shows a narrow peak in the time domain. In Fig-

ure 2.9(b), we show the FFT results when a subject tapped the mattress once a second

for the entire 30-second window, representing long-term body motions that last for

many seconds or even minutes, whose signal will show up in the entire signal window.

In Figure 2.9(c), we show the FFT results when a subject scratched the bed sheet for a

few seconds, representing body movements that last for a relatively short period whose
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Figure 2.9: FFT results for geophone signals with different body movement patterns.
According to the results, the majority of frequency components for different body move-
ments are above 6Hz, and rise significantly after 8Hz.

signal covers a portion of the signal window.

The FFT results suggest that most geophone signals caused by body movements

have frequencies 6Hz and above, with a sudden rise after 8Hz. Considering this, as well

as the heartbeat FFT results shown in Figure 2.7, we hypothesize that a low-pass filter

with a cutoff frequency between 6 and 10Hz would be able to effectively separate heart

beats and body movements.
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2.3.2 Calculating Sample ACF

Sample ACF [35] is often used to extract periodicity from a time series. For this purpose,

we need to shift the signal mean to zero and square the voltage signal to produce a

power signal proportional to the instantaneous mechanical power in the system.

Next, we calculate the sample ACF of the geophone signal power. For a time series

signal x(t), we have the following normalized sample ACF:

f̄ ˆACF (h) =
f ˆACF (h)

f ˆACF (0)
0 ≤ h < n, (2.1)

where n is the number of sampling points, h is the time lag. The Sample ACF function

is defined as

f ˆACF (h) =
1

n

n−h∑
t=1

(xt+h − x)(xt − x) 0 ≤ h < n, (2.2)

with the sample mean

x =
1

n

n∑
t=1

xt. (2.3)

When the time lag is 0, the heartbeat power signal aligns perfectly with itself and

the autocorrelation reaches the maximum value. When the time lag starts to increase,

the first signal stays the same while the second signal shifts right. The mismatch

between two signals results in a decreased sample ACF value. However, when we have

the time lag equal to a multiple of the heartbeat interval, heartbeat pulses in the first

signal match nicely with pulses in the second signal, yielding a large sample ACF value.

Thus, by detecting the peaks in the sample ACF results, we can infer the periodicity

of heartbeats.

2.3.3 Sample ACF Peak Finding and Measurement

In this study, we adopt the peak finding and measure algorithm developed by Thomas

C. O’Haver from University of Maryland [36] to locate peaks in the sample ACF results.

Specifically, the algorithm detects the location and value of peaks using the following

steps:

1. We denote the first derivative of the sample ACF f̄ ˆACF (t) as f̄ ′ ˆACF (t). We have

f̄ ′ ˆACF (tp) = 0 at any peak maximum with time lag tp and a downside going trend.
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2. To prevent finding peaks caused by noise, we smooth the signal using two passes

of multi-point triangular smoothing with a proper window width.

3. We find peak maximums by checking whether the difference between the derivative

of f̄ ′ ˆACF (t) and f̄ ′ ˆACF (t+1) exceeds the pre-determined threshold. If it does, then

the peak lies in the vicinity of this location.

4. Since the smoothing step (step 2) could have distorted the original signal, we need

to go back to the original signal and pick points that are near the peak location

identified in step 3. Then we apply Least Square Curve-Fitting over these points

to refine the peak location.

2.3.4 Extracting Heartbeats from Original Geophone Signals

Ideally, the number of peaks found from the sample ACF results is equal to the number

of heartbeats within the time period. However, in practice, it is often the case that

after the first few peaks, the remaining peaks found using the above algorithm may

drift because human heartbeats have slight variations from one heartbeat to another,

leading to incorrect peak numbers and locations if one assumes heartbeats are perfectly

periodic. As an optimization technique, we only take the first 20% of the peaks from

the sample ACF results to calculate average heartbeat interval. Suppose there are n

peaks that belong to the first 20% of the established peaks. Further suppose the interval

between the first peak and the n-th peak is T , then the average heartbeat interval IHB

is calculated as T
n−1 . Based on the estimated IHB value, we can go back to the original

geophone signal and extract each individual heartbeat as follows:

1. We locate the geophone response to the first heartbeat3 in the range of [0, IHB]

by finding the maximum amplitude value. We use t1 to denote its time.

2. Assuming that we have already detected h heartbeats, and that the h-th heartbeat

occurs at th, then we intend to search for the (h+1)-th heartbeat within the time

3Here, we do not distinguish a heartbeat and the geophone’s response to this heartbeat.
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range of [th + IHB
2 , th + 3IHB

2 ). We locate the (h+ 1)-th heartbeat by finding the

maximum amplitude value. in this range.

3. We repeat step 2 until we find all the heartbeats.

2.4 Evaluation Results

In this section, we describe our evaluation effort and present detailed experimental re-

sults. In the first phase of evaluation, we focused on testing HB-Phone’s heartbeat rate

estimation accuracy in a laboratory environment through controlled experiments, and

considered noise caused by different body movements in the experiments. Our evalu-

ation in this phase involved 34 subjects, and collected over 400 minutes of heartbeat

signals. Then in the second phase, we investigated how HB-Phone performs in real-

world settings through long-term field trials that involved 9 subjects for 25 nights. In

total, we collected over 181 hours of data in the second phase4.

In both phases, we obtained the ground-truth heartbeat rates, H̄, by running a

similar signal processing method (as described in Section 2.3) on signals collected by a

pulse oximeter. Assuming the estimated heartbeat rate in the HB-Phone system is H,

then we report the estimation error rate as |H − H̄|/H̄.

2.4.1 Evaluation Phase I: Controlled Experiments

In the first phase of evaluation, we conducted a series of controlled experiments in

a laboratory environment emulating a wide range of noise caused by human body

movements that are possible during sleep, and report the average estimation accuracy

of HB-Phone in these experiments.

Participants: We had a total of 34 healthy volunteer participants for this experiment,

including a total of 26 males and 8 females. The mean age of the participants was 28.0

years with a standard deviation of 7.7 years. The youngest participant was 22 years

old while the eldest was 65 years old.

4Our studies were approved by the Institutional Review Board (IRB) of our institution.
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Experiment Procedure: The controlled experiments in the first phase aimed to

study the accuracy of HB-Phone by comparing the estimated heartbeat rate against

the ground truth – the heartbeat rate measured by a pulse oximeter.

During the experiments, all participants were asked to lie on the prototype bed in

our lab for the duration of a trial (30 seconds), during which we recorded the geophone

signal and transported the data to a PC for subsequent signal processing. Meanwhile,

we placed a pulse oximeter on the participant’s index finger, whose data is transferred

to a PC in real time for subsequent processing. We then obtained the number of

heartbeats in both signals, and calculated the error rate for each trial. Each participant

went through multiple trials, and we had more than 800 trials in total.

Here, we emulated two groups of scenarios; in the first group, the subjects were asked

to lie still on bed, and in the second group, the subjects were asked to perform body

movements with varying durations while lying on bed. The participants were engaged

in different activities before the trails. For example, some subjects just finished running

before a trial; some subjects fell asleep during the trial (and sometimes these subjects

just ran before the trial). Hence, subjects’ heartbeat rates varied considerably across

all trials.

In addition, we note that our prototype bed is located in a very noisy university

lab. There are more than four hundred computers in the same room, which were on

and off during our experiments. The bed is close to the entrance to the room, and often

people were walking in/out of the lab during experiments. Our results show that the

HB-Phone prototype is resistant against the noise.

When the Subject Has No Body Movements: In the first group of experiments,

the subjects did not make any body movements during a trial. As a result, the geophone

signal was dominated by geophone responses to heartbeats.

Despite the environmental noise, HB-Phone delivers very accurate results in this

scenario. We report the average error rate of HB-Phone over 502 samples/trials in

Figure 2.10. These data were collected over a period of 7 months, covering different

environmental noise in the laboratory. Here, we group the samples into 6 groups, based
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Figure 2.10: Average error rates in the following heartbeat rate ranges: [50, 60), [60,
70), [70, 80), [80, 90), [90, 100), [100, 110]. The average error rate across all the ranges
is 1.30%. The subjects were lying still on bed in these experiments.

upon the heartbeat rate reported by the pulse oximeter, namely, [50, 60), [60, 70), [70,

80), [80, 90), [90, 100), [100, 110]. Then we report the average error rate of each group.

The total average rate across all 502 samples is 1.30%. In this scenario, the cutoff

frequency value for the low pass filter does not have a noticeable impact on the average

estimation accuracy; any value above 6Hz yields a comparable performance. These

results demonstrate that geophones are able to detect heartbeats through a mattress.

When the Subject Has Body Movements: It becomes much more challenging

to accurately extract heartbeats while the subject has body movements while lying on

bed because their signals overlap with heartbeat signals in the frequency domain and

their amplitude is usually much larger. In HB-Phone, we carefully design the low-pass

filter to minimize the impact of body movements on the geophone signal, as discussed

in Section 2.3.1. Our results show that while challenging, HB-Phone is able to detect

heartbeats with an average error rate around 3.87%.

In order to separate geophone responses caused by heartbeats and those caused by

body movements, our signal processing method takes the following two measures: (1)

applying a low pass filter to filter out frequency components above a certain threshold

(since we observe that there are several heartbeat harmonic frequencies that are lower

than body movement signals), and (2) finding the periodicity within the signal (since

heartbeats have stronger periodicity than other movements). As a result, the cutoff

frequency’s value is the key to HB-Phone’s estimation accuracy. We varied the cutoff
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Figure 2.11: The average estimation error rate with different cut off frequency values
for the low-pass filter. Results show that a frequency value around 8Hz gives the best
results, which also agrees with the observation in Figure 2.9.

frequency from 4.5 to 16Hz and reported the resulting average estimation error rate in

Figure 2.11. We find that when the cutoff frequency is around 8.4Hz, HB-Phone has

the best estimation accuracy, with an average estimation error rate of 3.87%. This also

agrees with our observation in Section 2.3.1 from the FFT results shown in Figure 2.9

– the majority of body movements’ frequency components have a sudden rise around

8Hz.

As in Section 2.3.1, we categorize usual body movements into the following three

groups: (i) impulse movements that include one-time movements; (ii) movements that

last for seconds or even minutes, thus longer than an experiment window (30 seconds);

and (iii) movements that last for a few seconds, thus occupying a portion of an exper-

iment window. Fixing the cutoff frequency at 8.4Hz, we show the detailed estimation

error rate for the three types of body movement patterns in Table 2.1. We find that

the average error rate is the highest for long-duration movements, and the lowest for

impulse motions.

Impulse
Motion

Long
Motion

Short
Motion

Overall

Error Rate (%) 3.34 4.07 3.89 3.87

Table 2.1: The average error rate for three types of body movement patterns. The
error rate is the highest for long periods of movements and lowest for impulse motions.
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2.4.2 Evaluation Phase II: Long-Term At-Home Deployment for Heart-

beat Monitoring During Sleep

In the second phase of evaluation, we deployed the HB-Phone system in 9 subject’s

homes for a total of 25 nights. We also deployed a pulse oximeter and a video camera

to obtain ground truth for heartbeat rates and body movements5. In total, we collected

181.1 hours’ data. Our results show that HB-Phone is easy to use and robust against

many different types of events that occurred during sleep.

Participants: We had a total of 9 volunteer participants for these experiments, in-

cluding a total of 8 males and 1 female. The mean age of the participants was 26.3

years with a standard deviation of 3.9 years. The youngest participant was 22 years

old while the eldest was 34 years old.

Experiment Procedure: Table 2.2 summarizes the 9 subjects’ house, floor, and

bed information, among whom 7 subjects had experiments for multiple nights, and 2

subjects had experiments for a single night each. In total, we conducted experiments

for 25 nights.

For each experiment, we arrived at the subjects’ home 30-60 minutes before their bed

time and it took about 20 minutes to install a HB-Phone prototype, a pulse oximeter,

and a video camera. Among these three devices, the latter two usually took more

time to install – we had to make sure the pulse oximeter was secured on the subject’s

index finger, and the video camera could capture the view of an entire bed. The actual

installation of the HB-Phone hardware was very straightforward; we just inserted the

wood board (to which the geophone and amplifier are attached) between the bed frame

and the mattress.

Right before the subject turned off lights, we turned on the system and started with

a simple synchronization process: the subject uses the hand that has the pulse oximeter

on to tap the mattress 20 times. We could capture this motion from all three devices,

thus synchronizing their data. During our experiments, all participants slept through

5We obtained the consent from all the participants before deployment.
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(a) (b)

Figure 2.12: Our deployment setting. (a) The HB-Phone prototype was easily installed
on the bed. A video camera was used to collect ground-truth data for the subjects’
movements. (b) A pulse oximeter was used to collect ground-truth data for the subjects’
heartbeat rate.

Subject House Floor Bed Bed Frame Mattress
Type Type Size /Box

S1 Condo Thick carpet Queen Hardwood Thin
mini over wood box sheet

S2 Condo Thick carpet Queen Hardwood Thin
mini over wood box sheet

S3 Single Thin carpet Queen Hardwood Spring
family over wood box mattress

S4 Apt Thin carpet Queen Hardwood Spring
over concrete box mattress

S5 Single Thin carpet Queen Steel Spring
family over wood platform mattress

S6 Single Thin carpet Queen Box spring Memory
family over concrete foam

S7 Condo Thick carpet Queen Hardwood Thin
mini over wood box sheet

S8 Dorm Wood Twin Hardwood Futon
frame

S9 Apt Thin carpet Full Steel Memory
over concrete platform foam

Table 2.2: We have deployed HB-Phone in 9 subject’s homes. This table summarizes
the house type and bed information of these deployments.

the night until the next morning. Upon waking up, they turned off all three devices.

All the data collected were transferred to a PC for offline processing.

The average system “on” time per night was 7.2 hours. When processing the data,

we removed the first few minutes data as well as the last few minutes data.

Cutoff Frequency for the Low-Pass Filter: In real-world deployment, the cutoff

frequency value plays a very important role in determining the overall performance of

HB-Phone. We first report the average estimation error rate with different cutoff fre-

quency values in Figure 2.13. The results show that when the cutoff frequency is above

6Hz, the average error rate decreases significantly, which agrees with the observation
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Figure 2.13: The average estimation error rate with different cut off frequency values for
the low-pass filter for the 25 nights’ deployment data. The error rate drops significantly
when the cutoff frequency is above 6Hz. In this study, we choose the cutoff frequency
of 9.8Hz which gives us an error rate of 8.25%.

presented in Figure 2.9. Our observation through empirical studies is that a cutoff

frequency between 7 and 10 Hz usually leads to accurate heartbeat detection results.

In the rest of this study, we choose the cutoff frequency value of 9.8Hz, which leads to

an average error rate of 8.25%.

Heartbeat Rate Estimation Accuracy: Next we discuss the details involved in

processing the long-term deployment data. We have collected data for a total of 25

nights. For each night, we partition the data sets into 30-second windows, and apply

our signal processing algorithm to each window to count the number of heartbeats

contained in that window. We compare this number against the number calculated

from the pulse oximeter data, and compute the error rate in each window. The detailed

results are summarized in Table 2.3. We note that there are windows during which we

were unable to detect heartbeats, and thus we categorize each window into one of the

following four groups:

• Ground Truth Missing. On average, for 13.83% of the total number of windows,

the pulse oximeter data was missing. We checked the video data during these

windows and found out that the missing ground truth happened when the finger

that had the pulse oximeter on moved. For these windows, we did not attempt

to extract heartbeats from the geophone signal.

• Amplifier Range Exceeded. On average, for 5.22% of the total number of windows,
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% of windows % of windows % of windows % of windows Average
Subject ground truth amplifier range heartbeats heartbeats error rate

missing exceeded undetectable detected (%)
S1 5.87 6.73 2.58 84.82 14.08
S2 9.86 3.14 1.94 85.06 6.64
S3 28.16 6.22 3.62 62.00 13.53
S4 19.34 6.97 3.48 70.21 8.43
S5 10.18 0.60 1.20 88.02 3.05
S6 12.93 0.49 2.20 84.38 5.31
S7 10.18 4.38 2.19 83.25 5.41
S8 23.66 1.10 4.88 70.36 7.22
S9 8.69 0.36 0.84 90.11 4.45

Overall
(25 nights)

13.83 5.22 2.87 78.08 8.25

Table 2.3: We deployed the HB-Phone prototype in 9 subjects’ homes. For each sub-
ject’s data, we report the percentage of windows (30 seconds) during which the ground
truth data was missing (Pm), the percentage of windows during which the amplifica-
tion maximum range was reached (Pr), and the percentage of windows during which
our signal processing algorithm failed to detect heartbeats (Pf ). Then the percentage
of windows during which we detected heartbeats is calculated as 1 − (Pm + Pr + Pf ).
For these windows, we report the average estimation error rate. On average, we could
detect heartbeats for 78.08% of the windows, with an average error rate of 8.25%. The
results strongly suggest that HB-Phone provides a compelling solution for heartbeat
monitoring during sleep.

the geophone signal amplitude reached the amplifier range (3.0V in our case) and

no useful information could be extracted from these signals. We checked the

video data and found out that during these windows, the subject had large body

movements; for example, we observed turning, and leg/arm twitches. For these

windows, we did not attempt to extract heartbeats from the geophone signal.

• Heartbeats Undetectable. On average, for 2.87% of the total number of windows,

our signal processing algorithm failed to detect heartbeats – the number of de-

tected heartbeats was either too small or too large to be reasonable. We checked

the video data and found that there were usually moderate movements during

these windows, such as rubbing the face, changing the lying position, moving the

arm position, etc.

To identify those windows that fall into this group, we searched all the ground

truth results, and found the minimum heartbeat rate value (rmin = 41.6bmp)

and maximum heartbeat rate value (rmax = 91.4bmp). Then assuming a 20%

estimation error rate, we set the normal heartbeat rate range as [.8× rmin, 1.2×

rmax] = [33, 109]. If the calculated heartbeat rate from our signal processing
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Figure 2.14: In this figure, we calculate the error rate every 30 seconds for 7.3 hours on
the night of Sep. 30, 2015 from 11:57 PM to 7:16 AM. Here, we mark 9 events on the
figure whose error rate is above 15%.

algorithm is outside of this range, we declare heartbeats are undetected during

this window.

• Heartbeats Detected. On average, for 78.08% of the windows, we were able to

detect heartbeats and compare the results from HB-Phone against the ground

truth. The overall estimation error rate is 8.25%.

We further broke down these windows into the following two groups: (1) windows

without motions, and (2) windows with motions. Specifically, we look at the

geophone signal during each window; if the difference between the maximum

and minimum voltages in a window is less than 200mV, then we categorize this

window as without motions (it could still contain minor motions such as finger

movements). By looking at the data collected in 25 nights with an average error

rate of 8.25%, we find that 45.70% of the windows are no-motion windows, which

have an average error rate of 5.23% , while 54.30% of the windows have motions

and their average error rate is 10.28%.

Motions During Sleep: Finally, we take the geophone signal collected in the night

of Sep. 30, 2015 (which has the lowest average error rate, 3.05%), and plot the error

rate in every 30-second window in Figure 2.14. In the figure, we mark the 9 windows

whose error rates are above 15%, and figure out the movements in these windows by

looking at the video data.
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In the first marked window, the subject stretched his leg and then scratched the face

with his right hand. In the second marked window, the subject’s chest twitched. In the

third marked window, the subject scratched his chest. In the fourth marked window,

the subject scratched his face and then placed the hand back to the chest. In the fifth

marked window, the subject scratched his face and then changed his facing direction.

In the sixth and seventh marked windows, the subject scratched his nose. In the eighth

window, the subject had an twitch in his left arm and then moved his left hand. In the

ninth marked window, the subject scratched his face and placed the hand back to the

chest. Then, he stretched his leg.

We note that these windows had high error rates mainly because the subject had a

combination of multiple body movements – each single movement alone usually could

be effectively filtered out by HB-Phone as observed in other windows. In our ongoing

research, we will continue to improve the effectiveness of HB-Phone and lower the overall

error rates.

2.5 Related Work

2.5.1 Overview of Existing Bed-Mounted Heartbeat Sensors

Quite a few bed-mounted heartbeat sensing systems have been developed. We can

broadly categorize existing bed-mounted heartbeat monitoring sensors into the following

categories (based upon the sensor modality): air/water pressure sensors, e.g., those

in [16–22], or piezoelectric sensor [23–25]; force sensors, e.g., those in [26–28]; optical

sensor, e.g., those in [29]; radar sensor, i.e., those in [12]; ultrasound sensors, e.g., those

in [13], and foil pressure sensor, e.g., those in [30,31].

We note that, among these systems, few satisfies the following requirements – i.e.,

accuracy, low cost and ease to use – at the same time.

Sensors that Require Special Mattress/Cushion: Some systems require special-

ized mattresses to monitor heartbeats, which is cumbersome and may curb their wide

adoption. For example, Watanabe et al. [16] proposed to use a pneumatic system that
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consists of an air cushion, a pressure sensor, and electric filters for heartbeat monitor-

ing. The air cushion is placed under the mattress, and the sensor detects the change

of pressure due to human vital functions. Similarly, the air mattress sensor system

proposed in [17] requires an air-cell mattress. By measuring the air pressure difference

between two air cells during heartbeats, the system can monitor a user’s heartbeats.

In [18], Tanaka et al. proposed to place a phonocardiographic sensor on the edge of

a water-mat. The sensor detects the acceleration of vibration caused by heartbeats.

Kortelainen et al. [30] proposed to measure heartbeat intervals using a foil pressure

sensor (piezoelectric or ferroelectric) with electronic casing boxes placed inside of the

mattress. Hansen et al. [48] proposed to build a mattress embedded with a sensitive

motion detector. The sensor has two sheets of different dielectric constants which gen-

erate an electric charge while rubbing against each other, where the charge is picked

up by a capacitor-like antenna. Heartbeats are thus detected by observing the charge

variation.

Sensors that Require Special Handling of Bedding: Some systems need to place

sensors (usually film sensors) in specific locations (usually near the heart) under the

sheet, which entails a great deal of manual overhead as it requires adjustment every

time when the user changes sleeping position/pose, or changes the sheet. For example,

Bu et al. [23] proposed to use a piezoelectric film sensor under ones back, near the

heart. The sensor measures pressure fluctuation due to heartbeats. Wang et al. [24]

proposed to use a polyvinylidene fluoride piezopolymer film sensor in the thorax area

under the sheet. The sensor picks up pressure fluctuation on the bed caused by the

heartbeats. In [31], a foil pressure sensor is placed in the thorax region under a thin

mattress. Then a specially designed mattress is placed on top of the existing mattress

and bed frame. Similarly, Zhu et al. [49] proposed to place two pressure sensors under

a pillow, assuming that the user will always use the pillow during sleep.

Some systems assume users always sleep on the same spot. Mack et al. [50] pro-

posed to place two pressure pads on the bed surface assuming the user always sleeps

in the same location. Bruser et al. [29] proposed to monitor heartbeats by placing four

optical ballistocardiography (BCG) sensors in a diamond configuration in the thorax
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area underneath a regular bed mattress. The sensor generates light and measures the

intensity of light which is reflected or scattered back from the mattress. Bruser et

al. [27] proposed to place a slat of four strain gauges under the thorax area in the bed

slatted frame. Rosales et al. [19] proposed to use four water transducers that are placed

vertically between mattress and bed frame, close to the subject’s back area.

Custom-Built Sensors: Some systems require custom-built sensors. Heise et al. [21]

proposed to use a hydraulic bed sensor that consists of a self-built hydraulic transducer

and an integrated pressure sensor. Choi and Kim [12] proposed to build RF circuits to

capture human heartbeats. The transmitter continuously emits a sinusoidal signal and

the receiver captures the signal reflected from human body. Heartbeats and respiration

are captured by detecting the phase shift between the original signal and the reflected

signal.

Costly Commercially Off-the-Shelf (COTS) Sensors: Some systems use expen-

sive COTS sensors. For example, sensitive load-cell sensors placed underneath bed legs

can measure the vibration of heartbeats as discussed in [26]. Nukaya et al. [25] pro-

posed to use a piezoceramic system to detect heartbeats. The sensor is bonded to the

stainless steel plate sandwiched between floor and bed legs.

Sensors That are Hard to Install: Some systems require a considerable amount

of manual installation effort. For example, Yamana et al. [13] proposed a system that

has a 40-kHz ultrasound transmitter and receiver pair, a plywood board, aluminum

support under the board, and aluminum guide rail on the bed surface. The wood

board and aluminum guide rail are used to hold transmitter and receiver in place while

the aluminum support is used to prevent the board from bending. The ultrasound

signal is transmitted toward the head side, and the receiver obtains the ultrasound

reflected at the below-surface of the mattress.

2.5.2 Overview of Signal Processing for Heartbeat Detection

One of the main challenges faced by many heartbeat sensors is to differentiate heartbeats

from respiration. Most of studies address this challenge through the fact that these two
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activities have very different frequencies. Below we summarize popular signal processing

methods for heartbeat detection:

• Filtering. In [18], bandpass filters are applied to differentiate these two. In [21],

a low pass filter and windowed peak-to-peak deviation is computed for heartbeat

detection. In [29], highpass and lowpass filters are applied and continuous local

interval estimation algorithm is used to extract the beat-to-beat intervals. In [13],

envelope detector and bandpass filter are applied for different detection purposes.

• Decomposition. In [23], Empirical Mode Decomposition (EMD) is applied to the

signal, and respiration and heartbeat waves are reconstructed by summing up

waves from EMD at different frequency ranges. In [24], wavelet multi-resolution

decomposition analysis is used for the detection of respiration and heartbeats.

• Peak Finding Algorithm. In [12], the peak finding with power spectral density

is utilized to extract heartbeats. In [28], the signal is first low-pass filtered, and

then heartbeats and respiration are detected by a peak finding algorithm within

a moving window.

• Machine Learning. In [27], an unsupervised learning technique with three indica-

tors (cross correlation, euclidean distance, HV signal) is used to extract the shape

of a single heart beat from the recorded signal. In [19], a k-means clustering

method is used to extract heartbeats from the input signal.

• Discrete Fourier Transform Analysis. In [30], sliding Discrete Fourier Transform

is applied on heartbeat signal and principal component analysis on respiration

signal.

The problem we face in this study is more challenging than merely differentiating

heartbeats and respiration. Firstly, geophone is insensitive to low-frequency movements

such as respiration. Secondly, in this study, we seek to extract heartbeats in the presence

of other types of body movements, which are often within the same frequency range

as heartbeats. Finally, in addition to controlled experiments within the laboratory
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environment, we also installed our system in 9 subjects’ homes and measured their

heartbeats for 25 nights.

2.6 Concluding Remarks and Future Direction

In this chapter, we have developed HB-Phone, a bed-mounted heartbeat monitoring

system that uses a geophone sensor to capture and extract heartbeats during sleep. The

geophone is highly sensitive to movements whose frequency is above a certain threshold,

while insensitive to lower-frequency motions such as respiration. This characteristic

lends itself to heartbeat detection since each heartbeat pulse contains a high-frequency

component that can generate harmonic frequencies that geophones can easily detect.

Compared to other existing solutions, HB-Phone uses affordable off-the-shelf hardware,

making it is very easy to deploy with an individuals existing bed, while also providing

accurate and robust heartbeat detection.

We have built a HB-Phone prototype and conducted extensive experiments that

involved 43 subjects. We compared the heartbeat rate estimated by our prototype with

that reported by a pulse oximeter. From a sample of 34 subjects, we collected 502 30-

second heartbeat data during a time when the subject was lying still, and found that

the average estimation error rate was 1.30%. We also collected 301 30-second heartbeat

data from a time when the subject was lying on bed and making a variety of different

movements. During this scenario, we found that the average estimation error rate was

3.87%. We have also installed our prototype in the homes of 9 different subjects for a

period of 25 nights, and found that HB-Phone can detect heartbeats with an average

error rate of 8.25%. These results demonstrate that HB-Phone provides a viable solution

to at-home heartbeat monitoring during sleep. In particular, this study provides the

first, strong evidence that geophones can be used as a low-cost solution for at-home sleep

monitoring. Looking forward, there are several challenges that remain before such a

technology can be deployed as a long-running solution to sleep monitoring. Notably,

our future work will focus on developing detailed signal processing algorithms that focus

on detecting and classifying the heartbeat shape and other detailed information about

heartbeats.
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Chapter 3

Monitoring a Person’s Heart Rate and Respiratory Rate

on a Shared Bed Using Geophones

3.1 Introduction

Monitoring a person’s vital signs during sleep, especially heart rate and respiratory

rate, has received a great deal of attention in the last few years. Many systems [9–11,

13–15, 19, 21, 25, 27, 30, 32, 51–53] have been proposed in both industry and academia,

promising to potentially serve as a proxy to various health/medical applications, such

as monitoring sleep quality [4], detecting obstructive sleep apnea [5], evaluating the

risk of heart failure under certain situations [6, 7], and even monitoring patients with

Parkinson’s diseases [8], etc.

Most of these systems monitor vital signs by measuring one or more aspects of

the ballistic force during a heartbeat pulse, ranging from force magnitude [25, 27],

pressure [19, 21], to the resulting position change [11, 13–15, 52, 53]. Even though they

are able to perform accurate monitoring, most of them are quite cumbersome to install

on a bed (e.g., requiring special mattress/sheets, requiring the user to keep the same

sleeping position/posture, etc), or are inconvenient/invasive to the users.

Recent work [32] has shown that the geophone sensor [44], which measures the vi-

bration velocity caused by ballistic force, provides a viable alternative in detecting heart

rate during sleep without having the above problems of the existing systems. Thanks

to being sensitive to even minute vibrations, geophones offer accurate monitoring, are

easy to install, can be installed anywhere on the bed frame, and do not assume any

sleeping patterns from the user.
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Despite these nice features, a great deal of effort is still required to build a full-

fledged vital sign monitoring system using the geophone sensor. First, we need to

detect respiration using geophones, which is very difficult because the vibrations caused

by respiration are weak and the frequency components are below the extremely low

frequency (ELF) band (<1 Hz). Thus geophones don’t capture those vibrations well.

Second, we need to extract the target subject’s heart rate from the mixed vibration

signal when multiple people share a bed. The difficulty of this problem is mainly due

to the fact that the heartbeat vibration signals are mixed together in the time domain

and the frequency components from multiple people can be quite close to each other.

In this chapter, we seek to develop VitalMon, an in-bed heart rate and respiratory rate

monitoring system using geophones, and set out to address these two challenges.

Challenges of Respiration Monitoring: Detecting respiration using geophones is

challenging. A geophone is naturally a velocity sensor and a second-order high-pass

filter, thus insensitive to low-speed low-frequency vibrations. Unfortunately, the vibra-

tion speed of the thoracic cavity during each breath is slow compared to the ballistic

movement of a heartbeat, and the respiration signal frequency is low.

In general, the vibration signal caused by each respiration event is so weak that

the respiration signal is buried under noise from the environment. In this chapter,

we propose an alternative approach by modeling the geophone signal as a signal after

amplitude modulation (AM). Here, the heartbeat signal is our carrier signal and the

respiration signal is our information signal. Then, we use a square-law amplitude de-

modulation (SLD) algorithm [37] combined with autocorrelation function (ACF) [35]

to estimate the respiratory rate.

Challenges of Heart Rate Monitoring: Even though earlier work [32] has shown

that geophones are suitable to monitor heart rate when the person occupies a bed alone,

monitoring a person’s heart rate when he/she shares the bed with others remains an

unsolved challenge. The heartbeat vibration signals from the bed occupants are mixed

together in the time domain during propagation, and the frequency of the heartbeat

signals and respiration signals from multiple people can be very close in the frequency
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Figure 3.1: (a) The geophone signal in the frequency domain, with a single subject
on the bed, and (b) the geophone signal in the frequency domain, with two subjects
on the bed. Peaks caused by heartbeats and harmonics are obvious in (a), making
single-subject heart rate monitoring rather simple. When we have two subjects on one
bed, however, heartbeat peaks are less obvious and hard to detect directly.

domain. Figures 3.1 (a) and (b) show two Fast Fourier Transform (FFT) examples

of the vibration signals when we have (a) one person on a bed, with a heart rate of

76.7 BPMhr
1 (about 1.28 Hz), and (b) two people on one bed, with heart rates of

62.8 (about 1.05 Hz) and 59.2 BPMhr (about 0.99 Hz), respectively. It is hard to tell

there are two heartbeats from the mixed signal. In fact, the amplitude at different

frequencies is even smaller than when we had only one subject, mainly due to the

relative phase delay between two heartbeat signals. Furthermore, heartbeats over time

are not perfectly periodic. Therefore, it is hard to separate them in both time and

frequency domains. In this study, we address this challenge by taking advantage of the

spatial differences between two heartbeats. Suppose we have two geophones G1 and G2.

As far as the source closer to G1 is concerned, its vibration signal captured by G1 has

higher amplitude and less phase delay compared to the same source’s signal captured

by geophone G2. Based upon this spatial difference, we can extract the target source’s

signal from the mixture.

Considering the similarity between heartbeat signals and human sound signals,

and how they are similarly mixed together in real life, we turn to literature in the

acoustic field for wisdom. Popular solutions include Independent Component Analysis

(ICA) [54], Principal Component Analysis (PCA) [55], etc. Among the solutions that

1In this chapter, we use BPMhr to denote ‘beats per minutes’ for heart rate and BPMrr to denote
‘breaths per minute’ for respiratory rate.
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have been proposed, Degenerate Unmixing Estimation Technique (DUET) [38, 39] is

well-suited to address our needs because (1) unlike ICA, it can tolerate propagation de-

lays; and (2) the sudden change in a heartbeat signal may make consecutive heartbeat

pulses look uncorrelated, which may trick some methods into treating those signals as

independent, but has less impact on the DUET because it does not rely solely on such

correlation.

Applying DUET to our heartbeat separation problem is not straightforward, due to

the unique characteristics of heartbeat signals that propagate through a bed. Firstly,

the fundamental frequency of a heartbeat is significantly lower than that of the audio

signal. Its average range is from 0.33 Hz to 4 Hz, corresponding to 20 BPMhr (e.g.,

the heart rate for patients with heart block disease) to 240 BPMhr (the maximum

heartbeat rate estimated based on the minimum cardiac refractory period of a human

being), respectively. As a result, we need high frequency resolution when we extract

individual heartbeats from a mixture, which is particularly challenging for us because

heartbeats are not perfectly periodic and stable.

Secondly, the bed and mattress have much more complex propagation properties

than air. The grouping velocity of any vibration through a bed is around 1 km/s,

whose form is a complex mechanical resonance depending on the details of the entire

system – e.g., the human body, the bed, the geophone, and the floor, etc.

In addition, the structure of a modern bed often allows vibrations to last for at

least a few cycles, and for a heartbeat signal, the preceding heartbeat may affect the

subsequent ones. Because of these complex propagation properties, each heartbeat

source’s spatial signatures become less separable than audio signals, making heartbeat

separation a much harder problem.

Our Contributions: In this study, we carefully design the VitalMon system to solve

these challenges. For heart rate estimation, we take advantage of the high frequency

components of the heartbeat signals, such as the harmonics, so that we have larger

frequency differences between different heartbeat signals to enable smaller window sizes.

For respiratory rate estimation, we model the signal as AM and use the modulated
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signal itself to achieve demodulation, which allows us to apply demodulation without

knowing the frequency of the carrier signal (heartbeats in our case). Through detailed

experimentation, we show that VitalMon can successfully monitor the target person’s

respiration and heart rate, even when he/she shares the bed with others. We measured

a total of 5084 data sets and collected vital sign signals over 56 hours2. The overall

absolute estimation error for heart rate and respiratory rate is at 1.90 BPMhr and 2.62

BPMrr, respectively, and the median is 0.72 BPMhr and 1.95 BPMrr.

In summary, our work has made the following contributions:

1. We have developed a respiration detection technique based on square-law am-

plitude demodulation that can estimate the respiratory rate from the vibration

signals. To our best knowledge, this is the first paper which shows that the overall

amplitude of a heartbeat signal is modulated to carry the respiration signal and we

show our technique can successfully demodulate the respiratory rate information.

2. We have developed a heartbeat separation technique that can accurately track

the heartbeat of a specific person when there are multiple people on one bed. In

developing our technique, we have taken into consideration the unique properties

of heartbeat signals as well as the complex propagation properties of the bed and

mattress.

3. We have developed a testbed with multiple vibration sensors (geophones in our

case). In developing the testbed, we have taken into consideration the features of

geophone sensors and their placement.

3.2 Background and Overview

In this section, we first provide the background on ballistocardiograph (BCG) based

heart rate and respiratory rate monitoring. Then we present an overview of our

geophone-based BCG measurement system.

2Our studies were approved by the Institutional Review Board (IRB) of our institution.
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Figure 3.3: (a) The geophone signal in the frequency domain, with a single person
on the bed, (b) the same geophone signal as in (a), but in the time domain, (c) the
geophone signal with a single person holding his breath, and (d) the geophone signal
with a single person breathing normally. In (b) and (d), the subject’s breathing rate is
embedded in the heartbeat signal amplitude fluctuation, or the envelope.

3.2.1 BCG Based Heart Rate and Respiratory Rate Monitoring

Many BCG based systems have been developed to monitor a person’s physiological

signs by sensing the ballistic force on the heart. The earliest work we can find was done

by J. W. Gordon in 1877 [56]. He designed an analog BCG system which consists of (1)

a special designed mattress that is small but stiff, (2) four ropes to hang the mattress to

the ceiling in a room, (3) a bunch of levers to amplify the analog vibration signal, and (4)

a weighing machine to record the signal on paper. Despite of the cumbersome nature of

such a system, it successfully captured the weak vibrations from each heartbeat. Later,

many BCG-based systems have been proposed and we categorize them below based on
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the sensor types:

1. Force sensors [25, 27], commonly installed under bed posts, measure the force

change due to the ballistic force. The idea is straightforward, but it requires

a fairly high sensitivity since it tries to detect a weak force change under the

influence of the gravity of the bed and people.

2. Air/water pressure sensors [19, 21, 50], usually sandwiched between mattress and

bed frame, measure the pressure exerted by the ballistic force. Due to the limita-

tion of the sensitivity, the sensor should be installed under the thorax area of the

human body, which requires prior knowledge of the person’s location on the bed.

3. Position sensors measure the position change due to the ballistic force. Position

change can be detected by a variety of means. For example, an optical sensor

can detect position change when it is embedded in a mattress and placed in the

thorax area [52, 53]; an ultrasound-based sensor can detect position change [13],

but requires mounting a plywood board and an aluminum guide rail on the bed

frame; a wireless-based system can also detect position change [14], but requires

additional wireless infrastructure and could be easily interfered by other wireless

signals in the environment.

4. Accelerometer sensors can detect the vibration acceleration caused by the ballistic

force, such as a chest belt [57] or the commercial system in [58]. However, such a

system is invasive and uncomfortable.

5. Velocity sensors, such as geophones [32], measure the speed of vibrations caused by

the ballistic force. They can be attached anywhere on a bed, and are unobtrusive

and convenient.

3.2.2 VitalMon Overview

Among the above BCG monitoring systems, the velocity sensing approach offers accu-

rate, unobtrusive, low-cost, and robust monitoring, as shown in a recent study [32]. In
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this study, we use a commercial off-the-shelf geophone, which is a moving coil based

velocity sensor.

Geophones, traditionally used to measure seismic waves in geology, have been widely

used in measuring vibrations from different sources. Recently, geophones have been

used in several applications: building occupancy estimation by monitoring ambient

vibration [59], indoor person localization via floor vibration [60], interaction tracking

via surface vibration [61], heart rate estimation by monitoring bed vibration during

sleep [32], etc. A geophone consists of a spring-mounted magnetic mass moving within

a coil. It converts the physical vibration from the environment into an electrical voltage.

The geophone we use, SM-24 Geophone Elements [44], is naturally a second-order high-

pass filter and its natural frequency is 10 Hz.

The overview of VitalMon is illustrated in Figure 3.2. In VitalMon, our objective

is to continuously monitor the heart rate and breathing rate of our user (say, Alice),

whether Alice occupies a bed alone or shares a bed with Bob. For monitoring purposes,

we use the same number of geophones as the number of persons on a bed. When both

Alice and Bob are present, we use two geophones to measure the vibrations caused

by their heartbeats and breathing. Since heartbeats lead to much more pronounced

vibrations than breathing, we first extract Alice’s heartbeat signals (the amplitude

and frequency) from the geophone signals. Then we further extract the respiration

signal from her heartbeat signals. Both steps introduce serious challenges, and we have

devised efficient techniques to address them. In the following two sections, we present

our proposed signal processing techniques – we first focus on how to extract respiration

from heartbeat signals, and then focus on how to extract individual heartbeat signals

from the mixture signal.

3.3 Monitoring Respiratory Rate Using Geophone

In this section, we discuss how we monitor the respiratory rate using geophones, as-

suming there is only one person on a bed. We first formulate the respiration signal
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extraction problem as an amplitude modulation problem. We then explain the differ-

ence between our problem and the traditional amplitude problem in communications.

Finally, we present our amplitude demodulation algorithm.

3.3.1 Formulating Respiration Signals as Amplitude Modulation

The most straightforward approach to extracting the respiration signal would involve

directly performing FFT on the geophone signal and then looking for the frequency

component corresponding to respiration. However, as shown in Figure 3.3 (a), we don’t

observe any obvious respiration frequency components (that should be below 1 Hz) from

the geophone signal. This is because a geophone is a natural second-order high-pass

filter, insensitive to motions whose frequencies are below a certain threshold (referred

to as detection threshold, 8.4 Hz in our case). The frequency components of respiration

are usually lower than this detection threshold. Also, the velocity of breathing is quite

slow, which makes it even harder to detect by geophones. As a result, this direct

approach fails to detect respiration signals.

On the other hand, a closer look at the geophone signal reveals an interesting phe-

nomenon – the amplitude of the geophone signal fluctuates in a periodic fashion, and

the fluctuation frequency is very close to the subject’s breathing frequency. For ex-

ample, in Figure 3.3(b), the subject’s respiratory rate is 15.04 BPMrr, which is very

close to the amplitude fluctuation frequency of 0.251 Hz. To further investigate this

observation, we conducted an experiment and compared the geophone signals when

the subject held his breath with the signals when the subject breathed normally. Fig-

ure 3.3(c) shows the geophone signal when a subject lies on a bed while holding his

breath for at least 15 seconds, while Figure 3.3(d) shows the geophone signal when the

subject breathes at a rate of 10 BPMrr. In both figures, we plot the estimated envelope

of the signals. It is clear that there is a direct relationship between breathing and the

amplitude fluctuation.

After deliberation, we conclude that respiration causes the amplitude fluctuation of

the geophone signal. It can be explained as follows. Breathing changes the amount

of air in the chest, which in turn changes the effective ‘stiffness’ of the chest and the
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amount of energy loss of the heartbeat signal after propagation through the chest. As

such, the relationship between the respiration signal and the heartbeat signal can be

modeled as amplitude modulation (AM) in communications [62]. Here, the heartbeat

signal, including its fundamental frequency and the associated harmonics, is the carrier

signal, the respiration signal is the information signal, and the geophone signal is the

signal after amplitude modulation.

Following amplitude modulation, we can model the three signals as follows:

s(t) = sr(t)

N∑
j=1

shj (t),

sr(t) = ar × cos(2πfrt+ θi),

shj (t) = ahj × cos(2πfhj t+ θhj ), j = 1, 2, ..., N,

(3.1)

where s(t) denotes the source signal for single person case, sr denotes the respiration

signal and shj denotes the j-th harmonics of the heartbeat signal. Note, sh1 means the

fundamental frequency of the heartbeat signal.

Next, we devise a suitable amplitude demodulation algorithm to extract the respi-

ratory rate information from the geophone signal. However, our problem significantly

differs from the conventional RF amplitude modulation problem in that the RF signal’s

carrier frequencies are known beforehand, while the frequency of our carrier signal –

the heartbeat signal – remains unknown. To make matters worse, unlike the RF sig-

nal which has a single carrier frequency, the heartbeat signal includes a fundamental

frequency and multiple higher frequency components.

Due to these differences, typical detectors for demodulating AM signals that were

proposed for RF signals are ill suited for our problem. For example, an envelope

detector, such as the Moving Root-Mean-Square (RMS) envelopes approach [63] or

the analytic signal approach [64], is sensitive to the choice of the window size; window

size depends on the frequency of the information signal, which is unknown in our

case. The RMS envelopes approach also doesn’t work well with an impulse-like signal

such as the ballistic force within each heartbeat. Meanwhile, a product detector [65]

usually requires knowledge of the carrier frequency, which is again unknown in our case.

Finally, neither of these detectors work well when carrier signals are quasi-periodic, like
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Figure 3.4: FFT of the power signal after our amplitude demodulation. We observe
a peak at 0.253 Hz (marked with a red inverted triangle), which corresponds to a
respiratory rate of 15.18 BPMrr and agrees with the ground truth measured by a
Zephyr strip [66].

heartbeats in our system.

Therefore, we choose the square-law demodulation approach in this study, using

the geophone signal as the carrier signal which can demodulate itself to extract the

information signal (the respiration signal in our case). AM during propagation shifts

the respiration frequency components to a higher frequency range (around the heart-

beat frequency range). By squaring the signal, we reverse the frequency shift and can

separate the respiration signal by applying a low-pass filter.

3.3.2 Respiratory Rate Estimation

Next, we present our respiratory rate estimation algorithm based on the square-law

demodulation.

Before presenting our algorithm, we first discuss how we estimate the environmental

noise and eliminate its impact. We do so by recording the geophone signal when the

bed is empty and computing the FFT. The FFT results show that the majority of the

noise is above 11 Hz. We note that our lab environment has a considerably greater

noise level than an average bedroom environment as we have a few hundred computers

sharing the same lab space, most of which are equipped with powerful fans. Next, we

collect the geophone signal when a single subject is lying on a bed. The corresponding

FFT results show the frequency components of our target signals (heartbeat signals and
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respiration signals) are below 15 Hz. Therefore, we believe a high-order low-pass filter

with a cutoff frequency at 10 Hz can effectively minimize the impact of environmental

noise.

Next, we perform amplitude demodulation by multiplying the geophone signal with

itself. That is, we treat the geophone signal as its own carrier signal. For our objective

of estimating heart rate and respiratory rate, we only need to recover their frequency

components, but not phase information. As such, we can simply set both signals’ phases

to be 0. Then, based on Equation 3.1, we have

s2(t) = (sr ∗
N∑
j=1

shj )
2

= a′i ∗ cos(4πfrt) +
2N∑
j=1

(a′hj ∗ cos(2πfhj t))

+

2N∑
j=1

(a′h−j
∗ cos(2π(fhj − 2fr)t))

+
2N∑
j=1

(a′h+j
∗ cos(2π(fhj + 2fr)t))

(3.2)

The multiplication result consists of several low frequency components that are less

than 1Hz and many frequency components that are greater than or equal to 1Hz.

As we observe from Equation 3.2, the lowest frequency component, a1 ∗ cos(4πfrt),

has twice the frequency of the respiration signal. If we can identify this particular

component, we can derive the respiration frequency.

Figure 3.4 shows an example of the demodulation result. After applying a low-

pass filter with a cutoff frequency of 0.6 Hz, we successfully remove the high frequency

energy. Then, we compute the square root of the filtered signal in time domain and

obtain the low frequency signal in frequency domain at 0.253 Hz (about 15.2 BPMrr)

which is the respiratory rate.

3.4 Monitoring Target Heart Rate When Multiple Subjects are Present

In this section, we discuss how we monitor the heart rate for the target person – say,

Alice – when she shares a bed with Bob. In order to achieve this objective, we need
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to be able to extract Alice’s heartbeat signal from the geophone signal in which both

heartbeat signals are lumped together. In this study, we aim to separate the two

heartbeat signals (their frequency components) so that we can extract either if needed.

That way we can monitor the physiological signs for both people on the bed.

3.4.1 Modeling Mixture Signals

We first formulate the heartbeat separation problem by formally defining the mixed

signal [67]. Suppose we have 2 signal sources s1 and s2, with signals s1(t) and s2(t),

respectively. Suppose we have 2 geophone receivers x1 and x2, which receive mixed

signals x1(t) and x2(t) such that

xk(t) =
2∑
j=1

ak,jsj(t− δk,j), k = 1, 2, (3.3)

where ak,j and δk,j are the attenuation coefficients and time delay parameters associated

with the path from sj to xk. Since we don’t have prior knowledge of the true signal

attenuation and delay in our system, we rely on relative signal attenuation and delay.

Here, we consider x1(t) as reference signal (with a1,1 = a1,2 = 1 and δ1,1 = δ1,2 = 0),

and compare x2(t) to it to obtain the corresponding relative attenuation and delay

coefficients.

After calculating the short-time Fourier transform (STFT) of x1(t) and x2(t), we

obtain their time-frequency representation:x̂1(τ, ω)

x̂2(τ, ω)

 = P2×2

ŝ1(τ, ω)

ŝ2(τ, ω)

 , (3.4)

where the propagation matrix P2×2 is defined as

P2×2 =

 1 1

a2,1e
−iωδ2,1 a2,2e

−iωδ2,2

 . (3.5)

In Figure 3.5, We illustrate our experiment setting which includes two subjects (s1

and s2) and two geophone sensors (x1 and x2). The direct propagation paths from s1

to both geophone sensors are marked in green, and the paths from s2 to both geophone

sensors are marked in brown. Using the same color, we also mark the corresponding

attenuation coefficients and time delay parameters.
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Figure 3.5: We illustrate our experiment setting, which includes two subjects (s1 and
s2) and two geophone sensors (x1 and x2). We mark the corresponding attenuation
coefficients and time delay parameters on the figure, using green for one source and
brown for the other source.
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Figure 3.6: Overview of our heartbeat separation algorithm.

3.4.2 Background on Blind Source Separation and the DUET Algo-

rithm

Our heartbeat separation problem is similar to the cocktail party problem [68] where

an arbitrary number of people are talking simultaneously at a cocktail party and a

listener is trying to identify and follow one particular discussion. DUET [38, 39] has

proven to be a good solution to the cocktail party problem. It computes the symmetric

attenuation and relative delay of the signals, calculates the energy histogram within

different ranges of attenuation-delay values, and finally identifies each energy peak as

a signal source.

This is suitable for the cocktail party problem because it cleverly leverages the
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unique properties of audio signals. Audio signals have spatial signatures as the atten-

uation and delay parameters between an audio source and the receiver are unique. In

addition, mixture audio signals usually have sparse frequency components because it is

rare to have two people talking at the same frequency at the same time.

In this study, we choose to adopt DUET due to the similarity between audio signals

and heartbeat signals. Firstly, both heartbeat signals and audio signals have a funda-

mental frequency component and high frequency components (harmonics). Secondly,

we have no control of, nor a priori knowledge of, the frequencies of heartbeat signals or

audio signals. Thirdly, the paths between different sources and receivers have diversity,

making it possible to establish spatial features for each source.

Heartbeat signals, however, have their own characteristics. For examples, heartbeat

signals have much narrower frequency ranges than audio signals; heartbeats from multi-

ple people have less frequency difference than audio signals; the frequency of heartbeat

signals fluctuates from beat to beat while audio signals are consistent for at least a

few cycles. These characteristics may not satisfy the implicit assumptions made by

DUET and impose challenges in our system design. We will explain how we tackle

these challenges in the rest of this section.

3.4.3 Heartbeat Signal Separation and Heart Rate Estimation

Next, we present our algorithm that separates individual heartbeat signals and esti-

mates each person’s heart rate.

Here we assume we have two synchronized geophone receivers that continuously col-

lect mixed signals from two subjects. We partition the signals into processing windows

of equal length (40 seconds) and apply the following signal processing steps on both

signals within the same window:

1. Filtering. We apply a suitable low-pass filter to filter out environmental noise

(discussed in Section 3.4.3), and then remove the direct current (DC) component

from the filtered signal;

2. STFT. We compute the STFT results of the two filtered signals (discussed in



49

(a) (b)

Figure 3.7: (a) A normal Butterworth filter introduces phase delays, while (b) a forward-
backward filter can leave the filtered signal in perfect alignment with the original signal.

Section 3.4.3);

3. Spatial Signatures. We calculate symmetric attenuation and relative delay be-

tween the two STFT results (discussed in Section 3.4.3);

4. Energy Clustering. We calculate the energy of each frequency bin (we parti-

tion the entire frequency range into discrete bins) and sum the energy values for

different ranges of symmetric attenuation and relative delay. We then rebuild

the signals in the new coordinate system with the relative delay on x-axis, sym-

metric attenuation on y-axis and the energy histogram on z-axis (discussed in

Section 3.4.3);

5. Binary Masking. We identify the coordinates of the peaks in this new three-

dimensional space and apply a binary mask to separate peaks that represent

different heartbeats (discussed in Section 3.4.3);

6. Heart Rate Estimation. We convert the signal from the frequency domain back

to the time domain, and then estimate the heart rate using the method discussed

in [31,32]. We also estimate the respiratory rate using the algorithm in Section 3.3.

Figure 3.6 pictorially shows these steps involved in our algorithm.
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FFT and Low-pass Filtering for Noise Reduction

Geophone signals are usually highly noisy because the sensor is quite sensitive, and

therefore efficient noise reduction becomes an essential step. We note that, as mentioned

in Section 3.3, most of the noise is above 11 Hz while the target signals are mainly below

15 Hz. Therefore, a high-order Butterworth low-pass filter with cut-off frequency at 10

Hz can effectively reduce the noise.

Since DUET separates signals from different sources using their spatial signatures,

we want to make sure the filtering step does not cause any signal distortions that

may change the signal signature. For this purpose, we perform a high-order low-pass

Butterworth filter, followed with a forward-backward digital filtering technique [69].

By applying this forward-backward digital filter technique in both directions, the phase

distortions caused by the two filters cancel out each other. Eventually, we introduce no

phase distortion at all.

Shown in Figure 3.7(b), the signal after the forward-backward digital filter aligns

perfectly with the original signal, while a normal high-order low-pass Butterworth filter

introduces delay between the original signal and the resulting signal (Figure 3.7(a)).

In addition, the forward-backward filter also squares the amplitude response. Finally,

after applying the low-pass filter, we remove the DC component since it contains no

heartbeat related information.

Time-Frequency Representation for Locating Spatial Information

In this step, we obtain the time-frequency representation of the filtered signals. We

choose STFT for this purpose.

Lack of Short-Term Frequency Stability: Audio signals usually have stable fre-

quency components within a short time window. Rabiner [70] pointed out that audio

signal frequencies within a 45 ms time window can be considered stable. However, this

is not true for heartbeats. As shown in Figure 3.8, the instantaneous heart rate fluctu-

ates considerably around the average heart rate. Hence, compared to the audio signal,

the heartbeat signal’s frequency varies a lot more from cycle to cycle. As a result, when
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Figure 3.8: The instantaneous heart rates of two participates at a calm state, fluctuate
around their average heart rates, 57.2 and 63.1 BPMhr.

we compute STFT, we have to further partition the signals within a processing window

of 40 seconds into smaller segments.

Insufficient Frequency Difference: For any pair of signals that have the same

length, s1(t) and s2(t), they are W-disjoint orthogonal when they satisfy:

ŝ1(τ, ω)ŝ2(τ, ω) = 0,∀τ, ω, (3.6)

where ŝ1(τ, ω) and ŝ2(τ, ω) are the time-frequency representation of signal s1(t) and

s2(t), respectively. It means that the energy from one source is much larger than the

other source.

This assumption doesn’t hold true for signals at the same frequency. The sum of

any two signals at the same frequency, regardless of their amplitude and phase values,

constitutes a single signal at that frequency. As a result, if we don’t have additional

information about the two signals’ amplitude and phase information, we can’t separate

them since there are an infinite number of ways of decomposing the mixed signal. As

such, heartbeat separation does not work if the individual heartbeats are at the same

frequency.

Though it is rare for two people to have exactly the same heartbeats, it is quite

often that their heartbeat frequencies are close to each other due to the small heartbeat

frequency range. For example, let us consider two heartbeat signals whose frequencies

are 1 Hz and 1.1 Hz respectively. In order to discriminate the two signals, we actually

need at least a 10-second signal to see the difference: one has 10 beats within 10s, while
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the other one has 11 beats. However, it is very hard, if not impossible, for a heartbeat

signal to hold steady at a the same frequency for a duration of 10 seconds.

Our Solution: In VitalMon, we deal with these challenges by the following tricks.

First, we focus on the heartbeat signal’s high frequency components for more sparsity.

For example, for heartbeat signals at 1 Hz and 1.1 Hz, their eighth harmonics – 8 Hz

and 8.8 Hz respectively – have greater frequency difference. Second, we partition each

processing window (40 seconds) into much smaller slots to ensure the two signals are

W-disjoint orthogonal during each slot. Figure 3.9 plots the heart rate estimation error

with different slot durations. Generally, a slot duration less than 1.7 seconds leads to

much lower estimation error. In particular, we find the slot duration around 0.7 second

yields the lowest estimation error, 1.90 BPMhr. In our evaluation, we then adopt a

slot duration of 0.7 second for our heartbeat separation and extraction.

Calculating Symmetric Attenuation and Relative Delay

From the STFT results, we are able to compute the relative attenuation and relative

delay as in [38]:

â(τ, ω) =

∣∣∣∣ x̂2(τ, ω)

x̂1(τ, ω)

∣∣∣∣ , (3.7)

θ̂(τ, ω) = − 1

ω
]
x̂2(τ, ω)

x̂1(τ, ω)
, (3.8)

where x̂1(τ, ω), x̂2(τ, ω) are the time-frequency representation from the STFT results,

and ω is the frequency vector. Considering that symmetric attenuation yields higher

resolutions when signals from the same source get different attenuation at different

receivers, we further compute the estimated symmetric attenuation:

α̃(τ, ω) = â(τ, ω)− 1

â(τ, ω)
. (3.9)

Combining symmetric attenuation and relative delay, we are able to separate signals

from the two sources. The next step is to compute the energy histogram based on the

attenuation-delay values. For any given frequency that falls into the range that has the

same symmetric attenuation and relative delay, we compute the energy histogram by
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Figure 3.9: The mean absolute estimation error (in BPMhr) with different slot dura-
tions. The slot duration of 0.7 second gives the best estimation, with an error of 1.90
BPMhr.

summing up the estimated energy in those frequency ranges. Following this process,

we eventually cluster the frequencies that are from the same source and have similar

symmetric attenuation and relative delay values.

Finding Cluster Peaks and Applying Binary Masking in 3D Space

Next, we explain how we find cluster peaks, which each correspond to a separate signal.

In our problem, symmetric attenuation and delay values from different sources overlap

with each other, leading to poorly formed clusters that are hard to identify. As a result,

we cannot rely on normal peak finding algorithms or machine learning algorithms such

as K-Means Clustering [71], or CLIQUE [72] to identify the peaks.

Instead, we take advantage of the spatial diversity in our system. If we place geo-

phone x2 close to Alice, and x1 close to Bob, and use x1(t) as the reference, then

symmetric attenuation of Alice’s heartbeat signal is positive while symmetric attenua-

tion of Bob’s heartbeat signal is negative. Then, we can use a simple binary mask to

assign each attenuation-delay pair to either Alice or Bob.

Estimating Target Heart Rate

Once signals from different sources are properly separated, we perform inverse STFT

to return them to the time domain. We then apply the heartbeat detection algorithm

discussed in [32] to extract the heartbeats. Namely, we compute the signal power,
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Figure 3.10: Our prototype bed. We install two geophone boards that are sandwiched
between the mattress and the frame, one on each side of the bed.

calculate the sample auto-correlation function (ACF), find peaks in the sample ACF

results [36], and finally convert the peak locations to corresponding heartbeat pulses.

Once we obtain the heart rates, we associate each heart rate to the correct person on

the bed, based on the location information. Meanwhile, we also apply our respiratory

rate estimation algorithm in Section 3.3.2 on each heartbeat signal to estimate each

subject’s breathing rate.

3.5 VitalMon Testbed

Amplifier and ADC: In our testbed, we use two SM-24 geophones

[44] to track the heart rate and respiratory rate. The raw analog signal from each

geophone is first amplified through its own amplifier circuit whose amplification is 200.

Then, the amplified signals are fed into a 12-bit analog-to-digital converter (ADC)

on an Arduino Due [73] whose range is 0 to 3.3 V and sampling frequency is 2.5

kHz. Meanwhile, the two geophone signals are synced through the internal clock of

the Arduino Due. Figure 3.10 shows the experiment setting with two participants on

our prototype bed. The bed has a memory foam mattress and a steel frame.

Vertical vs Horizontal Geophones: Many geophones respond to vibrations in a
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Figure 3.11: When we gently tap the prototype bed, response from a vertical geophone
(a) is much more crisp (shorter oscillation) than the response from a horizontal geophone
(b).

single direction, although more complex geophones that can sense vibrations in mul-

tiple directions are available. In our experiments, we have tried vertical geophones

(responding to vibrations in the z direction in Figure 3.10) and horizontal geophones

(responding to vibrations in the x− y plane in Figure 3.10). Through experimentation,

we choose vertical geophones in our testbed. We explain the reason below.

Our first intuition was to choose horizontal geophones. Each heartbeat is mainly

caused by the sudden ejection of blood during the ventricle systole. The direction of

such momentary ejection first goes from the ventricle to the aorta and then gets split

to different blood vessels of a human body. Due to such directionality, the strongest

vibration is along the head-foot direction (in the x − y plane). Intuitively, we would

like to capture the strongest vibration by using multiple horizontal geophones.

However, when we consider the human body, the bed, the floor and our system as

a whole piece, we find horizontal geophones a poor choice because beds are designed to

allow the joints to be underdamped on the x− y plane, yielding more horizontal oscil-

lations. Such oscillations usually last for more than 1 second, which is one heartbeat

cycle, such that a heartbeat may last long enough to affect the following heartbeat(s).

On the other hand, we find vertical geophones experience much smaller and shorter

oscillations because oscillations in the z direction are damped against the floor.As a re-

sult, horizontal geophones and multi-dimension geophones that can measure horizontal

vibrations are not suitable for our system.
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Figure 3.12: This figure shows the top view of a bed, that has two sources s1 and s2.
Here we show two example installation plans. The plan marked by red dashed lines
represents a poor installation where two sources have same symmetric attenuation and
relative delay. The plan marked by green solid lines is a good installation.

Figures 3.11 (a) and (b) show the responses from a vertical geophone and a horizontal

geophone when we lightly tap the bed just once. For each signal, we normalized the

amplitude to observe how long the oscillation lasts. The tapping motion occurred

at time 0.2 second. The vertical oscillation lasted for roughly 0.3 second, while the

horizontal oscillation lasted for more than 1.8 seconds.

Geophone Placement: Next, we carefully consider how the two geophones should be

placed on the bed. Our heartbeat separation algorithm involves inferring the symmetric

attenuation and relative delay information from the amplitude and phase of frequencies

in the signal STFT. To avoid any ambiguity of phase delay caused by phase wrap [74],

we should not separate the two geophone sensors by more than half of the wavelength

of the signal. Fortunately, in our case, this requirement is easy to satisfy because the

wavelength of the heartbeat signal is usually much larger than the length of a regular

bed. For example, for a heartbeat signal whose rate is 60 bpm, its wavelength roughly

is 1 km.
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Our technique separates signals from different sources by their unique spatial sig-

natures. As a result, when we install geophone sensors, we need to make sure there is

difference between the sources’ spatial signatures. Suppose the two hearts’ positions

are s1 and s2, and the two geophones’ positions are x1 and x2. Then we need to the

following inequality is satisfied

||x1s1||
||x1s2||

6= ||x2s1||
||x2s2||

,

where ||x1s1|| is the distance between x1 and s1. In Figure 3.12, we illustrate six

possible geophone positions named G1, ..., and G6 in the clockwise sequence and the

two heartbeat locations. In this example, we cannot place the following geophone pairs,

(G1, G4), (G2, G3), and (G5, G6). Any of the rest of the combinations could work well

for our purpose. In our testbed, we mount the two geophones according to (G6, G2) in

the diagram.

3.6 Evaluation

In this section, we use our testbed to evaluate VitalMon in the following aspects: (1)

estimating the respiratory rate for a single subject, (2) estimating the target subject’s

heart rate when two subjects are present, and (3) estimating the target subject’s respi-

ratory rate when two subjects are present. Also, we have a discussion on the real world

deployment.

3.6.1 Monitoring a Single Subject’s Respiratory Rate

We conducted 525 experiments and recorded more than 350 minutes data from a total

of 23 subjects. We report the respiratory rate estimation error as the absolute difference

between the estimated BPMrr and the ground truth BPM rr.

Participants: We had a total of 23 healthy volunteer participants for this experiment,

including 14 males and 9 females. The mean age of the participants was 25.14 years

with a standard deviation of 3.42 years. The youngest participant was 21 years old

while the oldest was 34 years old.
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Figure 3.13: CDF (a) and box plot (b) of the respiratory rate estimation error when we
have a single subject, with the processing window of 30, 35, and 40 seconds. Window
length of 40 seconds has the best results – mean estimation error of 0.38 BPMrr, and
median error of 0.22 BPMrr, over 525 samples – which is then adopted in the rest of
the evaluation.

During each experiment, subjects were asked to lie on the prototype bed and breathe

at a certain rate for the duration of 40 seconds. Specifically, we played a metronome

at 1 tick per second and asked the subjects to breathe in and out every 2, 3, 4, 5,

or 6 ticks (the respiratory rate during each experiment was thus fixed). We manually

monitored the participant’s breathing rate by observing how his/her chest moved during

the experiment. Each subject went through at least 20 experiments and in total we

conducted 525 experiments.

Figures 3.13(a) and (b) show the cumulative distribution function (CDF) and a

box plot of the estimation error with different processing window lengths. Both plots

show that larger window sizes yield lower estimation errors: we have mean error of 0.38

BPMrr, and median error of 0.22 BPMrr, when the window length is 40 seconds. In

the rest of the evaluation, we use the processing window of 40 seconds. We also note

that a median estimation error of 0.22 BPMrr and a mean estimation error of 0.38

BPMrr are better than many other systems when estimating the breathing rate for a

single subject. For example, the estimation error reported in [11,31] is 0.47 and above

2 BPMrr, respectively.
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Figure 3.14: We compare the heart rate estimation error of our algorithm with the
ACF-based heartbeat separation algorithm: (a) CDF, and (b) box plot of the estimation
error. Our algorithm yields much lower estimation error.

3.6.2 Monitoring Target Heart Rate when Multiple Subjects are Avail-

able

In this part of the evaluation, we conduct more than 3000 experiments and record

more than 33 hours of geophone data from a total of 35 subjects. We compare the

estimated BPMhr against the ground truth BPMhr measured by a medical grade

pulse oximeter [75] and report the estimation error.

Participants: We had a total of 35 healthy volunteer participants for this experiment,

including 19 males and 16 females. The mean age of the participants was 25.26 years

with a standard deviation of 3.25 years. The youngest participant was 21 years old

while the oldest was 35 years old.

Mean Heart Rate Estimation Error

We first conducted a series of experiments to evaluate how our algorithm performs over

a large range of heart rates while two subjects share the prototype bed (without gross

body motions). To ensure we evaluate our system over a large range of heart rates, we

asked one of the two subjects to exercise (e.g. running outdoor, climbing stairs, etc.)

for a few minutes before each experiment. The participants lay on their back in this

set of experiments.

We collected 952 experiments in this part, including a large range of heart rates that

range from 43 to 137 BPMhr. Figure 3.15 shows the estimation error over different
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Figure 3.15: When two subjects share a bed, average heart rate estimation errors are
shown for each of the following heartbeat rate ranges: < 60, [60, 70), [70, 80), [80, 90),
[90, 100), ≥ 100. Over more than 1900 samples, our mean error is 1.90 BPMhr, and
median error is 0.72 BPMhr.

heart rate ranges. Based on the ground truth heart rate collected by a pulse oximeter,

we group the 4304 samples (we have two samples per experiment) into 6 groups: < 60,

[60, 70), [70, 80), [80, 90), [90, 100), and ≥ 100. The median and the mean of overall

estimation error over more than 4000 samples is 0.72 and 1.90 BPMhr, respectively.

We note that this result, which evaluates two subjects together, is in the range of other

systems that detect a single person’s heart rate (e.g., mean error of 1.17 BPMhr in [31]

and mean error around 2 BPMhr in [15]).

Comparison with the ACF-based Approach: We next compare our algorithm

with the direct ACF-based heartbeat detection algorithm (results shown in Figure 3.14),

where we use our ACF-based heart rate estimation algorithm, but don’t first separate

the signal. Instead, we assume geophone x1’s signal is dominated by s1(t), and use

the ACF-based heartbeat detection algorithm in [32] to directly count the heartbeats

in x1(t) for s1. Similarly, we run the same algorithm on x2(t) to count heartbeats for

s2. We show that our algorithm has a much lower estimation error, mean error of 1.90

BPMhr, compared to the ACF based algorithm whose mean error is 66.53 BPMhr. The

ACF-based separation approach works poorly because it often captures both heartbeats

from each geophone signal.
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Figure 3.16: The box plot of the heart rate estimation error when two subjects share a
bed and lie in different postures, including lying on back/stomach/left/right. Our mean
estimation error is below 2.5 BPMhr and median error is below 0.74 BPMhr regardless
of the posture, suggesting our system is robust against different lying postures.

The Impact of Lying Posture

In this part, we conducted 1203 experiments to evaluate the impact of lying posture

on our performance. During each experiment, two subjects were asked to adopt one of

the following postures: (1) lying on back, (2) lying on stomach, (3) lying on his/her

left side, and (4) lying on his/her right side. The length of each experiment is again 40

seconds.

Figure 3.16 shows the box plot of the heart rate estimation error for different lying

postures. The results show that our system is robust against different lying postures

– the mean estimation error for lying on back, stomach, left, and right is 1.75, 1.62,

2.17, and 2.47 BPMhr, respectively, while the median error is 0.61, 0.57, 0.73, and 0.70

BPMhr. We note that the estimation error when the subject was lying on the right is

slightly higher because the heart position is slightly further away from the mattress in

this posture.

The Impact of Different Mattress Type

We also conducted 901 experiments to evaluate the impact of different mattress types,

including a memory foam mattress (our default mattress), a spring mattress, and a

hardwood mattress. Figure 3.17 shows that the mean estimation error for these three

types of mattresses is 1.85, 2.44, and 1.53 BPMhr, respectively, while the median
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Figure 3.17: CDF of the heart rate estimation error when two subjects share a bed
with different mattress types. A spring mattress has slightly higher estimation error
than a hardwood or a memory foam mattress.

error is 0.73, 0.88, and 0.66 BPMhr. The results are as expected – among these three

mattress types, a hardwood one adds to the least oscillations to the geophone signal

while a spring mattress has the most oscillation. However, we argue that even with

the spring mattress which gives the highest estimation error, the estimation accuracy

is still sufficient for most applications.

3.6.3 Monitoring Target Respiratory Rate When Multiple Subjects

are Present

In this part of the evaluation, we conducted 1503 experiments on our prototype bed

and recorded more than 16 hours of data. During each experiment, we didn’t give any

instructions on how the subjects should breathe. We evaluate the performance of our

respiration detection algorithm by comparing the estimated respiratory rate against

the ground truth measured by a Zephyr bioharness belt [66] and report the estimation

error.

Participants: We had a total of 28 healthy volunteer participants for this experiment,

including 15 males and 13 females. The mean age of the participants was 24.79 years

with a standard deviation of 2.99 years. The youngest participant was 21 years old

while the oldest was 34 years old.

Experiment Procedure: We conducted more than 1500 experiments and evaluated
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Figure 3.18: When two subjects share a bed, mean breathing rate estimation errors
are shown for each of the following breathing rate ranges: < 12, [12, 15), [15, 18), [18,
21), ≥ 21 – 2.51, 2.53, 2.42, 2.90, 3.09 BPMrr, respectively. The average error rate
across all the 2406 samples is 2.62 BPMrr, while the median error is 1.95 BPMrr.

our algorithm over a large range of respiratory rates, from 8.61 to 25.09 BPMrr. Before

experiments, some subjects were asked to exercise, including running, climbing stairs,

etc.

Based on the respiratory rate measured by a Zephyr belt, we grouped the 3006

samples into 5 groups: <12, [12, 15), [15, 18), [18, 21), and ≥21 BPMrr. Figure 3.18

shows that the overall mean estimation error across more than 3000 samples is 2.62

BPMrr, while the median error is 1.95 BPMrr. We note that this result is worse than

our single-person breathing rate estimation because we have to go through two levels

of indirection in estimate breathing rate when multiple people share a bed. In our

on-going work, we are developing techniques to improve our performance in this case.

Next, we evaluate how different types of sleep postures affect our estimation error.

Figure 3.19 shows that lying postures have little impact on estimating respiratory rate –

the average estimation error for these different postures (lying on back/stomach/left/right)

is 2.77, 2.36, 2.68, and 2.40 BPMrr, respectively while the median error is 2.15, 1.66,

2.09, and 1.67 BPMrr.

3.6.4 Discussion on Real World Deployment

Real world deployment of our system could potentially enable quite a few interesting

applications. So far, we have shown our system can monitor heart rate and respiratory
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Figure 3.19: Box plot of the breathing rate estimation error when two subjects share
a bed and lie in different postures, including lying on back/stomach/left/right. The
average estimation errors for these different postures are very close to each other.

rate for one or two people on a bed. We have found our system is also able to detect

a user’s gross body motions, or smaller activities such as snores during sleep. These

functions combined , we could build a more sophisticated sleep monitoring system that

can accurately detect a person’s sleep stage and evaluate the sleep quality. To achieve

this objective, we need to carefully tune several system parameters to detect and classify

these fine-grained information. One possible solution is to add more geophone sensors

at different locations to form a small-scale sensor network that facilitates more accurate

separation of various target signals.

3.7 Related Work

In this section, we categorize different vital sign monitoring systems in two ways: (1)

systems which detect the heart rate and respiratory rate of a single person, e.g. [15,

23, 25, 27–32, 53, 76]; (2) systems which detect heart rate and respiratory rate of two

people simultaneously, such as the system shown in [14, 15]. Also, we summarize their

signal processing methods for heart rate and respiratory rate estimation.

3.7.1 Vital Sign Monitoring of a Single Person

There are diverse systems proposed to detect heartbeats and respiration of a single

person. So far, it is the most commonly studied field.
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Sensors installed under the thorax area: Bu et al. [23] inserted a piezoelectric

sensor which measures the pressure fluctuation due to heartbeats and respiration. The

detected signal is processed by Empirical Mode Decomposition and the vital sign sig-

nals are reconstructed by summing up the signal within the predefined frequency range.

Bruser et al. [27] packaged a Wheatstone bridge of four sensitive load cells onto one

slat from the slatted frame and measured the vibration caused by heartbeats. An un-

supervised learning technique is used to extract the shape of a single heart beat from

the signal. In [29], an array of photodetectors under the mattress are used to detect the

change of reflected and scattered light caused by vibration. The heartbeat and respira-

tion signals can be separated by applying a simple low-order high-pass filter. S̆prager

et al. [53] used an optical sensor which transmitted and received interferometric signal

to capture optical variation caused by vibrations from heartbeat and respiration. Later

a wavelet-based decomposition technique was applied to extract heartbeats and respi-

ration signal from the received signal. Kortelainen et al. [30] deployed several pressure

sensitive foils under the mattress. The heartbeats were extracted from the channel

averaged cepstrum based on Fourier transformation, while respiration is calculated by

an adaptive principal component analysis. Aubert et al. [31] put a foil pressure sensor

in the thorax area under a thin mattress to detect vital signs during sleep. The heart

rate and respiratory rate are obtained from analyzing the autocorrelation function after

applying appropriate bandpass filters.

Sensors that requires special cushion: Heise et al. [76] deployed four hydraulic-

transducer tubes under the mattress and showed three possible signal processing strate-

gies (a Window-based Peak-to-Peak Deviation algorithm, a K-means clustering algo-

rithm, and a Hilbert transform algorithm) to extract the heartbeats. Yamana [13]

designed an ultrasound transmitter and receiver system mounted under a plywood sup-

port. The system is placed under the mattress and measures the shape change of the

plywood support. A simple bandpass filter is applied to separate the heartbeat signal.

Sensors installed under the bed post: Nukaya et al. [25] proposed to use a piezo-

ceramic system to detect heartbeats. Four sensors were bonded to two metal plates
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on top and bottom, then sandwiched between floor and bed posts. A simple bandpass

filter was applied to get the heartbeat signal. Brink et al. [28] built a set of four optical

load cells which were installed under each bed post and directly find the heartbeats as

the local maximums after low-pass filtration.

Wearable Sensors: Phan et al. [57] uses a chest belt with a built-in biaxial accelerom-

eter to measure the vibrations on the surface of the chest cavity. A bandpass filter is

applied to extract the respiration signal, and a combination of envelope detection and

peak finding algorithm is used for estimating the heart rate.

Mobile Sensors: Nandakumar et al. [77] detects sleep apnea events within a meter

by turning a smartphone into a sonar system. The system emits frequency-modulated

sound signals and detects the frequency shifts of the reflections due to chest movements.

Sensors that can be attached to anywhere on the bed frame: Jia et al. [32]

proposed a heartbeat monitoring system based on an on-the-shelf geophone which could

be inserted anywhere between a mattress and a bed frame. A combination of low-pass

filter, sample auto-correlation function and peak finding algorithm are used to extract

the periodicity of heartbeats. An evaluation of real world data varying different types of

bed and house environment shows the possibility of using the system in daily heartbeat

monitoring.

3.7.2 Vital Sign Monitoring of Multiple People

Only a few papers addressed detecting multiple people’s vital signs simultaneously.

Adib et al. [14] use a wireless radar to measure the distance change of a human chest,

due to heartbeats and respiration. The device can send Frequency Modulated Carrier

Waves (FMCW) which can isolate signals from different distances, and then estimate

the heart rate and respiratory rate of multiple people via FFT. Liu et al. [15] use WiFi

to measure the Channel State Information (CSI) of the reflections off the human body.

The system takes the advantages of Received Signal Strength (RSS) from multiple

subcarriers and estimates the heart rate and respiratory rate by using a power spectral

density based algorithm. RSS values are sensitive to the multipath situation in the
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environment, and therefore wireless systems that are based on RSS readings may be

affected by the changes in the environment.

3.8 Concluding Remarks and Future Direction

In this chapter, we discuss and evaluate an unobtrusive, vibration-based vital sign

monitoring system during sleep. Our system centers around a geophone sensor that can

sense the vibration velocity caused by ballistic force. Compared to earlier geophone-

based in-bed vital sign monitoring systems that could only detect heartbeats from

a subject lying in bed, our system is significantly improved. First, it can monitor

the subject’s breathing rate, even though geophones cannot directly detect breathing.

Second, it can track the subject’s heart rate and breathing rate when he/she shares

the bed with another person. In this case, vibrations caused by multiple heartbeats

are mixed together and need to be separated. After involving 86 participants and

collecting 56 hours of geophone data, we show that our system is accurate and can

work in different scenarios (e.g., lying postures, mattress types).

Going forward, there are several important directions we plan to investigate, in-

cluding (1) obtaining better signal-to-noise ratio for more accurate heart rate and

respiratory rate monitoring; (2) understanding the physical respiration phenomenon

better and adjusting our respiration model accordingly; (3) investigating the time and

frequency characteristics of gross body motions and updating our model accordingly.
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Chapter 4

Touch-Chair: Learning a User’s respiratory rate and

identity through Capacitive Sensing

4.1 Introduction

Passively learning a person’s behavior and activities has become increasingly popular

in the ubiquitous computing area, for example, knowing when a person is commuting,

working, relaxing and sleeping, and how well he or she is. In one’s everyday life, a

person spends a large portion of time sitting on a chair, especially when working or

studying. According to the data collected from the 2003-2004 National Health and

Nutrition Examination Survey, people spend 7.7 hours in sedentary behaviors [78]. An

article from The Washington Post mentions office workers sit for about 10 hours on

average in 2015 [79].

Several aspects of sitting behaviors, especially irregular breathing behavior, is con-

sidered important problems in the medical field. As a result, quite a few studies [80,81]

have been conducted to help people monitor their breathing behavior. However, few

of them can achieve ease of use, unobtrusiveness, robustness, accuracy, and low power

at the same time. Furthermore, most of the systems need to plug into the wall, which

obviously undermines the mobility nature of a chair and brings inconvenience to users.

In this study, we present a smart chair system, which can identify the person sitting

on it and measure the respiratory rate, at the same time. Shown in Figure 4.1, our

prototype has 16 wireless capacitive sensors that are mounted on the surface of the

chair, one receiver and one Raspberry Pi. Each capacitive sensor mainly consists of a

resistor-capacitor (RC) circuit that is connected to a properly sealed low power active

tag. After collecting sensor samples from our prototype, we apply machine learning

techniques including Extreme Gradient Boosting (XGBoost) [82] and Random Forests
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Figure 4.1: The system overview of our Touch-Chair system. We mount 16 capacitive
sensors on the surface of a chair to capture the capacitance change caused by any user
activity. We use low-power wireless tags to measure the sensor signals and transmit
the data wirelessly to a tag receiver. A Raspberry Pi reads data from the tag receiver,
detects the occupancy event, applies signal processing and machine learning techniques
to identify the user and monitoring the respiratory rate. Eventually, a mobile app
queries the processed results from the Raspberry Pi via WiFi and displays the user’s
name and the respiratory rate.

(RF) [83] to infer the user identify, and apply signal processing techniques to estimate

the user’s breathing rate. Capacitive sensors are very sensitive to distance changes

between the chair and the human body, thus yielding accurate results in all the three

intended use cases.

As far as unobtrusive respiration detection is concerned, our system offers several

advantages. It provides more privacy than computer vision based systems [84], has

higher accuracy than pressure based [85]and inertial sensor based systems [86], and

is much more robust than wireless signal based systems [87]. Meanwhile, our system

also improves the state of the art for on-chair respiration detection. Earlier on-chair

breathing monitoring mainly relies on sensors that are placed on the back of a chair [80,

81] and requires the user to lean back on the chair. Our system, however, does not have

this constraint and can conveniently monitor respiration regardless of user posture.

We conducted 5,001 experiments involving 29 subjects for user identification and

889 experiments involving 19 subjects for respiratory rate monitoring. In total, we

collected 77.3 hours of data over a period of 7 months1. We have a group of subjects of

different age, height, and weight. In order to be more realistic, we collect at least 10-day

data from most of the subjects, considering that their sitting habits and clothes may

vary over time. The results show that our system is robust and can serve users with

1Our studies were approved by the Institutional Review Board (IRB) of our institution.
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different physical shapes and clothing. Furthermore, we demonstrate that our system

can recognize the person with an accuracy of 98.77% and monitor the respiratory rate

with the error of 1.05 breaths per minute (bpm). Also, thanks to the low-power design,

our system can run for at least 306 days for user identification on a 3-volt coin cell

battery.

This work has the following contributions:

• We designed a smart chair system that can identify the user and monitor the

respiratory rate, at the same time. In particular, this is the first work that shows

it’s possible to monitor a person’s respiration rate using a single unobtrusive

contact-based sensor on a chair without requiring the user to be in a specific

posture.

• Our system is very accurate. It can identify the person with 98.77% accuracy for

29 subjects. Also, the average error of respiratory rate monitoring is 1.05 bpm.

4.2 Motivation: Chair Occupancy Detection Using a Single Capaci-

tive Sensor

Before presenting the details of our system, we first study whether we can detect when

the user sits on/leaves the chair using a single capacitive sensor. This simple task can

help design our prototype as well as user identification algorithms. In this section, we

also show the way of capacitance measurement in our system and its robustness to the

aging impact of any chemical batteries.

4.2.1 Chair Occupancy Detection

Figure 4.2 shows the measured capacitance values in the following three situations: (1)

chair is empty, (2) chair becomes occupied, and (3) chair becomes empty again. Initially,

the chair was empty and the measured signal only consists of the capacitance of the

sensor (plus some noise). When the user sat on the chair, the capacitance experiences

a sudden increase due to the presence of the human body. Note that over time, the

capacitance slowly increases with some fluctuation, as shown in the zoomed-in plot in
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Figure 4.2: We show an example experiment that a chair is at first empty, then occupied
by a subject and empty after the subject leaves. From the transitions between the
empty chair and the occupied chair, we observe a sharp rising/falling edge and can
easily detect the occupancy events by simple thresholding. Also, the details of the
capacitance change of the occupied chair reveal the respiration and the skin moisture
of the subject: the fluctuation is mainly caused by respiration and the trend is the
consequence of the moisture built up in the air gap between the hip and the sensor.
Note the average discharge time for 1 pF is 34.74 clock cycles in our case.

Figure 4.2. This slow increase in capacitance is caused by the moisture that builds

up between human skin and the capacitive sensor. When the imbalance between the

humidity in the air and the moisture of the skin surface occurs, the water diffusion and

evaporation process within the gap tries to reach an equilibrium state. Eventually, the

increasing humidity in the air changes the dielectric constant of the air itself and shows

up in the measured signal as a slow increase of capacitance. Meanwhile, the fluctuation

of the measured capacitance is caused by mostly respiration plus some noise. Our

Touch-Chair system is sensitive enough to capture the tiny distance changes between

the human hip and the sensors, which is caused by respiration. Once the user leaves

the chair, the capacitance drops again. As such, it’s rather straightforward to detect

whether the chair is occupied or not.

4.2.2 Capacitance Measurement

In this work, we choose to measure the capacitance value by simply measuring the time

that elapses while discharging a resistor-capacitor (RC) circuit. We form an RC circuit

by grouping a capacitive sensor (a pair of copper mesh screens mounted on the chair)

and a resistor on a general-purpose embedded sensor platform (called PIP tags) [88]).
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The discharge can be modeled as:

V (t) = V0e
− t

RC , (4.1)

where V (t) is the voltage across the capacitor at time t, V0 is the initial voltage across

the capacitor C, and R is a fixed resistor (2 MΩ in our case). Solving this equation for

C, we have

C = − t

R

(
ln
V (t)

V0

)−1
. (4.2)

The capacitance value is proportional to the discharge time, when R, V (t), and V0 are

fixed. As such, we can measure the discharge time and infer the capacitance accordingly.

In practice, V0 may drift over time for any mobile DC/AC power supply, thus leading

to measurement drifts. We solve this challenge by: (1) fully charging the capacitor so

V0 reaches the voltage directly from the DC power supply Vcc (the 3V coin cell battery

in our case), and (2) having a comparator in the PIP tag compare V (t) against 1
2Vcc

and counting how much time has elapsed till V (t) = 1
2Vcc. Since every capacitive

measurement lasts less than 10 ms in our experiment, we can reliably assume that Vcc

from a coin cell battery stays constant within each measurement. As a result, according

to Equation 4.2, we can keep each measurement independent of the battery voltage drift

over time. By applying linear least square estimation on various capacitance values, we

calculate the average discharge time (to 1
2Vcc) for 1 pF is 5.79 µs.

4.3 Touch-Chair Prototype

When designing the Touch-Chair prototype, we have the following two main design

objectives: (1) sensor placement should be unobtrusive and bring no discomfort to

users, (2) the shape and the mounting position of the sensors should be designed to

maximize its sensitivity.

Our prototype chair has 16 capacitive sensors, among which 9 are mounted on the

surface of the seat pad and 7 more on the surface of the backrest, shown in Figure 4.3.

Each capacitor consists of two pieces of copper mesh screen (as terminal plates) side

by side. The size of each piece is 8.50 cm (length) by 4.50 cm (width) by 0.04 cm

(thickness) and the distance between two adjacent pieces is 2.00 cm. We empirically
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(a) (b)
Figure 4.3: (a) A chair prototype has 16 capacitive sensors. Each sensor has two
terminal plates adhered on the surface of the chair. Further, we label each sensor in
(b) and refer each sensor using its index number in the rest of the paper. Further study
shows that we can possibly reduce the number of sensors but keep about the same
performance.

chose the current design considering our design objectives and the following factors: (1)

the size of the chair surface is limited, (2) larger and farther-apart terminal plates lead

to better resolution, (3) sensors should be spread out for better spatial coverage, and

(4) the number of sensors needs to be minimized to conserve energy. In our prototype,

the sampling rate for most of the capacitive sensors are 1 Hz, but 4 Hz for sensor 5©

(to meet the sampling rate requirement for respiration monitoring).

We use PIP tags to measure capacitance and wirelessly transmit measurements

to a PIP tag receiver on a Raspberry Pi. PIP tags are carefully designed low-power

tags, including a Texas Instrument (TI) MSP430G2553 microcontroller and a Texas

Instrument CC1100 radio transceiver module. PIP tags run at 6 MHz on a 3V coin

cell lithium (CR2032) battery, as shown in Figure 4.4.

Power Consumption Profile: Touch-Chair consists of four parts of hardware: 16

PIP tags, 1 PIP tag receiver, 1 Raspberry Pi, and 1 smartphone. The Raspberry Pi

takes most of the computation and is powered by a power outlet, while the mobile

application is mainly used as a user interface and doesn’t have much computation
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PIP Transmitter PIP Receiver

Raspberry Pi

Figure 4.4: A capacitive PIP tag transmitter and a Raspberry Pi with a PIP tag
receiver, compared to a United States quarter. The transmitter connects to the copper
mesh screen by wire, measures the capacitance and broadcast the measurement packets.
The receiver read the wireless packets and send them to Raspberry Pi which processes
the data and pushes the results to the mobile app end.

requirement. As such, we only focus on the power consumption of the PIP tag part.

We profile the power consumption of a PIP tag in three stages: the sleep stage, the

measurement stage2 , and the radio transmission stage. For this purpose, we mount a

resistor in series with a DC Power Supply and the PIP tag, and then accurately measure

the current drawn through the tag by converting voltage drop across the resistor, shown

in Figure 4.5. Next, we calculate the power consumption based on the given voltage of

the power supply and the measured current. From the results shown in Table 4.1, we

observe that the measurement stage and the transmission stage consume much more

power but last for a much shorter time, while the sleep stage costs much less power

and lasts longer. Also, the power consumption is dependent on the chair status – the

overall power consumption for a 1-Hz tag is 56.40 µW and 136.50 µW , when the chair

is empty and occupied, respectively. If we assume a user occupies a chair for 10 hours

per day, then the 1-Hz tag can last for at least 306 days with one CR2032 coin cell

battery (3 V with a nominal capacity of 220 mAh) and more than 9 years with one AA

Tadiran lithium battery (3.6 V with a capacity of 2400 mAh) [89].

2In this study, we consider the microprocessor wake-up configuration and the capacitor charging as
part of the measurement stage.
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S M R S

(a) (b)
Figure 4.5: The power consumption profile of a 1-Hz capacitive tag (a) consists of
three parts: sleep stage S©, measurement stage M©, and radio transmit stage R©. We
use a large capacitor to mimic the largest capacitance occurred in our experiment
and compute the overall power consumption of the tag by measuring the voltage drop
across 10 Ω resistor (a) in series with the tag. In order to accurately measure the power
consumption of the sleep stage, we use a 10 kΩ resistor (b) instead of 10 Ω resistor,
because the power consumption of the sleep stage is extremely low. Overall, the average
power consumption of the 1-Hz tag on an occupied chair is at most 136.50 µW .

4.4 User Identification

Capacitive sensors are very sensitive to sitting posture changes. When a user sits still

on the chair, the gap between the body and the sensor is roughly around 1 mm, which

is the thickness of the pants. Even a tiny adjustment of the posture will sufficiently

change the capacitive value because any adjustment will likely change the gap by at

least a few mm. Thus, our Touch-Chair system can capture the details about these

posture changes and yield accurate user identification.

It is often the case that we want to monitor a particular user’s respiratory behavior,

but that user may share a chair with other people. As a result, we envision that our

Touch-Chair can correctly identify the target user and focus on his/her behavior. In

fact, according to the survey reported in [80] that involved 550 people in the U.S., 31%

of people share their chairs with at least one other person. Let us assume a smart home

scenario where we have 1 to 5 primary users3 and occasionally a few guests. Thus,

having a way of identifying the person on the smart chair is the important first step

before focusing on their respiration.

3According to the U.S. Census Bureau, the average number of people per household between 2011
to 2015 is 2.64.
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Sampling
Frequency

1 Hz

Occupancy Empty Occupied

Power (µW )
Time
(ms)

Power (µW )
Time
(ms)

Sleep 1.91 997.95 1.91 990.24
Measurement 11,600 0.52 10,400 8.28
Transmission 31,700 1.53 31,700 1.53

Overall Power
Consumption

(µW )
56.40 136.50

Table 4.1: The power consumption profile of a single PIP tag sampling at 1 Hz on
a chair. The tag only consumes 56.40 µW on an empty chair and 136.50 µW on an
occupied chair. Assume a chair is occupied 10 hours per day, the tag can last for 306
days with a single coin cell battery and more than 9 years for one AA Tadiran lithium
battery.

We try to identify users by recognizing his/her transitional behavior between the

first moment that a user sits on a chair and the moment that the posture is stable.

Each person’s transitional behavior generates unique sensor readings due to different

body size, weight, initial sitting posture, micro adjustment, etc.

4.4.1 Classification Algorithms

Using wireless PIP tags to measure capacitance, we received 16 streams of non-synchronized

sensor data, a small fraction of which will be missing or polluted due to packet colli-

sions. We address this problem by applying the spline interpolation technique [90] on

each sensor data stream. After applying the interpolation step, we have one sample

per second from each data stream (the ultra-low sampling rate is an advantage of our

system).

To correctly recognize users, we first need to identify the occupancy event in a timely

fashion by detecting the corresponding rising edge of the sensor signal. An example of

the rising edge is shown in Figure 4.2. Then, we interpolate the sensor data within a

preset window size, 11 seconds in our case, in order to synchronize the data and prevent

any potential missing packets due to the wireless collision.
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Age (year) Height (cm) Weight (kg) BMI (kg/m2)

Min 22 161 47 16.9
Max 36 182 91 30.4
Mean 25.7 172.8 69.4 23.1
Std 3.5 5.9 12.8 3.6

Table 4.2: 29 participants are recruited for user identification study. The table shows
the minimum, maximum, mean and standard deviation of the participants’ age, height,
weight and BMI.

For the identification purposes, we treat the resulting samples as features and clas-

sify people’s identity by using two popular tree-based machine learning algorithms,

Extreme Gradient Boosting (XGBoost) [82] and Random Forests (RF) [83]. These two

algorithms focus on reducing a different part of the error during the learning process,

with XGBoost focusing on reducing the bias while Random Forests focusing on the vari-

ance part. Specifically, XGBoost takes advantages of weak learners and reduces bias in

the dataset by adjusting the weight of certain data, while Random Forests decreases

the variance by having many uncorrelated trees.

In general, having more primary users introduces an extra challenge to classifica-

tion. In the rest of this paper, we assume there are 5 primary users in a house. One

exception is that we vary the number of users from 1 to 5 and report the performance

in Section 4.4.3.

4.4.2 Experiment Design

In this experiment, we focus on evaluating the performance of our Touch-Chair on

accurately identifying the users.

Participants: We had a total of 29 healthy volunteer participants for this experiment,

including 22 males and 7 females. The mean age of the participants was 25.7 years

with a standard deviation of 3.5 years. The youngest participant was 22 years while

the oldest is 36 years old. More details about the participants’ biographies are shown

in Table 4.2.

Experiment procedure: For each data collection session, in order to mimic the

typical daily sitting behavior, we asked a participant to walk towards a chair from a
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distance of 2–3 meters and sit comfortably but freely on a chair for about 15 seconds.

We conducted all the sessions in an indoor academic laboratory environment and at

least one of our members oversaw the sessions. During the session, we allowed the

participant to move the chair around, adjust his/her posture, and watch a video of

his/her own choice. Also, we helped the participant to track time using a time counter

on the PC and we labeled each participant with a unique index as the ground truth.

The participants were allowed to take a 30-second break between any two data col-

lection sessions and withdraw from the data collection session at any time. In order

to ensure the diversity of the data, we asked most of the participants to repeat the

experiments for at least 5 different working days. We observed that the majority of

the participants performed similar sitting patterns as they did previously and 4 partici-

pants changed several sitting patterns during the experiments. Most participants went

through at least 100 experiments and at most 200 experiments in a period of 12 to 60

days, and 2 more participants finished at least 80 experiments within 3 days. In to-

tal, we conducted 5001 experiments under varies conditions (summer/winter, high/low

moisture, thin/thick clothes, etc.) and collected more than 41.6 hours data in 7 months.

4.4.3 User Identification Evaluation Results

In this part, we first tune three important parameters – the depth of the trees in

Random Forest and XGBoost, the time window and the number of capacitive sensors

required. Then, we evaluate the performance of user identification. Here, we mainly

focus on the situation that we have 1 to 5 primary users (the most common scenario in

an office or home), while occasionally we have a few guests. We conducted more than

5,000 experiments from a total of 29 participants and recorded more than 20 hours

data in 5 months. We report the user identification results (with 5 primary users) in a

confusion matrix and compare the cases where the number of users varies from 1 to 5.

Depth of the tree: We tune the tree depth and report the user identification error

in Figure 4.6. Figure 4.6(a) shows XGBoost is less sensitive to the tree depth and the

depth of 3 is sufficient. Figure 4.6(b) shows Random Forests is more sensitive to the
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(a) XGBoost (b) Random Forests
Figure 4.6: The depth of the trees vs user identification classification error. (a) XG-
Boost performs well even the depth of the trees is as shallow as 3. Meanwhile, (b)
Random Forests is more sensitive to the depth of the trees, and depth above 12 gives
the best performance. The average classification error of XGBoost and Random Forests
over 100 cross-validation iterations is 1.23% and 2.82%, respectively. In the rest of the
paper, we set the depth of the trees in XGBoost and Random Forests to be 3 and 12,
respectively.

Figure 4.7: The box plot of the user identification error over the window size between
1 and 11 seconds. Having a longer window improves the accuracy gradually. The best
average classification error of XGBoost and Random Forests over 100 cross-validation
iterations is 1.23% and 2.82% at an 11-s window size.

tree depth. Increasing the number of trees from 4 to 12, we decrease the classification

error from 9.27 to 2.82%. In the rest of the paper, we use the depth of the trees in

XGBoost and Random Forests to be 3 and 12 for user identification, respectively.

Time window: We tune the window size and see how fast we can identify a person.

Figure 4.7 shows the performance of XGBoost and Random Forests algorithms while

varying the size from 1 to 11 seconds. It’s obvious that the first 3 seconds of a sitting

event contains rich information about the user identity, as the classification error is 2.50

and 5.15 % for XGBoost and Random Forests algorithms, respectively. Also, we notice

that the error for 2-s window size is the highest for both algorithms, because people
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(a) XGBoost (b) Random Forests
Figure 4.8: We use (a) XGBoost and (b) Random Forests algorithms to evaluate the
importance of sensors by summing up the importance of features from the same sensor.
A higher value indicates a larger impact during the classification process.

Figure 4.9: We increase the numbers of capacitive sensors from 2 to 16 and evaluate the
performance of both algorithms. The sensors are selected by its importance calculated
by summing up the importance of the features coming from the same sensor. The
performance of both (a) XGBoost and (b) Random Forests increase when we increase
the number of important capacitive sensors reported in Figure 4.8. Both XGBoost and
Random Forests performs the best at 1.23% and 2.82%, respectively, while using all 16
capacitive sensors.

usually spend 2 to 3 seconds to fully settled on a chair and thus the samples measured

around the 2nd second have large randomness.

Number of capacitive sensors: We tune the number of capacitive sensors used in

user identification and evaluation the possibility of reducing the number of capacitive

sensors required for user identification in the following steps: (1) ranking the impor-

tance of the features, (2) calculating the importance of a capacitive sensor by summing

up the importance score of all features coming from the same sensor, (3) taking the

features measured from the N most important capacitive sensors, and (4) evaluating

the classification accuracy again using these features.
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Feature importance: We hypothesize that among the 16 sensors we have, some sen-

sors have correlated readings as they are rather close to each other in space and covered

by the same user. We confirm our hypothesize in three steps: (1) ranking the impor-

tance of the sensors, (2) taking the N most important sensors, and (3) evaluating the

classification accuracy using the N features. The importance of a specific sensor is

calculated as the sum of the feature importance from the same sensor. The averaged

importance of the capacitive sensors for both algorithms over 100 cross-validation iter-

ations is shown in Figure 4.8. We observe that the two algorithms both agree that fea-

tures from capacitive sensor 1©, 4©, 6©, 16© are important. Also, there is some potential

correlation among all the features. We take all the features from the N(N = 2, ..., 16)

most important capacitive sensors and evaluate the performance of both algorithms

again. Both XGBoost or Random Forests, we use the N most important features from

its own feature importance metric separately. Figure 4.9 shows the evaluation results.

Both XGBoost and Random Forests start with high error rate and decreases rapidly

while we increase the number of important capacitive sensors. In this evaluation, we do

not observe any sign of performance decrease while increasing the number of important

capacitive sensors. Using features from all 16 sensors, both XGBoost and Random

Forests performs the best at 1.23% and 2.82%, respectively.

Comparison between two algorithms: We compare the classification performance

over XGBoost and Random Forests algorithms. First, we evaluate how well our system

performs when there are 5 primary users and 24 guests. The overall classification

error of XGBoost and Random Forests over 100 cross-validation iterations is 1.23% and

2.82%, respectively. Table ?? shows an example of the confusion matrix of classifying

5 primary users vs 24 guests using XGBoost. The indices 1 through 5 means the index

for each primary user and ”Others” means the rest 24 guests. The classification error

of this example is 0.20%.

Varying the number of users: We vary the number of users from 1 to 5 and evaluate

the performance of both algorithms. Figure 4.10 shows the average error of XGBoost

and Random Forests algorithms. As the number of primary users increases, the average
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Figure 4.10: The box plot of the user identification error while varying the number
of users. The average classification error of XGBoost and Random Forests over 100
cross-validation iterations increases while we have more primary users. The detailed
average error is shown in Table 4.3.

Number of Primary Users

E
rr

or
(%

) 1 2 3 4 5
XGBoost 0.34 0.66 0.82 1.05 1.23

Random Forests 0.67 1.32 1.78 2.54 2.82

Table 4.3: The table shows the average classification error of XGBoost and Random
Forests algorithms. The average classification error of XGBoost and Random Forests for
the 1-user case is 0.34% and 0.67%, respectively. Also, the average classification error
of XGBoost and Random Forests for the 5-user case is 1.23% and 2.82%, respectively.

error also increases as we have a higher chance to get a primary user whose behavior

is similar to guests. Table 4.3 shows the average classification error of XGBoost and

Random Forests. is 0.34% and 0.67% for the 1-user case and 1.23% and 2.82% for the

5-user case. Also, XGBoost performs better than Random Forests.

Varying the number of guests: We vary the number of guests from 1 to 5 and

evaluate the performance of both algorithms.

4.5 Respiratory Rate Monitoring

It has been shown that respiration can be unobtrusively detected through contact-based

sensors placed on the backrest of a chair [80,81]. In this paper, we take one step further

and demonstrate that it’s possible to monitor the respiration from the seat pad as well.

We monitor the user’s respiratory rate by detecting the micro movements from the

hip, which are caused by the contraction and relaxation of the thoracic diaphragm
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during breathing. When a person is inhaling, the thoracic diaphragm contracts and

causes expansion across the bottom of the thoracic cavity. The expansion naturally

forces air into both lungs to balance the pressure in and out of human body. The

exhalation starts after the inhalation is complete. The thoracic diaphragm relaxes

which in turn causes the contraction of the thoracic cavity and air forced out of both

lungs. The muscle contraction of the thoracic diaphragm causes human body slightly

vibrating up and down. Such micro vibrations are hardly visible to a human eye, but

our sensors are sensitive to tiny distance changes and able to capture these vibrations.

4.5.1 Respiration Monitoring Algorithms

The respiratory monitoring starts with collecting a capacitance signal using a PIP tag

which connects to sensor 5© in Figure 4.3(b), sampling at 4 Hz. In order to focus on

the respiration signal, we compute the trend of the signal by applying a central moving

average (CMA) filter. A CMA filter computes the mean within a window using data

equally spaced on either side of a point in the time series. In order to keep as many

respiration details as possible, the window size of our CMA filter should be larger than

at least one period of a respiration cycle. In our case, we use a 10 s window which is

sufficient for our application. The result signal (i.e., the trend) after applying the CMA

filter includes the capacitance measurement whose period is longer than 10 s. In other

words, it contains the base signal from the sensor itself, as well as the signal from the

user activities (assuming no posture change during this short period of time). Next,

we subtract the trend from the original data and get the residue signal which mostly

constitutes the respiration. In the rest of this section, we assume the noise is negligible

and use sr(t) to denote the residue signal.

Once we obtain sr(t), we can apply a Sample Autocorrelation function (Sample

ACF) [32] to extract its periodicity. The Sample ACF of the respiration signal sr(t) is

defined as

f ˆACF (k) =
1

n

n−k∑
t=1

(sr(t+ k)− sr)(sr(t)− sr) 0 ≤ k < n, 0 ≤ t < T, (4.3)

where n is the number of samples in the given time window, k is the time lag, sr is the
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Figure 4.11: The participant’s respiration rate is 21.13 bpm. (a) The capacitor sensor’s
residue after applying the CMA filter and removing the trend. The signal is messy with
some repetitive pattern. However, it’s difficult to tell what is the respiratory rate by
eye. (b) The same capacitor signal as in (a), but in the frequency domain. We can
see there is an obvious peak at 0.35 Hz, which correspond to the respiratory rate of
21.00 bpm. (c) The results after applying the Sample ACF and peak finding algorithm.
We mark the identified peaks in yellow inverted triangles and we can easily tell the
periodicity of the respiration which is the distance between any two adjacent peaks.
The averaged interval among all the detected peaks is 2.84 s, which corresponds to
21.13 bpm.

mean of sr(t) over the window. Further, we normalize the Sample ACF as

f̄ ˆACF (k) =
f ˆACF (k)

f ˆACF (0)
0 ≤ k < n, (4.4)

and apply a peak finding algorithm to extract the location of the peaks [36]. The main

advantage of using ACF-based algorithm stems from its resistance to noise.

We show an example residue signal in the time domain, the same signal in the

frequency domain and its Sample ACF results with peaks detected in Figures 4.11(a),

(b), and (c), respectively. Figure 4.11(a) is the residue signal in the time domain which

contains information about respiration and noise. The signal is quite weak. We can see

some repetitive pattern, but can’t tell the periodicity of the respiration. Figure 4.11(b)

is the Fast Fourier Transform (FFT) of the same signal in Figure 4.11(a) but in the

frequency domain. Clearly, we can see an obvious peak at 0.35 Hz, which matches

the actual respiration rate of 21.13 breath per minute (bpm). Figure 4.11(c) shows

the signal after applying Sample ACF and the peak finding algorithm. The interval

between two adjacent peaks reveals the periodicity of the respiration. By averaging

multiple peak intervals, we have better respiratory rate estimation than the basic FFT-

based result shown in Figure 4.11(b).
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Age (year) Height (cm) Weight (kg) BMI (kg/m2)

Min 22 161 47 16.9
Max 36 182 91 30.1
Mean 26.3 172.3 67.2 22.5
Std 3.9 6.8 13.5 3.6

Table 4.4: 19 participants are recruited for respiration study. The table shows the
minimum, maximum, mean and standard deviation of the participants’ age, height,
weight and body mass index (BMI).

4.5.2 Experiment Design

In this part, we conducted more than 800 experiments on our Touch-Chair system and

collected more than 35 hours of data. During each experiment, we asked a participant

to breathe normally and seat still on the chair. We evaluate the performance of our

respiratory rate monitoring algorithm by comparing against the ground truth measured

by a NeuLog respiration belt [91] and report the estimation error.

Participants: We had a total of 19 healthy volunteer participants for this experiment,

including 13 males and 6 females. The mean age of the participants was 26.3 years

with a standard deviation of 3.9 years. The youngest participant was 22 years while

the oldest is 36 years old. More details about the participants are shown in Table 4.4.

Experiment Procedure: We asked a participant to wear a NeuLog respiration belt

on top of the lower ribs and upper abdomen area before the session began. Also,

we instructed the participant to breathe normally and sit comfortably on the chair

throughout the session. We conducted all the sessions in an indoor academic laboratory

environment and at least one of our members oversaw the sessions. Within the session,

we allowed the participant to make micro posture adjustment, and watch a video of

his/her own choice.

Participants were allowed to withdraw from the data collection session at any time.

Each participant went through at least 5 sessions and each session lasted 2 to 30 min-

utes. In total, we conducted 889 experiments on our Touch-Chair system under varies

conditions (summer/winter, high/low moisture, thin/thick clothes, etc.) and collected

35.6 hours data.
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(a) (b)
Figure 4.12: (a) We evaluate the impact of different window size and plot the cumula-
tive distribution function. The mean error is 1.29, 1.05 and 1.33 bpm, for a 30-second,
40-second and 50-second window, respectively. In the rest of the paper, we report the
results using the 40-second window. (b) The box plot of the estimation error over a
large range of respiratory rate. The median, mean, and standard deviation of the error
are 0.67, 1.05, and 1.00 bpm, respectively.

Figure 4.13: The box plot of the respiratory rate error while varying the sitting posture
types. The overall estimated error is close. Posture (5), leaning backward, has the
smallest average error at 0.74 bpm, while Posture (7), sitting on the edge, has the
largest average error at 1.75 bpm.

Ground Truth: The ground truth of the respiratory rate is measured through a

NeuLog respiration belt. The belt mainly consists of a flexible rubber tubing belt, a

hand pump with a pressure release valve connected to the belt, and a resistor-based

air pressure sensor embedded inside of the belt. While worn between the chest and

the abdomen area, the device measures the pressure fluctuations due to the breathing

activity. Also, the NeuLog respiration belt can be easily affected by other activities

that involve upper limb motion, respiratory-related motion such as coughs and laughs.

Thus, we dropped experiments affected by these unexpected motions and only report

the results with accurate ground truth.
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4.5.3 Respiration Evaluation Results

Within a total of 35.6 hours data, we found 9.1 hours data usable. The rest of the

data is either corrupted ground truth or corrupted capacitive signal, due to varies

body motions. Within 9.1 hours data, we apply a shifting window across the data.

Figure 4.12(a) shows the cumulative distribution function (CDF) of the estimation error

with different window size. A window size of 40 seconds gives the best performance: the

mean error is 1.29 bpm, 1.05 bpm and 1.33 bpm, when the window size is 30, 40 and 50

seconds, respectively. In all cases, the hop size is 10 seconds. In the rest of the paper, we

set the window size to be 40 seconds. Next, we evaluate the performance of our proposed

system over a large range of respiratory rate and report the estimation error. Here, we

category all 3201 experiments into 5 groups: ≤ 10, (10, 15], (15, 20], (20, 25], and > 25.

In total, we have 3201 experiments. Figure 4.12(b) shows the distribution of ground

truth, the distribution of the estimation error, and the box plot of the estimation error

across a large respiratory rate range. We make further analysis and notice large errors

are mainly caused by two reasons. First, some participants get excited while watching

videos during the experiments and change their respiration rhythm dramatically. The

ACF-based algorithm averages multiple periods of the respiration signal, thus responses

to the sudden increase/decrease of respiratory rate with some delay. Second, some

participants might have quite shallow respiration and the capacitive sensor could not

capture signals with enough resolution for analysis.

The Impact of Sitting Posture: In this part, we evaluate the impact of sitting

postures on our performance. Each participant was asked to perform 13 postures over

time and the length of each experiment is at least 1 minute. Here, we adopt common

postures reported in the literature, e.g. in [81,85,92–95], and consider the following 13

postures: (1) sitting upright, (2) leaning forward, (3) leaning left4, (4) leaning right,

(5) leaning backward, (6) hunched sitting, (7) sitting on the edge, (8) leaning towards

the backrest with left leg crossed on top of right leg, (9) leaning towards left with left

leg crossed on top of right leg, (10) leaning towards right with left leg crossed on top of

4In this paper, all the mentioned directions are with respect to the participants.
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(1) sitting upright (2) leaning forward (3) leaning left (4) leaning right

(5) leaning backward (6) hunched sitting (7) sitting on the edge
(8) leaning towards
backrest with left
leg crossed on top

of right leg

(9) leaning towards (10) leaning towards (11) leaning towards (12) leaning towards
left with left leg right with left leg backrest with right left with right leg
crossed on top of crossed on top of leg crossed on top crossed on top of

right leg right leg of left leg left leg

(13) leaning towards right with right leg crossed on top of left leg

Figure 4.14: We consider 13 sitting postures and demonstrate each posture with two
sketches – one front sketch and one left-side sketch.

right leg, (11) leaning towards the backrest with right leg crossed on top of left leg, (12)

leaning towards left with right leg crossed on top of left leg, and (13) leaning towards

right with right leg crossed on top of left leg. In Figure 4.14, we illustrate each posture

with a pair of sketches – one illustrating the front view and the other the left side view.

Figure 4.13 shows the box plot of the estimation error for different sitting postures.

Posture (5), leaning backward, has the smallest average error at 0.74 bpm. Meanwhile,

posture (7), sitting on the edge, has the largest average error at 1.75 bpm. In general,

the error is negatively correlated with the area of sensor 5© (in Figure 4.3(b)) that a

user covers. For example, sensor 5© is mostly covered for postures (1) sitting upright
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and (5) leaning backward, but much less covered for posture (7) sitting on the edge.

4.6 Touch-Chair App Implementation

In this section, we show our Touch-Chair app implementation. We split the implemen-

tation into three parts. First, we have implemented an embedded program on the PIP

tags and the PIP tag receiver using C++ and TI MSP430 native library. To achieve

low power, we set the PIP tags to sleep mode most of the time and weak them up at 1

Hz. The only exception is that we set the wake-up frequency to 4 Hz on the tag which

connects to sensor 5© for respiration monitoring purpose. Next, we have implemented

signal processing and machine learning algorithms using Python on a Raspberry Pi.

The processed results are periodically pushed to a mobile application implemented in

Java on Android platform. Figure 4.15 shows an example of the mobile application

interface.

4.7 Related Work

In this section, we categorize different systems in three ways: (1) systems which detect

the user identity, e.g. [96–100]; (2) systems which detect user postures and gestures,

such as systems shown in [81,85,92–95,101]; (3) systems which monitor the user’s vital

signs focusing on respiratory rate [33,80,81].

4.7.1 User Identification

A few systems proposed to detect user identity [96,97] while sitting or walking, and more

systems focused on user authentication [98–100]. Riener et al. [96] placed two 32 by 32

pressure sensor arrays on a driver’s seat and backrest and detected the driver’s identity

using a machine learning algorithm based on pressure features. Pan et al. [97] proposed

an indoor pedestrian identification system which takes advantages of the vibrations

induced by pedestrian footsteps and propagated through building structures. Bo et

al. [100] achieved continuous user identification on a smartphone by focusing on three

screen-touch motions – finger tap, scroll and fling. They can silently verify a user by
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Figure 4.15: The mobile application of Touch-Chair periodically query from a Rasp-
berry Pi and shows the occupancy states of a chair, the user’s name, sitting posture,
and respiratory rate. It also allows any user to query the data manually as well.

applying an SVM model on vibration features extracted from these finger motions.

Holz et al. [99] take advantages of the existing capacitive screen on a smartphone to

measure the capacitive images of user’s ears, fists, or grips while pressing against the

screen. By processing consecutive raw images from a single user and applying a multi-

step voting approach, the proposed system can first classify the body part and then

identify the user. Li et al. [98] proposed a user authentication system based on smart

head-worn devices. The system recognizes a user through a set of unique user-defined

head movements at a given rhythm.
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4.7.2 Posture and Activity Detection

Detecting postures of a person is the most commonly studied in the research community

and diverse systems have been proposed. We category these systems by the sensor types.

Force Sensors: Xu et al. [85] design a seat mat which has a 16 by 16 force sensor array

and measures the force map when a person presents. To classify 7 different postures,

dynamic time warping (DTW) is applied to the collected signals. Ma et al. [92] place 3

force sensors on a chair and apply decision tree algorithm to classify 5 sitting postures.

Pressure Sensors: Tan et al. [93] equip two 42 by 48 pressure sensor arrays on a

chair to measure 10 sitting postures. They process the posture data through principal

components analysis (PCA) and classify it based on the distance between the new

posture data and the known posture clusters. Martins et al. [94] build an air cushion

chair with 8 pressure sensors (4 in the seat pad and 4 in the backrest) to measure the

pressure due to body weight. Later, Artificial Neural Networks (ANNs) is used for

classifying 5 postures. Meyer et al. [101] develop a textile seat mat with 240 capacitive

pressure sensors. They use the Preisach model of hysteresis to reduce the measurement

error of those pressure sensors and apply a näıve Bayes classifier to classify 16 sitting

postures. Bao et al. [95] place 5 pressure sensors on the seat pad and detect 7 common

sitting postures via a density-based clustering method.

Capacitive Sensors: Braun et al. [81] design a layout pattern for 8 capacitive prox-

imity sensors on an office chair. The system is trained through SVM and can recognize

4 postures. Grosse-Puppendahl et al. [102] embedded 8 capacitive proximity sensors

in a couch and detect the sitting and lying postures using radial basis function (RBF)

networks on extracted features.

Wearable Sensors: Sardini et al. [103] develop an impedance-based wireless wearable

tee shirt and measure the impedance changes caused by a geometric deformation during

different body postures. Li et al. [104] design a forearm-worn gesture-based mobile

device based on one accelerometer and four surface electromyography sensors. They can

recognize 19 gestures by combining a Bayes linear classifier and an improved dynamic
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time-warping algorithm.

4.7.3 Respiratory Rate Measurement

A lot of work has shown it’s possible to unobtrusively monitor a person’s heart rate

via sensors, mounted on a chair/bed or measured wirelessly, e.g. capacitive-coupled

ECG, speed/acceleration-based vibration sensors [32, 105], microwave-based Doppler

radar [14, 106], RGB camera [107, 108], etc. In this section, we mainly focus on moni-

toring respiratory rate monitoring.

Tarassenko et al. [108] use an RGB camera for respiratory rate monitoring. They

first separate the face image from the background and then find the fluctuation of the

green channel color intensity of the face reveals the periodicity of the respiration pattern.

Griffiths et al. [80] show the possibility of using a capacitive proximity sensor mounted

on the backrest surface of a chair to measure a person’s respiratory rate. Jia et al. [33]

find that the respiration signal is amplitude modulated with the heartbeat signal inside

of a human body via physical vibration propagation. They extract the respiration signal

from the mixture of heartbeat and respiration signals using a square-law demodulation

algorithm and estimate the respiratory rate via an autocorrelation-based algorithm.

4.7.4 Comparison with Other Types of Sensors

The benefits of using the capacitive approach:

Compare to computer vision approach: Cameras can be used to classify different

postures. Recently, many systems [84,109] use the RGB-D camera since it offers addi-

tional information about the object, the depth. The idea is straightforward, but such

systems can be easily affected by the environment changes (the ambient brightness, the

camera location, the camera view angle, the potential obstacle between the camera and

the target, etc.) and cause privacy concerns. Our system is robust against a variety of

environment and preserves better privacy.

Compare to wearable approach: Wearables, mostly accelerometer-based, have been

widely used in activity recognition. Many systems proposed to attach accelerometers
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to the waist, the thigh [110, 111], and the ankle [86, 112]. However, managing multiple

wearable devices at the same time is cumbersome. Furthermore, accelerometers, like

other vibration sensors, are suitable for detecting motions, but are not very good at

recognizing stationary postures.

Compare to force/pressure sensor approach: Force/pressure sensor approach,

such as resistor-based sensors [85, 95] and capacitor-based pressure sensors [101], has

been widely studied. Such systems rely on the weight distribution of the object on

top. Compare to the existing systems, our system is much more sensitive to the micro

distance change thus is able to capture the details of users’ sitting behaviors (including

the respiration events).

4.8 Concluding Remarks and Future Direction

In this chapter, we discuss and evaluate an unobtrusive, ultra-low-power Touch-Chair

system that can recognize the user’s identity and respiratory rate. The system is cen-

tered around capacitive sensors that can accurately measure micro details about a

person’s sitting behavior patterns such as posture adjustments, vibrations caused by

respiration, and even humidity changes due to the moisture differences between the

ambient environment and the user’s skin. We have built a prototype and demonstrated

that our Touch-Chair system is indeed very versatile. First, we achieve higher accu-

racy for user identification than existing solutions. Then, we improve the capacitive

sensor based respiration monitoring in a more user-friendly manner: our Touch-Chair

can monitor a user’s respiratory rate as long as the user sits still on the chair, without

requiring the user to be in any specific posture as required by existing approaches. As

part of our future work, we will work on sensing the user’s skin moisture level using

the Touch-Chair system. To be more specific, we will carefully examine the diffusion

and evaporation process caused by the imbalance between the humidity and the skin

moisture and develop a practical model that maps the capacitive signal to the skin

moisture level taking into consideration the temperature.
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Chapter 5

Conclusion

In conclusion, this dissertation focuses on investigating whether we can build low-cost

sensor systems which unobtrusively detect a person’s vital signs by measuring ambient

physical vibrations and is robust against environmental noise at the same time. A

system built at an affordable price would allow large-scale deployment in real-world

applications. With the help of long-term large-scale deployment, we can capture some

rare but important vital-sign data, such as the regression from irregular breathing

pattern to sleep apnea, the degeneration of abnormal heartbeats to heart failures, etc.

We believe such valuable data can greatly improve the understanding of several types

of medical diseases, which cannot be feasible by using expensive medical systems at

hospitals. Towards this end, in this dissertation, we demonstrated three low-cost sensor

systems which detect a person’s vital signs during sleep on a bed and daytime on a chair.

First, we have shown our HB-Phone system, centered around a single geophone, can

be easily mounted anywhere on a bed and accurately monitor a single user’s heart rate

with a cost of less than $100. Through detailed evaluation, we show that HB-Phone

system is robust against noise of various types, different bed size, different mattress

types. Potentially, the system can be used as an at-home heartbeat monitoring during

sleep. Next, we have greatly extended our work and designed a VitalMon system. The

system can monitor a user’s respiratory rate even through geophones cannot directly

detect vibrations caused by respiration. Also, the system can track a target user’s heart

rate and respiratory rate simultaneously even when he/she shares the bed with another

user. Through more than 56 hours’ experiments, we have shown that VitalMon is

accurate and robust against different factors, such as lying posture and mattress types.
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Last, we have demonstrated an unobtrusive chair-mounted system, called Touch-

Chair, based on multiple capacitive sensors which can continuously monitor a person’s

respiratory rate and detect the person’s identity as well. The capacitive sensors are

sensitive to motions caused by users – weak vibration caused by respiration, occu-

pancy, etc. The system measures the capacitance change through counting the time

elapsed of discharging a resistor-capacitor (RC) circuit and costs about $180. We apply

autocorrelation-based techniques to estimate breathing rate, and apply machine learn-

ing techniques to infer the user identification. Also, it can monitor a user’s respiratory

rate as long as the user sits on the chair, without requiring the user to be in any specific

posture as required by existing approaches.
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