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ABSTRACT OF THE DISSERTATION

THREE ESSAYS ON AUDIT INNOVATION : USING SOCIAL MEDIA
INFORMATION AND DISRUPTIVE TECHNOLOGIES TO ENHANCE AUDIT
QUALITY

By Andrea M. Rozario
Dissertation Director:
Professor Miklos A Vasarhelyi

Advances in technology occur at exponential ratesaaattansformingbusiness
practicesAl | es (2015) suggests that audit <clien
to be the driver of adoption of such technologies by audidars resultit is not surprising
that the audit community, including academiesgulators, and audprofessionalsare
debating to what extent thuse of technologwill impact auditing(IAASB 2016;PCAOB
201h). However,the impact of technology on auditingemains unclearTo provide
insights into this debatgthis dissertatiorexplores the evolution ® auditingas a resulof
nontraditional audit evidence, RPA (robotic process automation), and blockchain and smart

contracts

The first essagxamines the usefulness of thpdrty generated information about
firmso brands aotidl medraio cenhantirsg suldfstantiveanalytical
procedures fothe revenueaccount The research questions in this study address whether
Twitter measures of consumer interest and consumer satisfaction can inpeove
predictionperformanceand error detectioperformanceof substantive analyticahodels

Extant research has documented that external nonfinancial information from Internet



platforms can be useful for predicting firm performance and stoekket prices
accordingly, it is important to examine whether stygde of information can be used as an
external source of audit evidence and enhance the effectiveness of audit proddaures
results of the study suggest thabalytical models with Twitter proxies experience
improved prediction and error detection pemiance than models that do not contain this
information. Especially the analytical model that contains prior month sales, gross
domestic product, and consumer interest as this model produces superior predictions and
detects accounting errors for most of thdustries that are examined. Collectively, these
findings indicate thatuditors can benefit from including social media information in
analytical models as it can complement macroeconomic information and substitute

contemporaneous firrapecific informéion such as accounts receivable.

The second essay proposes and implements a framewdR A (robotic audit
process automationfo foresee the evolution of auditing as a production. linEhe
redesigning of the audit process using RR¥otic procesautomationhas the potential
to enhance audit quality by automating structured audit procedures and offering auditors
the opportunity to perform more meaningful work. The research question this study
attempts to answer is: how can auditors redesign tie@ocess using RPA to accomplish
a systematic audit approach? The proposed framework consists of six phases, including 1)
developing vision and process objectives, 2) process identification, 3) process
understanding, 4) audit data standardization, Sjtapps prototyping, and 6) feedback
and evaluation. The loan testing audit-gubcess of a public accounting firm is selected

as a candidate for automation temonstrate the viability of the frameworKhe



automation of this suprocess provides insighinto the usefulness of the framewank

guiding the appliation of RAPA to achievaearendto-end audit process automation.

The third essay proposes an external audit blockchain that benefits from the
reliability of t he a u d ismhaet eaQdst prdacédoreskthah a i n
autonomously execute audit procedures on behalf of the addi®research question this
study aims to answer is: how will blockchain and smart contracts disrupt the audit
profession™ore specifically, if blockchain is widy adopted across industries, how can
auditors leverage blockchain and smart contracts as audit data analytic tools to enhance
audit quality?To address this question this study proposesxa@rnal audit blockchain
supported by smart audit procedur8ockchain and smart audit procedures have the
potential toenhance audit qualignd audit reporting and thus help naritve expectation
gapthat existsbetween auditors, financial statement users and regulaygosoactively
performing audit tests and dEminating their results on the blockchain leddeholistic
audit framework comprised of ehe-blockchainand offthe-blockchain audit procedures
for the revenue account is proposed. The holistic audit framework takes into consideration
the revenue rigkthat blockchakibased audits can potentially addresdditionally, novel
functions for the PCAOB to improve their inspection processissukesrelated to the

application of blockchain and smart contracts are discussed.

These three essays aim to infaime debate on the use and impact of technological
tools on audit qualityThe auditing profession is not immune to technological advances
Accordingly, motivated by the shift in paradigm that the audit profession is experiencing,
this dissertation is aimeat providinginsights intothe evolution ofauditingas a result of

technology
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Chapter 1. Introduction
This dissertation consists of three essays that explore the evolution of auditing by

foreseeing the impaoof social media information, RPA, andockchain and smart
contractdo improve the quality of audit services. The first chapter discusses théoneed
nontraditional sources of informatianddisruptive technologies in the conduct of external
audits the motivationsandresearch questions for this dissertatiGhapter2 investigates

the incremental contribution of thuphrty information generated from Twitter in
enhancing analytical model€hapter3 presents a framework f&RAPA (robotic audit
proess automatignand applies it to the loan testing audit gubcessof a public
accounting firmChapter4 proposes the use of blockchain and smart contracts by external
auditors. The concluding chapter, Chapter 5, summarizes the research studiesesiscus

their limitations, and presentpportunities fofuture research.

1.1Background: The Need forNontraditional Sources of Information

and Disruptive Technologies in the Conduct of External Audits
The growinguse of technology, especially of more sapicated data analytics, in

financial statement auditsas led to the developmeaot collaborativeresearch efforts
between academia and audit practitbese effort@aim to understand the use and the
impactof technology to auditing. The RADAR (RutgersGRA Data Analytics Research)
initiative, the CPA Canada ADACAudit Data Analytics Committeé)nitiative, and the
white paperpublished by the Big Four accounting finf#gpelbaum et al. 2017) on audit

data analytics are examples of efforts in this dana&d propose a myriad of ideas and

1 For more informationefer to:http://raw.rutgers.eduddar.html
2 Refermore information refeto: https://www.cpacanada.@/businessind-accountingresources/audit
andassurance/canadiuditingstandardsas/publications/cpaanadaauditdataanalyticscommittee



http://raw.rutgers.edu/radar.html
https://www.cpacanada.ca/en/business-and-accounting-resources/audit-and-assurance/canadian-auditing-standards-cas/publications/cpa-canada-audit-data-analytics-committee
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analytic methods that cgotentiallyassist auditors in the performance of more effective
and efficient auditsin additionto thesecollaborative research effortacademiaesearch

in the emerging area of audit anédg can be categorized into three streams:

1) Research thaéxaminessophisticated analytic metho@s.g. Issa 2013Kogan et
al. 2015;Chiu and Jans 20).7

2) Research that analyzélse use of nontraditional sources of information as audit
evidence €.g.Brown-Liburd and Vasarhelyi 201%,00n et al. 2015Yoon 2016)

3) And research that proposes applicationdisfuptivetechnologies to auditing (e.g.
Dai and Vasarhelyi 2017; Sun 2018)

The potentialuse of nontraditional sources of informatiand the applications of
disruptive technologiesto auditing hasrecently captured the interest of the audit
community (Hamm 2018).Massiveand nontraditional amounts of daaad disruptive
technologiesare increasingly being used by audit clients to improve businestcpsa
(CPA Canada 2016)nnovations such asocial media informatiorRPA, blockchainand
smart contracts carfundamentally transformthe financial reporting process and

subsequently, the way that financial statement audits are conducted.

These technolgical innovations can beonsidered in terms of an audit innovation
continuum shown in Figurel. The fundamentatharacteristicof this continuum are
continuous auditing, full population testing, and an audit by exceptmproach
(Vasarhelyi and Halpet991). As financial statement audits evolve to include the use of
technologybased data analyticst is difficult to envision the exclusion of these

characteristicin the conduct o&udits



Figure 1: Audit Innovation Continuum

On one side of the continuum is basic innovation, which represents theaxgstiof
technologes, or of nontraditional sources of informatioby auditors. On this side of the
continuum, unorthodox sources of audit evidence and audit data anabysicdoch as
CaseWare IDEAare utilized to perform audit tasks. In the central section of the continuum
is intermediate innovation, whicban be defined as the use méw technologies to
incrementally modify the audit. RPA and drones are examples oflett of audit
innovation as these tools can achieve neasterahd process automation for rudeased
tasks®. Onthe opposite side of the continuum is advanced innovation, which consists of
the use ohewtechnologies like blockchain, smart contracte] artificial intelligence to
radically redesign the audit. These technologies svstantiallytransformthe audit
procesdy executingulesbased tasksinstructured taskand by storing audit information

on a secure and distributed ledgBne deschedinnovations can alter the nature, timing,

3RPA can collect data and perform matching tests while drones can perform inventory counts.



and extent of auditing procedures, potentially leading to improved audit qualjtihsjiet

potential use remains underexplored.

1.2 Motivations and Research Questions
Although the utilization of more sophisated data analytics by auditors is

increasingly growingsuch techniques ameot yet being appliedo support the audit
opinion. As a result, while there have been substaettahological transformatioms the
business worldauditing remains largelynchangedConsequently,he relevancy of te
current audit framework, whioBmphasizes eetroactive samplebased, and binary, audit
opinion (No and Vasarhelyi 20179 being challengedn response téhe technological
evolutionin the business envirorent, audit firms have proposed initiatives that are aimed
at understandinghe use of technology in auditinggpelbaum, Kogan, and Vasarhelyi
2017. Howeve, what remains unclear is to what extent auditing can evolve to parallel a

largely digitaleconomy

Technology has the potential to enhance audit quality and transparency in the capital
markets(SEC 2015; PCAOB 2016&) and it is vitalto considemontraditional sources of
informationand disruptive technologiess drivers ohigher quality auditsAccordingly,
the three essays in this dissertation explore the progressive evolution of auditing in light of
basic innovation with social media information, intermediate innovation with RPA, and
advanced innovation with blockchain and smart contracts. Socthhnméormation that is
generated by consumers neartgak can serve as a new source of audit evidence that can
assist auditors in the validation of account balances and in the detection of accounting
errors. The redesign of the audit process using R&Ahelp auditors achieve a well

orchestrated audit approach by automating mundane and repetitive audit tasks that do not



require audit judgment and by expanding the coverage of audit tests. Finally, blockchain
smart contracts can perform autonomous aegits near realme on the full population

of accounting records and store test results on the secure and distributed blockchain ledger,
which can help improve audit quality and the audit reporting proEegpste? illustrates

theoutlinefor the three gsays on audit innovation

Figure 2: Three Essays on Audit Innovation

Nontraditional

Information from Disruptive Technologies
Internet Platforms

Social Media Robotic Process Blockchain and
Information Automation Smart Contracts

Thefirst essay of this dissertation, presented in Chdphtexamines the usefulness
of third-party generated information from the Twitter social media plaitio enhancing
substantiveanalytical modelsAs describedby SEC commissioneKara Stein, ihancial
statement users are Mnaccessing and analyz
sources, like social media, unimaginable just a few years ago. Thiglatewmay be
empowering investors to make smarter investment dec@sion§ St e .iOme a2 thel 5 )
byproducts of technological advances is the emergdm@aosources of information, this

new information can potentiglserve as a useful indicator for preig firm performance



(Da, Engelberg, and Gao 2011a; Tang 30Xtcordingly this essay investigates if
consumer postings fondividual brands or producthat are aggregated at the fitavel

have the potgtial to enhance therediction and error detéion ability of substantive
analytical procedure&lsing thirdparty generated t®@ets provided by a social media data
provider, measures of Twittepnsumer interestnd Twitter satisfactioare incorporated
into analytical modelsThe results indicate ththe modelghatincorporae Twitter-based
measuresxperience improved prediction and error detection performance comp#red to
benchmark modeldhat do not contain this information, especially the model that contains
prior month sales, prior month GDRformation and the Twitter measure of consumer

interest

Automation is not a new concept to auditors, however, exploiting the full power of
technology to achieve an audit production line remains underexpldredapplication of
RPAto the audit processan result in a systematic audit approach where structured audit
procedures are automatdtiereby offering auditors the opportunity to focus on value
addedwork that could lead to enhartaudit quality. Presented in Chaptrthe third
essay of this disertatiorprovides guidance on thredesigningof the audit processsing
RPA, referred to as RAPAobotic audit process automatioRjrst, a frameworkhatis
based on existing methodologies fBPA and process redesigis proposed. The
framework conssts of six phases 1dleveloping vision and process objectives, 2
identification of the process to be automat&y, understanding of the process) 4
standardiation of audit data,)Jrototyping of audit appsnd 6) feedback and evaluation

To validate tle feasibility of the frameworka prototype for thdoan testingaudit sub



process isddesigned. The results of the framework implementainoiicate that it can

facilitatenear endto-end automation of this process

The third essayof this dissertationpresented in Chaptdr explores the potential
use of blockchain and smart contracts as audit data analytic tools that could enhance audit
quality and reporting and thus, reduce the expectation gap between auditors and
stakeholders. Blockchain and smarhttacts are demonstrating to have great potential in
improving the quality of business processes (Mainelli and Smith 2015; Vaziri 2016), as a
result, it is important to examine the impact of these emerging technologies on auditing.
This essay conjecturesatfinancial and nonfinanciddlockchain records from an auditee
have the potential to be more reliable than records from a traditional accounting system,
such as an ERP. Moreover, this essay proposes an external audit blockchain that is
supported by whathis dissertation defines d@smart audit procedurés Smart audit
procedures are automated audit tests that are executed on the external audit blockchain for
the purpose of improving audit quality and audit reporting. In addition, this essay also
proposs that the future audit framework, will constitute oftbe-blockchain and ofthe-
blockchain audit procedureand that the PCAOB can proactively inspect financial
statement audits by becomi n.gssuas relaedte then t h

application of blockchain and smart contracts to auditing are also discussed.

Although academicspublic accounting firms, and regulators recognize that
technologycanradically evole business practisg it is unclear to what extent technology
will evolve audting and thus audit qualitylhe three essays presented in this dissertation
fill a gap in the emerging literature on audihalyticsand providensightsinto the debate

onhowand whergechnology fits irauditing Although audit standards and extarggaarch



posit that nonfinancial information can enhance the effectiveness of analytical procedures,
more research is needed to examine the usefulness of new nonfinancial sources of potential
audit evidence that emerged as a byproduct of a digital busiméssrenent. Moreover,

by exploring disruptivéechnologiesuch aRRPA, andblockchain angmart contractghis
dissertatiorforesees the evolution of the audit model and the ingdaethnologyon audit

guality. Collectively, this dissertation contrilegto both, academia and audit practice by

foreseeing the evolutioof auditingin the presence of technology.

The remainder of this dissertation is organized as foll@spter 2 investigates
the usefulness of thirgarty information generated from Titer in enhancing analytical
models.Chapter 3 presents a framework furdit process automation usiRPA and
applies it to the loan testing audit spimcessChapter4 proposes the use of blockchain
and smart contracts by external auditoFse conclaing chapter, Chapter 5, summarizes
the research studies, discusdbeir contributions andimitations, and presents future

research opportunities.



Chapter 2. Enhancing Substantive Analytical Procedures with
Third -Party GeneratedInformation fro m Social Media

Al nvestors, and others, are accessing and
from sources, like social media, unimaginable just a few years ago. This new data may be
empowering investors to make smarter inves

Kara Sten i SEC Commissioner 2015

2.1. Introduction

Technology has not only decreased the cost to process, store, and analyze business
information, it has created new sources of information (Appelbaum 2016). New sources of
information include voluminoughird-party social media information that is generated
about firm activities in reaime and is easily accessible by external parties. Extant research
suggests that social media information cont
market prices, andsales performance (e.g. Bollen, Mao, Zheng 2011; Tang 2017).
Accordingly, thirdparty generated social media postings may offer a timely and

independent benchmark that can be used to compare sales trends.

More research is needed to advance analytical gures (Badertscher, Kim,
Kinney, and Owens 2017) and examine the usefulness of new nonfinancial sources of
potential audit evidence (Yoon 2016). To address this research gap, this paper examines
the usefulness of thirdarty generated social media informadn f or f i r ms & b

products in enhancing substantive analytical procedures (hereafter referred to as SAPSs) for

1 Refer to:https://www.sec.gov/news/speech/remairis-chartereeacctnts.html
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the revenue accountin particular, the predictioperformanceand error detection
performanceo f traditi onalf SARs tthatinéocporate Twitteduased 0
measures of consumer interest and satisfaction are examined. Analytical procedures are
defined as fireasonableness testso where at
balances with those recorded by management (Lowetak2018). Analytical procedures

are required in the planning and concluding stages of the audit, and are recommended for
substantive testing (PCAOB 2010b, AS No. 2110; PCAOB 2010c, AS No. 2810; PCAOB

2010a, AS No. 2305; AICPA 2012).

Essentially, analytial procedures assist auditors in their ongoing assessment of
risk. This objective is achieved by applying analytical procedures to develop an audit plan,
coll ect audi t evidence by wverifying man a
conclusions. Althoug SAPs may offer a cosfffective alternative compared to test of
details, PCAOB inspection findingsftenn ot e a number of defi ci
application of SAPs. These deficiencies in
appropriate epectations and failure to appropriately investigate unexpected differences
(PCAOB 2007; PCAOB 2016a). Accordingly, it is of interest to investigate whether social

media information can enhance the effectiveness of traditional SAPs and continuous SAPs.

Extant research asserts that analytical procedures that incorporate financial and

nonfinancial information tend to be more effective in assessing the reasonableness of

2 Substantive analytical procedures for the revenue account are examined in this study as prior research ha
documented that Tweets are predictive of upcoming revenue (Tang 2017).

3 The extant literature suggests that predictive analytics that are performed on a continuous basis could lead
to more accurate account expectations (Kogan et al. 2014; Yoon 2@1&Yyeault, a lag length of one

month is utilized in this study to illustrate the predicipsformancenf continuous SAPs, whereas a lag

length of 12 months is utilized to illustrate gedictive performancef traditional SAPs.
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account balances and the risk of fraud (Brazel, Jones, and Zimbelman 2009; Kogan, Alles,
Vasarhelyi, and Wu 2014). A caveat with these assertions is that expectation models that
generally include nonfinancial information that is generated by the firm (Hirst and Koonce
1996; Brazel et al. 2009; Trompeter and Wright 2010) could produce lessveffect
expectations as this information could be manipulated by management. In contrast,
nonfinancial information that is externally produced, such as customer satisfaction surveys,
and economic indicators, has demonstrated to be more useful for predictng fi
performance and fraud as it is less susceptible to management manipulation (Lev 1980;
Ittner and Larcker 1998). However, this informatioongy available sporadically and may

not be as timely as social media information that is readily available eQoastly, it is
important to investigate if contemporaneous nonfinancial information that is independently
produced bythird-parties onsocial media platforms can enhance the accuracy and error

detection ability of traditional and continuous SAPs.

Empoweré by the Internet and electronic commerce, social media has paved the
way for a new source of nonfinancial information, thpaty generated comments of
individual firmgbrands and products. Twitter is selected as the setting of this study as it
is a sinple and popular platform for microblogging (Stieglitz and Daugn 2013;
Paniagua and Sapena 2014). Tipedty generated Twitter comments reflect information
that is generated outside of the firm and available to the public irtimeal When

aggregatedt t he firm | evel, Twitter comments

ab
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potentially offer a more precise external measure for sales performance than the measure

documented in Google search reseatcidies.

The PCAOB (2017b) contends that audrtms are designing predictive models
with nontraditionalindicators to improve risk assessments. However, it is plausible that
external nonfinancial information, such as thpalty generated information from social
media, can contain incremental informatithat auditors can leverage for substantive
testing (Yoon 2016). Social media information created by {béndies is timely, easily
accessible, and has the potential to provide a more reliable benchmark than nonfinancial
information that is internally pduced by management. As a result, social media
information could potentially serve as a sufficient, relevant, and reliable source of audit

evidence (PCAOB 2010&S No. 1105.

This study explores thpredictionand error detectioperformanceof traditioral
and continuous SAPs that include Twitter proxies for consumer interest and satisfaction.
Specifically, it utilizes monthly sales data for 24 busifessonsumer industries and
aggregated thipar ty generated Twitter cosmeme nt s O
products provided by a social media data provider, Likefdor prediction performance,
the results suggest that continuous SAPs with prior month sales, prior mont{yfeBs$

domestic productand TCI (Twitter Consumer Interestpr TCS (Twitter Consumer

4The measure documeatin Google search research is the volume index from search queries that maps one
product, or brand, to one firm (Da et al. 20JHijms may produce thousands of products or provide a variety
of services. As a result, aggregating Tweets about individweddls or products at the firm level could

provide a more precise measure for consumersoé inter
SLikefolio is a company that compiles TwitlBder i nfor
publicly listed firms in order tprovide consumer insights to various parties including hedge fund

managers and individual investors. Likef ostoithe maps T

firms they belong to. For more information please refehttigs://home.likefolio.com/
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Satisfaction)or continuous SAPs with prior month sales, prior month GDP(@sBounts
receivableland TCl or TCS, produce superior sales predictions than the benchmark models
that do not incorporate TCI or TCS. However, for auditors to fullyakgie benefits of

SAPs, it is also important to examine the error detection performance of the models.

A simulated experiment where errors are seeded into the dependent variable (i.e.
overstating sales) is used to evaluate the error detection abB#yRs with Twitterbased
measures. For error detection performance, the results indicate that continuous SAPs that
contain prior month sales, prior month GDP and TCI or TCS outperform the benchmark
models as they can achieve superior error detectioarpghce under varying cost ratios.
Consequently, the more effective model for both prediction and error detection
performance is the model with prior month sales, prior month GDP and TCI as it can
produce superior prediction and error detection perform@ameeostof the industries that
are examined. Taken together, the findings for prediction and error detection performance
provide evidence that TCI has incremental value in the absence of contemporaneous firm

specific information and in the presence oftnag@conomic information.

This study is closely related to the Da, Engelberg, and Gao (2011a) and Tang (2017)
studies in that it examines contemporaneous external nonfinancial information generated
from Internet platforms to predict sales, however, itimligtishes itself from several
perspectives. First, it aims to advance analytical procedures by examining the prediction
performancef expectation models rather than their predictive power, wheemntpbasis
is on the predicted value rather than theistiadl significance of the regression
coefficients. This is important as it can help inform thebate on the usefulness of

nortraditional and external nonfinancial informationaudit procedures (IAASB 2016).
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Secondly, it examines the expectation medlability to detect errors thus providing
additional information about the effectiveness of analytical procedures that include a new
source of nonfinancial data, thighrty generated social media comments. Finally, this
study expands the scope of the Yid@016) study by examining whether a different form

of unorthodox audit evidence has the potential to enhance the power of analytical
procedures for the revenue account. In summary, this study offers insights that may be
useful to audit researchers, prachers and standassktters, as they evaluate the relevance

of social media information as audit evidence.

The remainder of this essay is organized as follows. The second section presents
the literature review and develops research questions groundiee literature. The third
section presents the research design. The fourth and fifth section discuss the results while

the last section presents a conclusion and discusses areas for future research.
2.2. Literature Review and Research Questions

2.2.1.Nonfinancial Information from Internet Platforms
The valueadd of external information generated by web platforms is extensively studied

in various research disciplines including healthcare, marketing, political science,
economics, finance, and accountingisTresearch generally examines user behavior via

Internet search queries or social media postings.

In the healthcare discipline, Ginsberg, Mohabbi, Patel, Brammer, and Smolinski
(2009) find that Google queries related to influefuizacasflu outbreaks oa to two weeks
before the Center for Disease Control and Prevention (CDC) makes a public
announcement. Ji, Chun, and Geller (2013) develop a Titieed health surveillance

tool and find that Twitter usedsoncerns about illnesses are predictive ofthegdidemics.
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Research in marketing indicates that both Google search volume and Twitter posts are
useful tools for understanding consumer interest and behavior. For example, Du and
Kamakura (2012) indicate that Google search queries offer a holisticofieansumer
preferences and behavior. Burton and Soboleva (2011) find that Twitter is not only useful
as a listening tool, but that it also has great potential as a marketing mechanism for external

communication with customers because organizations eah mistomers directly.

With respect to political predictions, Stephddsvidowitz (2017) indicates that
Google, thadigital truth serurd, predicted that presidential candidate Trump would win
the 2016 U.S. election despite the results of traditipdk, which suggested that his
contender was the more powerful candidate. Tumasjan, Sprenger, Sandner, and Welpe
(2010) study Tweets about German federal elections and find that the volume and
sentiment of Tweets about a political party can help predlictien outcomes. Gayo
Avello (2013) reviews studies related to the predictive power of Twitter data for political
elections and finds that it does not provide strong evidence in predicting election results;
this stance is supported by recent researclgshwdocuments that Tweets are rather reactive

and not predictive of elections (Murthy 2015).

Research in economics finds that search volume is useful for nowcasting economic
activities including unemployment rates, sales, and consumer confidence. Foteexamp
Askitas and Zimmerman (2009) and Ettredge, Gerdes, and Karuga (2005) demonstrate that
search volume is predictive of unemployment rates in Germany and in theGdes$,
Hoffman, Lahaie, Pennock, and Watts (2010) study the predictive power of selarcle vo
for movies, songs, and video games and indicate that search volume can be used to predict

box-office revenue for feature films, ranking of popular songs, andrficsith sales of



16

video games. Lastly, Choi and Varian (2012) suggest that volume ssaudeful in
forecasting automobile sales, travel plans, and consumer confidence. The general finding
in this literature is that search volume can be used as a timely indicator of economic activity
thus offering an advantage over traditional economic inglisathat are not readily

available.

In finance and accounting, several studies examine the influence of search volume
and Twitter sentiment on stock market prices and firm fundamentals. For instance, Da et
al. (2011b) suggest that search volume carsbd as a direct measure of investor attention
and find that higher search volume predicts higher stock market prices. Bollen et al. (2011)
apply two mood measuring tools to evaluate collective mood per Twitter posts and find
that Twitter mood is predictesof the DJIA (Dow Jones Industrial Average). Lee, Hutton,
and Shu (2015) examine the role of social media in the stock market specific to product
recalls and demonstrate that firms which are active in social media experienced attenuating
benefits to prodet recall announcements compared to firms with no social media presence.
Da et al. (2011a) study the changes iarsle volume and document that thega strong
predictor of revenue surprises and thdesy abnormal returns. Recently, Tang (2017)
examinedhe crosssectional variation of thirgharty generated Twitter comments and finds
that they are strongly associated with sales from busipessnsumer industries, that
tweets by consumers have higher predictive power than the tweets initiated by experts
the media, and that Twitter comments are predictive of upcoming revenue and revenue

surprises.
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2.2.2.Analytical Procedures
The purpose of analytical procedures is to evaluate financial statement information

by analyzing plausible relationships betwekmancial and nonfinancial information
(AICPA 2012). Analytical procedures are required in the planning stage and review stage
of the audit but only recommended for substantive procedures tests (PCAOB 2010b, AS
No. 2110; PCAOB 2010c, AS No. 2810; PCAOBLR@a, AS No. 2305; AICPA 2012).
Simple year to year account balance comparison, ratio comparison, scanning, and more
sophisticated models such as regression, are examples of analytical procedures
implemented in audit practice. Auditors perform analyticalcpdures in three steps: 1)

they develop an expectation for an account balance (or ratio) 2) they compare the difference
between the expected account balance and actual account balance recorded by
management, and 3) they investigate differences that exoeedateriality threshold; if
differences do not exceed the materiality threshold, auditors assess whether further audit

procedures are need@dduwers et al. 2018)

Although analytical procedures are executed following the aforementioned method,
they seve different purposes. For the planning stage of the audit, analytical procedures
assist auditors in enhancing their understanding of the business and its economic events
and by highlighting areas that present risks to the audit. Analytical procedures for
substantive testing are applied by auditor
assertions concerning the veracity of account balances or class of transactions. Finally, in
the concluding stage of the audit, auditors perform analytical proceduvesidate their
evaluations of financial statement information (SAS No. 56, AICPA 1988; AS No. 2810,

PCAOB 2010c). Collectively, analytical procedures are a tool used by auditors to identify
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risks, direct their attention to potential irregularities, adain confirmatory evidence

about the reasonableness of information underlying financial statements.

Research studies relating to improving the effectiveness of analytical procedures
spans several decades. Analytical models studied in the prior lieerafge from simple
models, such as ratio analysis, to more sophisticated models including ARIMA, linear
regression, SEM, and vector autoregression (Kinney 1978; Kinney 1987; Dzeng 1994;
Wild 1987; Hirst and Koonce 1996; Kogan et al. 2014). As an examdpieey (1978)
introduces ARIMA as a possible method for developing expectations for analytical
procedures and finds that ARIMA generates better predictions compared to other models,
but that it is not as generally applicable as regression models. W8@)(friroduces a
structural model as it can accommodate the interdependencies across related accounts and
exogenous variables and indicate that the model does not perform better than multivariate

stepwise models.

Wheeler and Pany (1990) evaluate the mtesh performance of the CensuslX
time-series model against other models and document that the dodel produces
superior expectations followed by the predictions of regression models. Dzeng (1994)
presents a new forecasting technique, VAR (vectooragtession), for analytical
procedures and suggests that VAR predictions are superior to the predictions of other
models such as ARIMA and random walks, and thegar regression predictions are
second best to those of VAR. Finally, Kogan et al. (20d#dduce a continuity data level
auditing system based on four forecasting models, SEM (simultaneous equation model),
VAR, BVAR (18ayesiarnvector autoregression), and LRM (linear regression model) and

find that all models perform reasonably well in predigtand detecting errors.
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In addition, previous literature finds that disaggregated monthly, or quarterly data,
can produce superior account balance predictions. For example, Dzeng (1994) and Chen
and Leitch (1998) compare analytical models using monthdycararterly data and find
that monthly data improves the performance of analytical procedures. Using peer sales as
the indicator of interest, Hoitash, Kogan, and Vasarhelyi (2006) also find that monthly data
can improvethe performance adinalytical procedres. In contrast, Allen, Beasley, and
Branson (1999) do not find that monthly data from rdoltiations improve analytical
procedures and they attribute thisding to the homogeneity of the services provided by
the company, which would reduce the likelod of finding differences between different

levels of aggregation.

2.2.3.The Role of Nonfinancial Information in Analytical Models
The emphasis of early research studies on financial indicators to improve the

performance of analytical procedures is sorprising since auditors were more likely to
rely more on financial information than on nonfinancial information when determining
audit scope (Cohen, Krishnamoorthy and Wright 2000; Brazel, Jones and Prawitt 2013).
However, as auditors move towards gsinformation from the Internet to enhance their
understanding of the business environment tardevelop account balance expectations
(Trompeter and Wright 2010) it is important to understand the role of nonfinancial

information in analytical models.

The relevance of nonfinancial information to predict firm performance has been
studied since the 1980s. Lev (1980) documented that economic and industrial indicators
can improve the predictive ability of analytical procedures. Amir and Lev (1996) examined

the value of nonfinancial information such as market penetration and found that investors
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prefer nonfinancial information over financial information. Ittner and Larcker (1998)
suggest that customer satisfaction has predictive ability for future accountangdsbut

that it partially impacts current accounting balances. Nonfinancial information is expected
to be more objective than financial information produced by a firm as it is less susceptible
to management manipulation. Although financial indicatetsich provide a historical

view of business activities would remain relevant, nonfinancial information is considered
to be more valuable as it projects a current and forlemking view of the business (Lev

and Gu 2016).

The academic literature and audtandards suggest that both nonfinancial and
financial information can enhance analytical procedures (Dzeng 1994; AICPA 2012).
Allen et al. (1999) use financial and nonfinancial information, including the number of
pounds serviced and the number of wogkidays of monthly and mulkbcation data.

Brazel et al. (2009) find that the inconsistent pattern between employee growth and sales
growth can be used as an indicator to detect financial statement fraud in AAER firms.
Parallel to the Brazel et al. (2009)udy, Allee, Baik and Roh (2018) use electricity
consumption data to proxy for real production activity and find that the inconsistent pattern
between electricity consumption growth and sales growth is associated with firms that have
higher discretionaryaccruals. Kogan et al. (2014) design continuity equations based
analytical procedures of highly disaggregated procurement data such as purchase orders,
receiving documents, and vouchers. While these research studies advance knowledge about
the relevance fononfinancial information in improving the effectiveness of analytical
procedures, their main limitation is that their explanatory variables pertain to information

that is produced by managementlwat isstatic in nature.
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A relatively new stream of thauditing literature suggests tHag data, which is
defined as data that is voluminous, of different types, rapidly changing, and of varying
levels of veracity (Buhl 2014), may be used as audit evidence (Vasarhelyi, Kogan and
Tuttle 2015; BrowrLiburd ard Vasarhelyi 2015; Yoon, Hoogduin and Zhang 2015; Alles
and Gray 2016).Brown-Liburd and Vasarhelyi (2015uggest thaéxogenous big data
can be linked to business activities and therefore be utilized by autht@sive at
conclusions about accountiaces As examples, gblicly available big data sources such
as search engine query data, weather data, and socialdatlc@an support sales balances
as they can proxy for consumer demand and satisfaction. These sources ofidgteosan
the precisio of audit procedures @dheymay be less tamperable than information that is

generated by the firmds information system

Using daily and weekly sales of multication retail stores, Yoon (2016) is one of

the first to eplore the usefulness of exogenoig tata and analyzélsweather indicators

are predictive of sales performandée findings in her study suggestat weather is
correlated withsalesandthat itis useful in detecting errors. This research study expands
the Yoon (2016) study by examigirthe relevance of social media information generated
by third-parties in analytical procedures. Specifically, this paper seeks to examine whether
third-party generated information from social media platforms aboutdiproducts and
brands, can enhandeetaccuracy and error detection ability of traditional and continuous

SAPs.

Thirdparty generated Twitter information &
potential to advance substantive analytical procedures as it can serve as a valuable source

of tertiary audit evidence. The three tenets of audit evidence are 1) sufficiency, 2)
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relevancy, and 3) reliabilityCAOB 2010dAS No. 1109. Third-party generated Twitter
information, which reflects product and brand interest and satisfaction reviewsdras b
found to be correlated with firmsdé sales
voluminous in nature, and it is relevant because it is timely, and can be utilized as a proxy
for consumer interest to buy and consumer satisfaction. Furthermigreyftditmation is
generated by third parties and can serve as an independent source of information to
corroborate actual recorded account balances. This information is also easily accessible to
auditors at the time of the audit in contrast to other nonéilahindicators that are useful

for auditing, but only available after a long delay. Consequently, this research study

examines the following research questions:

RQ 1A: For the revenue account, do traditional substantive analytical meittels
Twitter information experience improved prediction performance?

RQ 1B: For therevenue account, do continuaigstantive analytical modeisth
Twitter information experience improved prediction performance?

RQ 2A: For therevenue account, do traditiormlbstantie analytical modelwith
Twitter information experience improved error detection performance?

RQ 2B: For therevenue account, do continuaigstantive analytical modeisth
Twitter information experience improved error detection performance?

2.3.Resarch Design

2.3.1.Third -party Generated Information from Twitter
This study investigates the usefulness of social media information, usinganiyd

generated information from Twitter as an example. Twitter comments generated by
consumers for inted to buy or satisfaction are extracted by the data provider, Likefolio.
The data provider maps thousands of products and brands to the firms that the products

belong to (Tang 2017; Likefolio 2018). This mapping makes it feasible to more directly
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examine tle impact of consumer behavior on sales performance compared to ttee one
one Google search product or brand measumhéch maps one search query to dine

(e.g. Da et al. 2011a). Another benefit of using the provided data is that it facilitates a
time-series analysis spanning six years of Twitter information as daily Twitter information

is obtained from 2012 to 2017.

Hence, obtaining Twitter information from the data provider addresses two major
limitations identified in prior research. The first liiaion is related to the completeness of
the search engine queries (Da et al. 2011a) and Tweets (e.g. Moon 2016), while the second
limitation is related to the short time periods this data is generally collected for (e.g. Moon
2016; Bollen et al. 2011). Thefore, obtaining a historical dataset that maps thousands of
products or brands to individual firms can provide more insights into the correlation
between Twitter proxies and sales trends. The data provider uses text mining techniques
and machine learninmethods to collectecentpast and future consumer interest, and
positive and negative consumer sentiment. The dataset does not include retweets and is
normalized to account for the growth or decline in Twitter usage. Accordingly, TCI
(Twitter Consumer lterest) and TCS (Twitter Consumer Satisfaction) measures are
incorporated into analytical models to examine their usefulness in predicting $afes

and detecting accounting errors.

TCI consists of the volume of thiplrty Twitter comments that indiaarecent
pastpurchasgor a future purchase. FiguBpresents an example of a Tweet that would
be classified as TCIl. The second measure, TCS, captures consumer satisfaction (or
dissatisfaction) by measuring the ratio of the total number ofgary Twitter comments

that express positive sentiment to the total number of-garty Twitter comments that
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indicate both positivand negative sentiment. Figutpresents an example of a Tweet that

would be classified asegativesentiment.

Figure 3: Example of Consumer Interest to Buy

- Thieumall @thieumall - 8 Nov 2016 v
é My new black iPhone #iPhone #new #blackjais #fun #happy #buy #money

#black #iphone7 #like instagram.com/p/BMkPmSFhFBT/

O () QO 1 &

Figure 4: Example of Negative Consumer Sentiment

Mahesh Chand @mcbeniwal - 26 Dec 2017 v
pple needs to be punished for make me buy #PhoneX. My #iPhone 6 started
acting badly.

Figure5 and Figureb present the correlation by quarter for correlations between
monthly sales and TCI, and that obnthly sales and TCS. The correlation graphs suggest
that compared to TCS, TCI is more positively correlated to sales, suggesting that TCI may
have more predictive power for sales. Moreover, the graphs also indicate that in general,

the correlation betweemonthly sales and Twittdsased measures marginally increases

during Q3.
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Figure 5: Correlation between Sales and Consumer Interest to Buy
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Figure 6: Correlation between Sales and Consumer Satisfactn
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2.3.2.Sample Selection
Financial statement information related to quarterly sales and accounts receivable

is collected from the Compustat Fundamentals quarterly datébatiee 194 publicly
listed companies for which the data provider collectstfBwinformation. Financial data
is collected for the period 2012 to 2017. Accounts receivable is selected as it is associated

with revenue.

Since financial statement information is available on a quarterly basis, this study
uses the cubic splines interptbn method to estimate monthly observations. This method

has been applied in prior audit research (Chen and Leitch 1998; Leitch and Chen 1999;
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Hoitash et al. 2006; Yin 2018) and estimates monthly observations from quarterly
observations. Twitter informiain is aggregated for respective months by averaging the
daily number of Tweets that reflect past or futurerggtio purchase, and the total number

of Tweets that reflect positive and negative sentiment. To estimate predictive models that
include both ihancial and nonfinancial information, the sample had to satisfy certain

requirements:

1. Firms should have quarterly financial statement data without missing
information or zero values.

2. Twitter information should have daily consumer interest and consumer
sentiment information without missing information or zero values.

3. Firms should have quarterly financial information for six years since five years
of firm-month observations will be used to train the prediction models and one
year of firmmonth observationwill be used to test the prediction models.

4. Firms in the financial services industry are excluded.

The sample selectioprocess is described in Table There are 88 firms
corresponding t@4 consumeifacing industries that satisfy the four sample rezuents.
The final sample consists of 2,112 fhogparter observations, which are converted into

6,336 firmmonthly observations.

Table 1: Sample composition

Sample Selection - Firm-Quarter Observations 2012-2017

Firms  Firm-Quarter Observations
Firms that are publicly listed and have third-party generated Twitter information 194 4,656
Less: Firms with missing financial information or zero values (9) (216)
Less: Firms with missing information from Twitter for either Consumer Interest or Sentiment (15) (360)
Less: Firms without four quarters of data (73) (1,752)
Less: Firms in the Financial Services Industry (9) (216)
Total 88 2,112

The training set consists of 5,280 fiummonth observations and the temgi set

consists of 1,05@rm-month observations. Tabkepresents th@4 businesdo-consumer
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industries that make up the sample by theio-digit SIC codes and their respective

average sales and accounts receivable balances.

Table 2: Descriptive Statisticsi Financial Information for Final Sample, from
20122017

Descriptive Statistics - Financial Information - Firm-Quarter Observations from 2012-2017

2-Digit Number of Firm-

SIC  Industry Name Quarter Revenue Accqunts
. Receivable
Code Observations

20 Food and Kindred Products 288 4120.78  1951.5¢
21 Tobacco Manufacturing 24 4616.67 161.38
23 Apparel and Other Textile Products 72 1361.76 527.65
28 Chemicals and Allied Products 144 4539.45  1592.9:
29 Petroleum and Coal Products 48 29763.38  10859.9:
30 Rubber/Misc. Plastic Products 24 7498.13  3441.4¢
31 Leather and Leather Products 43 939.78 303.24
35 Industrial and Commercial Machinery and Computer Equip 48 1680.86 975.20
36 Electrical Equipment and Components 96 17770.89  7541.2%
37 Transportation Equipment 168 29908.22 36176.9¢
39 Misc. Manufacturing Industries 72 937.04 753.35
42 Motor Freight Transportation 24 14705.75  6303.17
44 Water Transportation 48 3034.01 423.68
45 Transportation By Air 192 6150.74  1521.8Z
47 Transportation Services 24 1669.62  1090.61
48 Communications 48 1052.82 398.55
53 General Merchandise Stores 24 28794.04  1269.3:
55 Automobile Dealers & Gasoline Service Stations 48 2904.34 299.55
57 Home Furniture, Furnishings and Equipment Stores 48 5219.94 647.29
58 Eating & Drinking Places 360 1401.46 220.35
59 Miscellaneons Retail 72 22690.37  5330.04
70 Hotels, Rooming Houses, Camps and Other Lodging Places 438 2475.56 800.65
73 Business Services 120 8571.81  5371.5%
75 Automotive Repair Services & Parking 24 772.17 401.16

Table3 displaysthe average Tweets for consumer interest, positive, and negative
sentiment for the 2Businesgo-consumer indstries that make up the sam@C cods
36 and 73which consisbf household applianseradio,tv equipment (SIC code 36) and
computer programming, prepackaged software, and auto rental and leasing (SIC code 73),

produce a higher average of Tweets for consumer interest and sentiment.
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Table 3: Descriptive Statisticsi Twitter Information for Final Sample, from 2012-
2017

Descriptive Statistics - Twitter Information - Firm-Quarter Observations from 2012-2017

2-Digit Number of Fim- ~ Tweet Tweet  Tweet
SIC  Industry Name Quarter Consumer  Positive  Negative
Code Observations Interest  Sentiment Sentiment
20 Food and Kindred Products 288 84453 79542  305.3¢
21 Tobacco Manufacturing 24 7.48 2287 1317
23 Apparel and Other Textile Products 72 53.35 87.38 3357
28 Chemicals and Allied Products 144 85.12 21477  89.52
29 Petroleum and Coal Products 48 3.63 13.27 7.10
30 Rubber/Misc. Plastic Products 24 773.07 171588  789.1¢
31 Leather and Leather Products 48 35.61 68.98  20.25
35 Industrial and Commercial Machinery and Computer Equip 48 34.53 7203 1830
36 Electrical Equipment and Components 96 2677.05  3580.18 2293.2
37 Transportation Equipment 168 113.05  368.76  170.54
39 Misc. Manufacturing Industries 72 16891  435.87 162.3C
42 Motor Freight Transportation 24 5268 11944 117.17
44 Water Transportation 48 8.37 44.97 8.36
45 Transportation By Air 192 86.84  150.66  155.65
47 Transportation Services 24 4335 77062  40.76
48 Communications 48 63.39 92.70  28.99
53 General Merchandise Stores 24 23885 28432 11143
55 Automobile Dealers & Gasoline Service Stations 48 2.96 7.49 371
57 Home Furniture, Furnishings and Equipment Stores 48 28842 30317 4365
58 Eating & Drinking Places 360 851.55  1020.33 473.72
59 Miscellaneons Retall 72 95.58 97.85 5281
70 Hotels, Rooming Houses, Camps and Other Lodging Places 48 62.60 13894 2249
73 Business Services 120 4600.11  5333.26 2265.6¢
75 Automotive Repair Services & Parking 24 22.08 1948 2192

2.3.3.Control Variables
Extant literature has indicated that macroeconomic indicat@rsd

contemporaneous accounts can be useful in enhancingfféativeness of analytical
procedures (Lev 1980; Hoitash et al. 200nutti-Meza 201). Accordingly, to measure
the effectiveness of Twitter information on analytical procedures, this study controls for
GDP (Gross Domestic Product) and accounts reckivgbR) as this information is

associated with sales, the predicted variable
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Quarterly GDP information, which is adjusted for seasonality, is obtained from the
Bureau of Economic Analysis websitend interpolated into monthly observations. The
monthlyGDP observations are then matched to correspondingniiomthly observations.
Accounts Receivablare included since the literature suggests that the precision and
accuracy of analytical models is improved by including concurrent data from relevant

accouns.

2.3.4.Analytical Models
While analytical procedures constitute a broad range of audit procedures, prior

research has suggested that tseees models, including ARIMA, VARind multivariate
regression models that are estimated using laggeespmaific information, lead to more
accurate and precise expectations than simple heuristic models (e.g. -Miezti2011;

Kogan et al. 2014). This study uses univariate, and multivariate regression models to
predict account balances and detect errors aetheodels are generally applicable by
auditors. Four benchmark models are compared to the models with Tveisied proxies

of TCl and TCS. A univariate expectation model with 1) lagged sales, and multivariate
models with 2) lagged sales and lagged GDRa@)ed sales and accounts receivable, and

4) lagged sales, accounts receivable and lagged GDP are estimated. These models are

compared to the expectation models that contain Twitised proxies.

Extant research and audit standards suggest that paomgeount balances and
contemporaneous firrapecific information is useful in predicting current year account
balances (SAS No. 56, AICPA 1988; Hoitash et al. 2006; MuMgza 2011).

Furthermore timelier predictive analysis has the potential to imprakre accuracy of

6 https://www.bea.gov/national/
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predictions (Kogan et al. 2014; Yoon 2016hnsequently, prior year sales, or prior month
sales, and accounts receivable are included as explanatory variables. GDP is expected to
impact firm® sales performance (Lev 1980), however, beeaG®OP is not readily
available at the time of the audit, lagged GDP for the prior year, or prior month, is
incorporated into the benchmark expectation models. Benchmark expectation models for
traditional substantive analyticatocedures are presented as:

YO o Qif I YoaQi ! 1

YoaQit 1 Yda Qi r ooo 2

Yo Qif I "YoaQi 1 oY 3

YoOaQitr 1 YdaQi 1 6°Y 1 000 4

Where3 A1 de@esents total sales for fitlnand in month t3 A1 A @epresents
total sales for the same month in the last yea2. is total accounts receivable forrfiri
and in montht. $ 0 is the gross domestic product for the same month in the last year.
The expectation models fapntinuous substantive analytiqgalocedures are depicted in
similar form with the exception that lagged sales from prior yearagged GDP from
prior year, are replaced by lagged sales from prior month, and lagged GDP from prior

month.

As this study aims to advance analytical procedures by examining the value of
external nonfinancial information from social media platforms usingtter as an
example, models 1 to 4 are compared to the expectation models that containldasitebr
measures of TCl and TCS. These measures have the potential to be useful sources of

information for auditors as they can capture broad consumer views$ pimalucts or
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brands (Tang 2017). The specification of the expectation models that contain-bastber

proxies is as follows:

"Yoa'Qif o YOa Qi T Y6 0! 5
YOa'Qit o YOa Qi o Ye Y ! 6
YoaQit 1 YodaQi ot Y6 o1 "0oo 7
"Yoa Qif f Yda'Qi f Yéy f "0oo ¢ 8
"YOa Qif f YOa'Qi f 8'Y 1 Y6 O 9
YOa'Qir o YOaQi f oY Y6y 10
YOa Qi YOAaQi T éY YOO OO0 11
YOa'QiT o YOaQi f oY f Y6UY 1 000 12

In modds 5 t012,"Y0 "@presents thirgharty mentions on Twitter of past; o
future, purchases of individual brands or products aggregated at the firm level for firm
and month. "YO “Yepresents thirgharty reviews (positive or negative) of individual
brands or products aggregated at the firm leveldifior i and month. The expectation
models for continuous substantive analytical procedures are depicted in similar form with
the exception that lagged sales from prior year, and lagged GDP from prior year, are

replaced by lagged sales from prior month, and lagged GiPdrimr month.

2.3.5Model Comparison
Prediction Performance

Following the prior literature on analytical procedures, this study first evaluates the
prediction performance of the models by generating monthly account balance predictions
for the training peod and then by generating monthly account balance predictions from
out-of-sample observations, the testing period. Each model is trained and validated for each

firm in the sample. In this study, the training set comprises observations from the 2012 to
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2016 period, and the owf-sample set comprises observations from the 2017 period. Out
of-sample prediction performance is evaluated as follows: model 1 is compared to models
5, and 6; model 2, is compared to models 7, and 8. model 3, is compared to9maddls

10; and model 4, is compared to models 11, and 12.

Out-of-sample prediction performance is evaluated using MAPE (Mean Absolute
Percentage Error). MAPE is calculated as the absolute difference between the actual value

and the predicted valueforéac f i rm using each firmso month

e e P DGO Goddd AR QQ QoD AN
U0 OE

0 WO G@dd 6 Q

A smaller MAPE, indicating a smaller forecast eriierpreferable. The average
MAPE by industry is then calculated to evaluate thegmtion performance of each model
at the industry level. The aggregated MAPE can provide a general view ttietive
performanceof each model. Moreover, to examine if the results produced by the
expectation models with Twittdrased proxies are stgtically superior to those produced
by the benchmark models, a Wilcoxon Sigank test is separately applied to each

industry.

False Positive and False Negative Errors

Subsequent to evaluating prediction performance, this study aims to examine the
errordetection ability of the models. False positive and false negative error percentages are
used to measure the error detection ability of each model. Smaller error rates are preferable.
Important to consider is that false positive and false negative &eardifferent costs to

auditors. A false positive is defined as an error where a prediction model incorrectly
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identifies an error in an account balance. Whereas a false negative is defined as an error
where a prediction model does not correctly identifiy earor in an account balance

(Alpaydin 2014). While false positives would create more work for auditors, false
negatives would be more detrimental to the audit firm. As an example, false positives
would | ead to auditor s quireinvestigatiorg utafalsg i t en
negative would fail to alert auditors of potential fraud, or material misstatement.
Accordingly, it is important to investigate the error detection ability of prediction models

that contain Twittebased proxies.

A simulaed experiment where errors are seeded into the dependent variable (i.e.
overstating sales) is used to evaluate the error detection ability of the benchmark prediction
models and prediction models with Twitleased measures for the -@ftsample set. The
error detection ability of the models is evaluated using different parameters. As quarterly
financial statement information has been reviewed by auditors, false positives are tested by
using quarterly financial information obtained from Compustat. Henfasea positive is
identified when a model detects an error when in reality, there is no error. In contrast, to
test false negatives, errors are randomly seeded into sales, the dependent variable. The error
rate seeded into the sales account balance isf4B& actual balance. A false negative is
identified when a model fails to flag the seeded edocounting erors related to sales
are examined as AAERS (Accounting and Auditing Enforcement Releases) generally

indicate that these are areas where fraugtrars are usually found.

The evaluation of error detection performance in an analytical model comprises
two components (Kinney 1987; Hoitash et al. 2006; Kogan et al. 2014). First, a prediction

interval for the predicted value is estimated and used esactheptable threshold of
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variance. Second, a statistical investigation rule is applied to evaluate whether the value of
the prediction falls within the acceptable threshold. If the value of the prediction falls
outside the upper or lower limits of thigéishold, then the observation would be identified

as an error. The size of the prediction interval specifies the magnitude of tolerable error the

auditor is willing to accept. I n other wor
measuresgmay |l &r A will | ead to a wider inte
fal se negatives. A larger U wildl |l ead to &
fewer false negatve As a resul t, t hi s sOObto gvalgemp | oy s

error detection ability under varying risk levels. Models that exhibit both lower false

positive and lower false negative errors are considered to be more effective.

2.4 Resultsi Prediction Performance
The first research question investigatetiether traditional and continuous

substantive analytical models containing TwHbased proxies for consumer irgst TCI,

and satisfactionTCS, produce more accurate revenue predictions than the benchmark
models. The evaluation performance of mo&edsd 17 and 2, 9 and 3, and &hd4 for

TCl and the evaluation performancenoddels 6and1, 8 and 2, 1@&nd3, and12 and4 for

TCS is examinedThe MAPE is computed for each firm in the prediction period. The
average MAPE is then computed to evaluate thdiption performance of the models with
Twitter-based proxies with the benchmark models by industry. The WilcoxorRzighk

test is used to evaluate whether the MAPE difference between the Theisted proxies

and benchmark models is statistically diéfet for each industry. Tablds5, and6 present

the results for research question 1A. Talle8, and 9 present the result for research

guestion 1B. Results are presented for the 24 industries contained in the sample.
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Traditional Substantive AnalyticaModels

Table4 presents the results whditional analyticamodels withTCI, models 5, 7,
9 and 11landtraditionalbenchmark model§, 2, 3, and 4As indicated by Tabld, the
models with TI generate a smaller, or better, MAPE than the MAPE of émetmark
modelsfor the majority of the industries that are examined. Mo8gel7, and 9 generate
more accurate account predictions for 16 of the 24 indusailes which have statistically
significant differencesinterestingly, the results indicatieat the simple model, model 5,
generates account predictions that are just as superior as the account predictions generated
by the models that incorporate more information, models 7, and 9. The prediction
performance of model 11 is diluted as it generateseraccurate predictions for 14 of the

24 industriesall of whichhave MAPE differences thate statistically significant.

The results in Tablgillustrate the prediction performance of traditional analytical
models with TCS, models, 6, 8, 10, arfj &nd traditional benchmark models 1, 2, 3, and
4. Themodels with TCS generally produce more accurate account predictions, as indicated
by thesmallerMAPE, for the majority of the industries that are examinéddels 6, 8, 10,
and 12generate better padectionsfor 15, 14 12 and 15ndustries, respectivelyrhe results
of the nonparametric test suggest that the differences in MAPE are statistically significant
for these modeldModel 6, the simple model could be considered as the better model in
this cae as it is able to produce more accurate predictions for 15 of the 24 industilies
the prediction accuracy of models 8 and 10 appears to be diluted when GDP or AR
information is included with TCS. The results from model suggest thaflfCS is
complenented by both external macroeconomic and contemporaneoussp@aific

information as this is the model that incorporates lagged, 363, GDP, and R.



Table 4: Prediction Performance of Traditional Substantive Analytical Models wth TCI and without TCI (Models 5, 7,

9and 11l and 1, 2, 3, and 4)

@) ©) @ @ ©) ©) &) (11)

Salest- Salest-  Salest- Salest- Salest- Salest- Salest12-

Salest-1212+Twee 12+GDPt12+Twee 124AR 12+AR+ 12+AR+ AR+Twe

tCl 12 tCI+GDP TweetCl GDPt-12 etCI+GD

2-Digit

SICIMAPEL1 MAPES DifferenceB/W p-value MAPE2 MAPE7 DifferenceB/W p-value MAPE3 MAPE9 DifferenceB/W p-value MAPE4 MAPEL11 DifferenceB/W p-value
20 0.0827 0.0729 0.0099B 0.000 0.061 0.056 0.005B 0.000 0.0531 0.0485 0.0046B 0.001 0.044 0.041 0.003B 0.00C
21 0.0247 0.0211 0.0037B 0.001 0.025 0.020 0.005B 0.001 0.0203 0.0187 0.0016B 0.001 0.020 0.019 0.001B 0.001
23 0.0877 0.0703 0.0174B 0.000 0.059 0.057 0.002B 0.000 0.0664 0.0536 0.0129B 0.000 0.044 0.045 -0.001W 0.077
28 0.0450 0.0468 -0.0018W 0.098 0.036 0.035 0.002B 0.005 0.0311 0.0318 -0.0007W 0.014 0.030 0.031 0.000W 0.224
29 01176 0.1307 -0.0131W 0.034 0161 0129 0.033B 0.000 0.0776 0.0794 -0.0019W 0.034 0.074 0.080 -0.006W 0.034
30 0.0225 0.0224 0.0000NoDiff 0.001 0.021 0.021 0.001B 0.001 0.0234 0.0235 -0.0001W 0.001 0.022 0.022 0.001B 0.001
31 0.0903 0.0968 -0.0065W 0.000 0.081 0.084 -0.002W 0.000 0.0838 0.0853 -0.0015W 0.000 0.063 0.065 -0.002W 0.034
35 0.0962 0.0593 0.0369B 0.000 0.051 0.051  0.000NoDiff 0.034 0.0721 0.0465 0.0256B 0.034 0.044 0.044 0.000B 0.034
36 0.0635 0.0584 0.0051B 0.003 0.045 0.042 0.003B 0.137 0.0318 0.0281 0.0038B 0.003 0.042 0.041 0.001B 0.420
37 0.1201 0.1033 0.0168B 0.000 0.088 0.082 0.005B 0.000 0.0873 0.0801 0.0072B 0.015 0.072 0.071 0.001B 0.005
39 0.0912 0.0686 0.0226B 0.000 0.073 0.072 0.001B 0.077 0.0946 0.0697 0.0249B 0.000 0.073 0.075 -0.002W 0.00C
42 0.0278 0.0234 0.0044B 0.001 0.020 0.020 0.001B 0.001 0.0243 0.0212 0.0031B 0.001 0.022 0.021 0.002B 0.001
44 0.0318 0.0242 0.0075B 0.034 0.019 0.018 0.000B 0.000 0.0219 0.0217 0.0002B 0.034 0.019 0.019 0.000NoDiff 0.034
45 0.0574 0.0559 0.0014B 0.114 0.054 0.053 0.001B 0.062 0.0480 0.0450 0.0030B 0.000 0.048 0.045 0.003B 0.00C
47 0.0381 0.0392 -0.0011W 0.001 0.040 0.041 -0.001W 0.001 0.0441 0.0405 0.0036B 0.001 0.038 0.039 0.000W 0.001
48 0.0254 0.0243 0.0010B 0.000 0.020 0.020 -0.001W 0.034 0.0200 0.0203 -0.0002W 0.034 0.020 0.020 0.000W 0.034
53 0.0393 0.0407 -0.0014W 0.001 0.041 0.042 -0.001W 0.001 0.0384 0.0434 -0.0050W 0.001 0.044 0.042 0.002B 0.001
55 0.0343 0.0277 0.0067B 0.034 0.028 0.030 -0.002W 0.000 0.0556 0.0402 0.0154B 0.034 0.039 0.039 0.000W 0.034
57 0.0802 0.0800 0.0002B 0.034 0.068 0.068 0.000W 0.034 0.0808 0.0814 -0.0005W 0.034 0.070 0.070 0.000B 0.034
58 0.0533 0.0502 0.0031B 0.009 0.041 0.040 0.001B 0.000 0.0457 0.0453 0.0004B 0.000 0.039 0.038 0.001B 0.00C
59 0.0867 0.0860 0.0008B 0.000 0.072 0.071 0.001B 0.000 0.0659 0.0658 0.0001B 0.077 0.065 0.064 0.001B 0.000
70 0.1159 0.1058 0.0101B 0.034 0.070 0.065 0.005B 0.034 0.0488 0.0466 0.0021B 0.034 0.047 0.045 0.001B 0.034
73 0.0387 0.0376 0.0011B 0.054 0.032 0.029 0.003B 0.000 0.0407 0.0394 0.0013B 0.003 0.034 0.029 0.005B 0.00C
75 0.0153 0.0153 0.0000NoDiff 0.001 0.014 0.014 0.000B 0.001 0.0131 0.0130 0.0000NoDiff 0.001 0.011 0.010 0.001B 0.001

9¢



Table 5: Prediction Performance of Traditional Substantive Analytical Models with TCS and without TCS (Models 6,

8,10 and 12 and 1, 2, 3, and 4)

@ ©) ) ®) (©) (10) Q) (12)

Salest- Salest- Salest- Salest- Salest- Salest-  Salest-

Salest-1212+Twee 12+GDPt12+Twee 124AR 12+AR+ 12+AR+ 12+AR+

tCS 12 tCS+GD TweetCS GDPt-12 TweetCS

2-Digit

SIC MAPE1 MAPEG6 DifferenceB/W p-value MAPE2 MAPE8 DifferenctB/W p-value MAPE3 MAPE10 DifferenceB/W p-value MAPE4 MAPE12 DifferenceB/W p-value
20 0.0827 0.0760 0.0067B 0.000 0.0613 0.0575 0.0038B 0.000 0.0531 0.0490 0.0042B 0.000 0.0442 0.0427 0.0015B 0.000
21 0.0247 0.0237 0.0011B 0.001 0.0252 0.0241 0.0011B 0.001 0.0203 0.0190 0.0013B 0.001 0.0204 0.0199 0.0005B 0.001
23 0.0877 0.0765 0.0111B 0.000 0.0587 0.0574 0.0013B 0.000 0.0664 0.0537 0.0127B 0.000 0.0441 0.0435 0.0006B 0.000
28 0.0450 0.0422 0.0028B 0.014 0.0363 0.0339 0.0023B 0.000 0.0311 0.0321 -0.0011W 0.437 0.0302 0.0296 0.0006B 0.000
29 0.1176 0.1184 -0.0008W 0.034 0.1613 0.1622 -0.0009W 0.000 0.0776 0.0789 -0.0013W 0.000 0.0738 0.0741 -0.0003W 0.000
30 0.0225 0.0224 0.0000NoDiff 0.001 0.0214 0.0215 0.0000NoDiff 0.001 0.0234 0.0234 0.0000NoDiff 0.001 0.0224 0.0224 0.0000NoDiff 0.001
31 0.0903 0.0913 -0.0010W 0.034 0.0813 0.0809 0.0004B 0.034 0.0838 0.0841 -0.0004W 0.034 0.0630 0.0640 -0.0011W 0.034
35 0.0962 0.0942 0.0020B 0.034 0.0512 0.0483 0.0029B 0.034 0.0721 0.0694 0.0027B 0.000 0.0442 0.0436 0.0006B 0.034
36 0.0635 0.0480 0.0155B 0.000 0.0449 0.0518 -0.0068W 0.000 0.0318 0.0441 -0.0122W 0.022 0.0422 0.0454 -0.0032W 0.022
37 01201 0.1075 0.0126B 0.000 0.0877 0.0844 0.0033B 0.883 0.0873 0.0800 0.0073B 0.000 0.0721 0.0674 0.0047B 0.000
39 0.0912 0.0778 0.0134B 0.000 0.0729 0.0621 0.0108B 0.000 0.0946 0.0805 0.0141B 0.000 0.0734 0.0620 0.0114B 0.000
42 0.0278 0.0269 0.0008B 0.001 0.0202 0.0160 0.0041B 0.001 0.0243 0.0248 -0.0005W 0.001 0.0224 0.0206 0.0018B 0.001
44 0.0318 0.0299 0.0019B 0.034 0.0186 0.0192 -0.0006W 0.000 0.0219 0.0225 -0.0006W 0.000 0.0187 0.0196 -0.0009W 0.000
45 0.0574 0.0537 0.0036B 0.017 0.0542 0.0511 0.0031B 0.000 0.0480 0.0478 0.0002B 0.114 0.0477 0.0466 0.0011B 0.001
47 0.0381 0.0398 -0.0017W 0.001 0.0405 0.0456 -0.0051W 0.001 0.0441 0.0423 0.0018B 0.001 0.0382 0.0453 -0.0071W 0.001
48 0.0254 0.0351 -0.0097W 0.034 0.0196 0.0242 -0.0046W 0.034 0.0200 0.0250 -0.0050W 0.000 0.0199 0.0243 -0.0043W 0.000
53 0.0393 0.0408 -0.0015W 0.001 0.0411 0.0406 0.0005B 0.001 0.0384 0.0400 -0.0016W 0.001 0.0439 0.0413 0.0027B 0.001
55 0.0343 0.0356 -0.0013W 0.000 0.0282 0.0301 -0.0019W 0.000 0.0556 0.0495 0.0061B 0.034 0.0392 0.0351 0.0040B 0.034
57 0.0802 0.0719 0.0083B 0.000 0.0683 0.0588 0.0095B 0.034 0.0808 0.0735 0.0073B 0.000 0.0697 0.0580 0.0117B 0.034
58 0.0533 0.0503 0.0030B 0.000 0.0406 0.0400 0.0006B 0.326 0.0457 0.0430 0.0027B 0.000 0.0392 0.0384 0.0008B 0.027
59 0.0867 0.0979 -0.0111W 0.000 0.0718 0.0671 0.0047B 0.000 0.0659 0.0662 -0.0002W 0.599 0.0646 0.0638 0.0008B 0.077
70 0.1159 0.0598 0.0561B 0.000 0.0703 0.0576 0.0127B 0.000 0.0488 0.0460 0.0028B 0.000 0.0469 0.0456 0.0013B 0.000
73 0.0387 0.0347 0.0040B 0.000 0.0322 0.0312 0.0010B 0.000 0.0407 0.0355 0.0052B 0.000 0.0339 0.0333 0.0006B 0.437
75 0.0153 0.0168 -0.0015W 0.001 0.0142 0.0163 -0.0021W 0.001 0.0131 0.0154 -0.0023W 0.001 0.0112 0.0144 -0.0032W 0.001

LE
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Collectively, the resust for RQ1A displayed in tablesand5 suggest that both
TCland TCS contain incremental information tban enhancthe prediction performance
of traditional substantivanalytical modelsHowever, the results indicate that gieple
model withTCl informationgenerally providshigher prediction accuracy than the models
with TCSinformation Table6 displays a summary of these findings hiW both Twitter
based proxies have the potential to improve the prediction performartcaditibnal
substantiveanalytical models, it is possible thabdel 5, which includes lagged sales and
TCI, would be preferred by auditors oVvEES models as this is the less complex model

that generates superior account predictionsnfost of the industregthat are examined.

Table 6: Prediction Performance Summary of Traditional Substantive Analytical
Models for 24 Industries

Twitter Consumer Interest | Twitter Consumer Satisfaction
(D vs. | (2)vs. | () vs. | (4)vs. | (D) vs. | (2)vs. | (3)vs. | (4)vs.
(5) (7) 9 | A1) | (5 8 | (10) | (12)
Traditional - | 16 of | 160of | 16 of | 14 of | 150f | 14 0of | 12 0f | 15 of

SAP 24 24 24 24 24 24 24 24

Model

ContinuousSubstantiveAnalytical Models

The results in Tabledand8 present the results of continuoubstantive analytical
models, research question 1B. Tableompares models with TCI, models 5, 7, 9, and 11,
to benchmark models 1, 2, 3, andM.illustrated in Tabl&g, model 5 producea smaller
MAPE and therefore generatiestter account predictiorier 19 of the 24 industries. The
predictions improve as more information is included. Models 7 and 11 produce marginally
superior predictions for 21 and 22 of t&industries that are analyzadowever, when
only contemporaneous financial informatiorninsluded with TCI, model 9, the predictive

power of the model is diluteals this model generated better predictions for 18 of the 24
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industries All presentedlifferences in MAPE are statistically significadtuditors may
benefit from utilizing nodels 5,7, or 11.However, he choice between theswdels would
dependn the costand benefit®f obtaining addional information.Model 5 can produce
superior account predictions for the majority of the industyetsmodel7 and 11 produce

marginally supeor account predictiongan model Hut incorporate more information.

The results in Tabl& compare models witiCS, models 6, 8, 10, and 11,
benchmark modelg, 2, 3, and 4The results in Tabl8 indicatethat modet 6 and 10
produce superio accaint predictions for 14 of the 24 industries. The prediction
performancemproves as indicated byodels 8 and 12s they are ablproduce better
account predictions for 20r 22 industriesrespectively. MAPE differences of the
presented models are statatly significant. In the case of TCS, models 8 and 12 could be
beneficial to auditors. Model 8 produces superior predictions for most industries while the
prediction performance of model 12 is marginally superior than model 8 but would require

the incluson of additional information.



Table 7: Prediction Performance of Continuous Substantive Analytical Models with TCI and without TCI (Models 5, 7,
9and 11l and 1, 2, 3, and 4)

1) () @ () @) ©) @ (11)
Saletst- Saletst- Saletst- Saletst- Saletst- Saletst- f\;li_srtlti;
Saletst-1 1+TweetC l+GDPt-11+TweetC 14AR 1+AR+T 1+AR+G {CI+GDPt
| 1+GDPt-1 weetCl DPt-1 1
2-Digit

SICMAPE1 MAPE5 Difference BIW p-value MAPE2 MAPE7 Difference B/IW p-value MAPE3 MAPE9 Difference B/W p-value MAPE4 MAPE11 Difference B/IW p-value

20 0.1015 0.0921 0.0094B 0.000 0.0855 0.0545 0.0310B 0.000 0.083 0.078  0.005B 0.000 0.079 0.040  0.039B 0.000
21 0.0577 0.0565 0.0012B 0.001 0.0492 0.0199 0.0292B 0.001 0.058 0.056  0.001B 0.001 0.047 0.019 0.028B 0.001
23 0.1439 0.1370 0.0069B 0.000 0.1271 0.0576 0.0695B 0.000 0.101 0.08  0.015B 0.000 0.091 0.045  0.046B 0.000
28 0.0735 0.0733 0.0001B 0.224 0.0547 0.0346 0.0200B 0.000 0.045 0.046 -0.001W 0.043 0.046 0.030 0.016B 0.000
29 0.0578 0.0573 0.0005B 0.034 0.0825 0.1403 -0.0578W 0.000 0.055 0.058 -0.003W 0.000 0.055 0.079 -0.024W 0.000
30 0.0498 0.0508 -0.0010W 0.001 0.0349 0.0211 0.0137B 0.001 0.037 0.037  0.000B 0.001 0.035 0022 0.013B 0.001
31 0.1686 0.1681 0.0005B 0.034 0.1411 0.0816 0.0595B 0.000 0.128 0.124  0.003B 0.034 0.107 0.064 0.042B 0.000
35 0.1193 0.1105 0.0088B 0.000 0.1057 0.0493 0.0564B 0.000 0.070 0.072 -0.002W 0.000 0.066 0.043  0.022B 0.000
36 0.1020 0.0955 0.0064B 0.000 0.1090 0.0385 0.0705B 0.000 0.095 0.094  0.002B 0.137  0.104 0.039  0.065B 0.000
37 01122 0.1121 0.0001B 0.254 0.0879 0.0808 0.0071B 0.137 0.106 0.105  0.001B 0.841 0.080 0.071  0.009B 0.841
39 0.3305 0.3007 0.0298B 0.000 0.3411 0.0723 0.2688B 0.000 0213  0.209  0.004B 0.077 0.180 0.075 0.105B 0.000
42 0.0754 0.0415 0.0339B 0.001 0.0560 0.0182 0.0378B 0.001 0.060 0.044  0.016B 0.001 0.053 0.020 0.033B 0.001
44 01499 0.1396 0.0103B 0.034 01525 0.0184 0.1341B 0.000 0.155 0.144 0.011B 0.000 0.152 0.018  0.134B 0.000
45 0.0745 0.0647 0.0098B 0.000 0.0646 0.0540 0.0106B 0.000 0.070 0.062  0.008B 0.000 0.062 0.045 0.016B 0.000
47 01753 0.1294 0.0459B 0.001 0.1318 0.0404 0.0914B 0.001 0128 0.126  0.002B 0.001 0125 0.040 0.084B 0.001
48 0.0305 0.0288 0.0018B 0.000 0.0301 0.0200 0.0101B 0.000 0.030 0.029 0.002B 0.000 0.030 0.020 0.010B 0.000
53 0.1947 0.1184 0.0764B 0.001 0.1801 0.0418 0.1383B 0.001 0.190 0125  0.065B 0.001 0.181  0.043  0.138B 0.001
55 0.1088 0.0978 0.0110B 0.034 0.1212 0.0336 0.0875B 0.000 0.093 0076 0.017B 0.000 0.069 0.041  0.028B 0.000
57 0.1206 0.1042 0.0163B 0.034 0.0986 0.0673 0.0313B 0.034 0.102 0103 -0.001W 0.034 0.106 0.068  0.038B 0.034
58 0.0687 0.0669 0.0017B 0.000 0.0555 0.0416 0.0139B 0.000 0.063 0.058  0.005B 0.000 0.055 0.039 0.016B 0.000
59 0.2546 0.2515 0.0031B 0.000 0.2451 0.0740 0.1710B 0.077 0253 0.251  0.002B 0.000 0.243 0.063  0.180B 0.000
70  0.0530 0.0543 -0.0013W 0.000 0.0498 0.0639 -0.0141W 0.034  0.053 0.052 0.001B 0.034 0.049 0.045 0.004B 0.034
73 0.0849 0.0800 0.0049B 0.437 0.0732 0.0300 0.0431B 0.000 0.076 0.075 0.001B 0.003 0.071 0.031  0.040B 0.000
75 0.1525 0.0922 0.0602B 0.001 0.1469 0.0143 0.1326B 0.001 0.090 0.075 0.015B 0.001 0.092 0.011  0.081B 0.001

ov



Table 8: Prediction Performance of Continuous Substantive Analytical Models with TCS and without TCS (Models 6,
8,10 and 12 and 1, 2, 3, and 4)

() (6) @ (8) () (10) Q) (12)
Saletst-
Saletst- Saletst- Saletst- Saletst-
Saletst-1 1+TweetC ffgs;t_llﬂweetc fff:t' 1+AR+T 1+AR+G 3‘,:2?0;
S S+GDPt-1 weetCS DPt-1
GDPt-1
2-Digit
SIC MAPE1 MAPE6 Difference B/IW p-value MAPE2 MAPE8 Difference BIW p-value MAPE3 MAPE10 Difference BIW p-value MAPE4 MAPE12 Difference BIW p-value
20 01015 0.0883 0.0132B 0.000 0.0855 0.0576 0.0280B 0.000 0.0828 0.0797 0.0031B 0.000 0.0792 0.0421 0.0372B 0.000
21 0.0577 0.0591 -0.0014W 0.001 0.0492 0.0242 0.0249B 0.001 0.0576 0.0584 -0.0008W 0.001 0.0472 0.0201 0.0271B 0.001
23 01439 0.1364 0.0075B 0.000 0.1271 0.0577 0.0694B 0.000 0.1013 0.0977 0.0036B 0.000 0.0908 0.0435 0.0473B 0.000
28 0.0735 0.0706 0.0028B 0.224 0.0547 0.0336 0.0211B 0.000 0.0455 0.0453 0.0001B 0.398 0.0459 0.0291 0.0168B 0.000
29 0.0578 0.0463 0.0116B 0.000 0.0825 0.1715 -0.0889W 0.000 0.0551 0.0558 -0.0006W 0.000 0.0553 0.0730 -0.0178W 0.000
30 0.0498 0.0449 0.0049B 0.001 0.0349 0.0216 0.0132B 0.001 0.0372 0.0370 0.0002B 0.001 0.0351 0.0222 0.0129B 0.001
31 01686 0.1559 0.0127B 0.000 0.1411 0.0842 0.0570B 0.000 0.1276 0.1245 0.0031B 0.034 0.1067 0.0627 0.0440B 0.000
35 01193 0.1218 -0.0025W 0.000 0.1057 0.0465 0.0592B 0.000 0.0695 0.0731 -0.0036W 0.000 0.0655 0.0425 0.0230B 0.000
36 01020 0.1180 -0.0161W 0.003 0.1090 0.0471 0.0619B 0.022 0.0954 0.1081 -0.0126W 0.000 0.1036 0.0443 0.0592B 0.000
37 01122 0.1430 -0.0308W 0.254 0.0879 0.0819 0.0060B 0.398 0.1058 0.0972 0.0086B 0.000 0.0798 0.0672 0.0126B 0.883
39 03305 0.3384 -0.0080W 0.000 0.3411 0.0625 0.2786B 0.000 02132 0.2157 -0.0025W 0.077 0.1797 0.0621 0.1176B 0.000
42 0.0754 0.0637 0.0117B 0.001 0.0560 0.0144 0.0415B 0.001 0.0605 0.0522 0.0083B 0.001 0.0532 0.0189 0.0343B 0.001
44 01499 0.1486 0.0013B 0.034 0.1525 0.0192 0.1332B 0.000 0.1548 0.1517 0.0030B 0.034 0.1523 0.0195 0.1328B 0.000
45 0.0745 0.0642 0.0103B 0.000 0.0646 0.0528 0.0118B 0.000 0.0697 0.0627 0.0070B 0.000 0.0616 0.0466 0.0149B 0.000
47 0.1753 0.1597 0.0156B 0.001 0.1318 0.0439 0.0879B 0.001 0.1278 0.1323 -0.0045W 0.001 0.1249 0.0436 0.0813B 0.001
48 0.0305 0.0337 -0.0032W 0.000 0.0301 0.0236 0.0065B 0.000 0.0304 0.0306 -0.0002W 0.034 0.0299 0.0237 0.0062B 0.000
53 0.1947 0.1740 0.0207B 0.001 0.1801 0.0402 0.1399B 0.001 0.1899 0.1523 0.0375B 0.001 0.1810 0.0399 0.1411B 0.001
55 0.1088 0.1019 0.0070B 0.000 0.1212 0.0333 0.0879B 0.000 0.0931 0.0844 0.0087B 0.034 0.0692 0.0375 0.0317B 0.000
57 01206 0.1025 0.0181B 0.034 0.0986 0.0612 0.0374B 0.034 0.1020 0.0988 0.0031B 0.034 0.1063 0.0605 0.0458B 0.034
58 0.0687 0.0587 0.0100B 0.000 0.0555 0.0410 0.0145B 0.000 0.0626 0.0565 0.0062B 0.000 0.0550 0.0395 0.0155B 0.000
59 0.2546 0.2558 -0.0012W 0.077 0.2451 0.0691 0.1760B 0599 02532 0.2543 -0.0011W 0.077 0.2430 0.0627 0.1803B 0.000
70 0.0530 0.0657 -0.0127W 0.000 0.0498 0.0565 -0.0067W 0.034 0.0532 0.0530 0.0003B 0.034 0.0491 0.0455 0.0036B 0.034
73 0.0849 0.0822 0.0027B 0.065 0.0732 0.0305 0.0427B 0.000 0.0762 0.0755 0.0007B 0.054 0.0714 0.0328 0.0387B 0.000
75 01525 0.1528 -0.0004W 0.001 0.1469 0.0163 0.1306B 0.001 0.0901 0.1006 -0.0105W 0.001 0.0919 0.0146 0.0773B 0.001

144
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Taken together, the results in Tables 7 and 8 for RQ1B suggest that both Twitter
proxies are useful in improving the pretion performance of continuous substantive
analytical proceduredhis is epeciallytruewhen GDP information and TCI or TGBe
included in the SAPs, as in models 7 and 8, or when GDP and AR information are
incorporated along with TCl or TCS, as in mizdel and 12. In the case where the cost of
obtaining additional information exceeds the benefits, model 5, with TCI, could be
beneficial as it sacrifices the prediction performance of only 5 of the 24 industries while

maintaining its simplicity.

Additionally, prediction performance of these models improved when compared to
the prediction performance of traditional substantive analytical models suggesting that
Twitter-based measures have more incremental predictive power for shorter time. periods
Collectively, theseresults indicatehat the timelier, or continuous substantive analytical
models that include information from social media are superior to traditional substantive
analytical models that include this informatidrable9 displays a summary of éhresults

for RQ1A and RQ1B.

Table 9: Prediction Performance Summary of Traditional and Continuous
Substantive Analytical Models for 24Industrie s

Twitter Consumer Interest | Twitter Consumer Satisfaction
B)vs. | (2)vs. | (B)vs. | (4)vs.| (1) vs.|(2)vs.|(3)vs. | (4)vs.
(5) (7) 9 | A1) | () (8 | (10) | (12)
Traditional - | 16 of | 160of | 16 0of | 140of | 150f | 14 0of | 12 of | 15 of

Model

SAP 24 24 24 24 24 24 24 24
Continuous -| 19of | 21 of | 18 0of | 220of | 140f | 200f | 14 of | 22 of
SAP 24 24 24 24 24 24 24 24

2.5.Resultsi Error Detection Performance
The second research question examinesthvwnetraditional and continuous

substantive analytical models that incorporate Twitesed information of consumer
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interestand satisfaction are better able to detect errors than benchmark models. Simulated
errors, 4% of the total of revenue, are randosdeded into firmamonth observations, and

the procedure is repeated ten times (thus creating 10 datasets with seeded errors) to reduce
bias in the results. Error detection performance is measured by identifying the number of

observations that each of thdels identified as an error.

Auditors are primarily concerned with high litigation costs associated with not
identifyingmaterial misstatements, however, auditors also consider the costs of performing
additional audit work for unusual items that do manslate to material misstatements as
this has an impact on the budget. Hence, an effective model for error detection should

produce relatively low false positive and false negative errors.
Traditional Substantive Analytical Models

Tables 10, 11, 12, and 13 display the results of error detection performante
traditional substant i Ythat hamealChandithatald notrhave e | s
TCI information Models 5 and 1, 7 and 2, 9 and 3, and 11 and 4 are compared in these
tables.Collectively, te results indicate that the models generate superior error detection
performance for false positives as the models with TCI proldueer false positive errors
which comes at the coef higher false negative error&s documented in tablekand
11, moctls 5 and 7 generate lower false positive errors for 14 of the 24 industries that are
analyzed, while models 9 and, hown ortablesl2 and B, generate lower false positive
errors for only 11of 24 industries. fie error detection performance of modeithwCl for

false negatives is inferior to that of the benchmark models where the better performing

“YUntabulated results of U 0.05 for all models, benc
described above, though error detection performance marginally decreases.
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modek with TCI is able to produce at best, lower false negative errors for 6 of the 24
industries as indicated p&bles 1 and B, which displaythe erro detection performance

of models 7 and 11.

After comparing the error rates from tabl€s 11, 12, and B, the model that leads
to better error detection performance, in termadfievinglower false positive and false
negative erra@, would be model7, asit produces lower false positive amhalver false
negative errors for 5 of the 24 industries that are examiedels 9 and 11 can achieve
lower error rates for bottypes of errors for ¢hdustries and model 5 has lower errates
for 2 industries wlereasbenchmark models 3 and 4 are capable of agigelower error

percentagefor 4 of the 24 industries.

Given that there is ambiguity as to the model that is more effective for error
detection performance because one type of error is decreasingofisethiype of error is
increasing, it is necessary to analyze the ratio of the cost of errors for models that do not
have Twitter information and for models with Twitter information. Analyzing the ratio of
the costs of false positive and false negativersican help to evaluate the tradeoff between
the benchmark models and models with TCI (Hoitash et al. 2006). Accordingly, varying
cost ratios that reflect the cost of identifying accounting errors when there are no
accounting errors and the cost of ndentifying accounting errors when there are

accounting errors are examined.

Two cost ratiosare evaluated, a cost ratio of 1:1, which assumes that false positives

are as expensive as false negatives, and a cost ratio okHichy assumes that false
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posiives are half as expensive as false negdtiv@serefore, when the ratio of the total
cost of errors is greater than 1 (i.e. sum of the costs of false positive and false negative
errors for benchmark models/sum of the costs of false positive and faigeveegrors for
models with TCl is greater than 1), it can be determined that the models with TCI are more
effective than the benchmark modeis.presented in table©111, 12, and B, benchmark
model3, with AR, is more effective in detecting accougterrors as it is able to achieve
better error detection performance for 16 industries, when the cost ratio is 1:1 or 1:2. For
the models with TCI, model 7 is the better performing model as it is able to achieve better
error detection performance for Ilustries, when the cost ratio is 1:1 or 1:2. Accordingly,
traditional benchmark models outperform traditional models with TCI in terms of
generating relatively low false positive and false negative error fabk14 summarizes

the better performing naels with TCI.

1 An additional cost ratiof 1:3 wasanalyzed in untabulataeésults however, naignificant differences
across the 1:2 and 1:3 cost ratios were found. In general, under these varying cost ratios, the error detection
performance did not change.
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Table 10: Error Detection Performance for Traditional Substantive Analytical
Models with TCI and without TCI (Models 5 and 1)

Error Detection Ability - Alpha = 0.33
® ©]
Benchmark - Salest-1 Twitter - Cl Benchmark - CI (1:1) (1:2) (1:1) (1:2)
Number of Difference | Difference Better Better |Benchmark |Benchmark |Better Better Model
2-Digit SIC| Observatiq P EN Model - FAModel - FNTotal Cost | Total Cost  |Model - |- Cost Ratio
ns False False False False /TCI Total  |/TCI Total ~ |Cost Ratio
Positive  |Negative |Positive  |Negative Cost Cost
20 144  37.11% 21.88% 35.10% 19.67% 2.01% 2.21%TClI TCI 1.08 1.09 TCI TCI
21 12 37.05% 30.00% 34.84%  30.00% 2.21% 0.00%TClI - 1.03 1.02 TCI* TCI*
23 36 44.44% 19.00% 41.48%  19.50% 2.96%  -0.50%TCI Benchmark  1.04 1.02 TCI* TCI*
28 72 37.13% 143%  40.85% 9.64%  -3.72%  -8.21%BenchmarkBenchmark  0.76 0.66 Benchmark Benchmark
29 24 43.00% 13.33% 45.26% 0.00%  -2.27%  13.33%BenchmarkTCI 1.24 1.54 TCI* TCI*
30 12 34.44% 5.00% 33.27% 5.00% 1.17% 0.00%TClI - 1.03 1.03 TCI* TCI*
31 24 36.02% 25.00% 40.20% 25.00% -4.18% 0.00%Benchmark- 0.94 0.95  Benchmark Benchmark*
35 24 44.01% 0.00% 34.89% 11.67% 9.12% -11.67%TClI Benchmark  0.95 0.76  Benchmark Benchmark*
36 48  33.72% 16.00% 30.38% 17.33% 3.34%  -1.33%TCI Benchmark  1.04 1.01 TCI* TCI*
37 84 44.16% 13.69% 41.71% 19.11% 2.45%  -5.42%TCI Benchmark 0.95 0.90 Benchmark Benchmark*
39 36 30.37% 34.00% 26.16%  40.50% 421%  -6.50%TCI Benchmark  0.97 0.92  Benchmark Benchmark*
42 12 13.97% 0.00% 7.50% 0.00% 6.47% 0.00%TCI - 1.86 1.86 TCI* TCI*
44 24 16.22%  20.00% 7.10%  23.33% 9.12%  -3.33%TCI Benchmark  1.19 1.05 TCI* TCI*
45 96 44.79% 1356% 43.95% 1533%  0.85% -1.78%TCI Benchmark  0.98 0.96  Benchmark Benchmark*
47 12 2510% 50.00% 33.27% 50.00% -8.18% 0.00%Benchmark- 0.90 0.94  Benchmark Benchmark*
48 24 31.88% 20.00% 32.05% 20.00% -0.17% 0.00%Benchmark- 1.00 1.00  Benchmark Benchmark*
53 12 20.82% 35.00% 14.68%  40.00% 6.14%  -5.00%TClI Benchmark  1.02 0.96 TCI* TCI*
55 24 3954% 30.00% 27.61% 26.67% 11.93% 3.33%TClI TCI 1.28 1.23 TCI TCI
57 24  3546% 30.00% 35.97% 30.00% -0.51% 0.00%Benchmark- 0.99 0.99  Benchmark Benchmark*
58 180 40.45% 13.95% 40.52% 13.28%  -0.06% 0.67%BenchmarkTCl 1.01 1.02 TCI* TCI*
59 36 39.66% 30.00% 39.77% 30.00% -0.11% 0.00%Benchmark- 1.00 1.00  Benchmark Benchmark*
70 24 4554% 0.00%  45.54% 0.00% 0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*
73 60 33.00% 16.90% 32.08%  18.10% 0.92%  -1.19%TCI Benchmark  0.99 0.98  Benchmark Benchmark*
75 12 0.00%  50.00% 0.00% 50.00%  0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*

*Better model determined based on the ratio of costs of FP and FN errors.

Table 11 Error Detection Performance for Traditional Substantive Analytical
Models with TCI and without TCI (Models 7 and 2)
Error Detection Ability - Alpha = 0.33
@] @
Bencumar - Saest ! Twiter - 1 & GDPr1z—2oneimak-Cl @1 @ | oy | a2
Number of Difference | Difference Better Better |Benchmark |Benchmark |Better Better Mode
2-Digit SIC| Observatiq P EN Model - FRModel - FNTotal Cost  |Total Cost |Model - | Cost Ratio
ns False False False False /TCI Total |/TCl Total |Cost Ratio
Positive  |Negative |Positive  [Negative Cost Cost
20 144 3551% 22.41% 34.36% 23.35% 1.16%  -0.94%TCI Benchmark 1.00 0.99 TCI* TCI*
21 12 36.37% 35.00% 32.87%  30.00% 3.50% 5.00%TCI TCI 1.14 1.15 TCI TCI
23 36 37.37% 18.50% 37.60% 23.50% -0.23%  -5.00%BenchmarkBenchmark  0.91 0.88 Benchmark Benchmark
28 72 3451% 1464% 35.86% 1571% -1.35%  -1.07%BenchmarkBenchmark  0.95 0.95 Benchmark Benchmark
29 24 47.62% 0.00% 46.20%  10.00% 1.42% -10.00%TCI Benchmark  0.85 0.72  Benchmark Benchmark*
30 12 37.09% 5.00% 36.73% 5.00% 0.36% 0.00%TCI - 1.01 1.01 TCI* TCI*
31 24 28.31% 5.00% 31.40% 11.67% -3.10%  -6.67%BenchmarkBenchmark  0.77 0.70 Benchmark Benchmark
35 24 3471% 10.00% 34.71%  10.00% 0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*
36 48  27.50% 14.00% 32.80% 27.62% -5.30% -13.62%BenchmarkBenchmark  0.69 0.63 Benchmark Benchmark
37 84  43.75% 18.64% 40.30% 21.83% 3.44%  -3.19%TCI Benchmark 1.00 0.96 TCI* TCI*
39 36 24.64% 3850% 24.47%  40.50% 0.17%  -2.00%TCI Benchmark  0.97 0.96  Benchmark Benchmark*
42 12 13.97% 0.00% 6.67% 0.00% 7.31% 0.00%TCI - 2.10 2.10 TCI* TCI*
44 24 0.00% 31.67% 0.00% 31.67% 0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*
45 96  43.66% 13.17% 43.07% 17.68% 0.59%  -4.51%TCI Benchmark  0.94 0.89 Benchmark Benchmark*
47 12 25.10% 50.00% 25.10%  50.00% 0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*
48 24 24.01% 6.67%  25.26% 6.67%  -1.25% 0.00%Benchmark- 0.96 0.97  Benchmark Benchmark*
53 12 25.62% 30.00% 8.33% 25.00% 17.29% 5.00%TCI TCI 1.67 1.47 TCI TCI
55 24 3249% 30.00% 25.15%  26.67% 7.34% 3.33%TCI TCI 121 1.18 TCI TCI
57 24 2490% 25.00% 28.25% 16.67%  -3.35% 8.33%BenchmarkTCI 111 1.22 TCI* TCI*
58 180 39.60% 21.10% 39.02%  17.08% 0.58% 4.03%TCI TCI 1.08 112 TCI TCI
59 36 36.77% 27.50% 33.14% 27.50% 3.63% 0.00%TCI - 1.06 1.04 TCI* TCI*
70 24 46.54% 3.33% 43.29% 0.00% 3.25% 3.33%TCI TCI 1.15 1.23 TCI TCI
73 60 28.10% 19.05% 22.18%  19.05% 5.92% 0.00%TCI - 1.14 1.10 TCI* TCI*
75 12 0.00%  50.00% 0.00%  50.00% 0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*

*Better model determined based on the ratio of costs of FP and FN errors.



47

Table 12 Error Detection Performance for Traditional Substantive Analytical
Models with TCI and without TCI (Models 9 and 3)

Error Detection Ability - Alpha = 0.33
(©)] ©

Benchmark” SAESY Tuiter - c1 g AR |—BenepA-Cl (1) w | an | a2
Number of Difference | Difference Better Better [Benchmark |Benchmark |Better Better Model
2-Digit SIC Observatiq P EN Model - FFModel - FNTotal Cost  |Total Cost  |Model - |- Cost Ratio

ns False False False False /TCI Total  |/TCI Total |Cost Ratio
Positive  |[Negative |Positive  |Negative Cost Cost

20 144  36.54% 25.61% 33.03% 23.66%  3.51% 1.95%TClI TCI 1.10 1.09 TCI TCI

21 12 35.98% 30.00% 37.45% 25.00% -1.48% 5.00%BenchmarkTCl 1.06 1.10 TCI* TCI*

23 36 38.42% 31.00% 33.97% 30.00%  4.45% 1.00%TClI TCI 1.09 1.07 TCI TCI
28 72 3158% 12.14% 33.12% 12.14% -1.54% 0.00%Benchmark- 0.97 0.97  Benchmark Benchmark?
29 24 44.01% 3.33% 48.95% 13.33%  -4.94% -10.00%BenchmarkBenchmark  0.76 0.67 Benchmark Benchmark|

30 12 39.10% 15.00% 38.13% 15.00%  0.96% 0.00%TCI - 1.02 1.01 TCI* TCI*
31 24 39.20% 16.67% 39.88% 16.67% -0.68% 0.00%Benchmark- 0.99 0.99  Benchmark Benchmark?
35 24 36.20% 3.33% 30.76% 13.33% 5.43% -10.00%TCI Benchmark  0.90 0.75  Benchmark Benchmark?
36 48  2490% 25.33% 33.22% 36.38% -8.32% -11.05%BenchmarkBenchmark  0.72 0.71 Benchmark Benchmark|
37 84 4241% 1517% 40.68%  22.08% 1.73%  -6.91%TCI Benchmark  0.92 0.86 Benchmark Benchmark?
39 36 30.66% 32.50% 24.47%  40.50% 6.20%  -8.00%TClI Benchmark  0.97 0.91  Benchmark Benchmark?
42 12 1256% 15.00% 13.27% 15.00% -0.71% 0.00%Benchmark- 0.98 0.98  Benchmark Benchmark
44 24 3.91% 26.67%  3.91% 26.67%  0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark?

45 96  4391% 20.46% 41.56% 19.29% = 2.34% 1.17%TClI TCI 1.06 1.06 TCI TCI
47 12 25.10% 50.00% 32.87% 50.00% -7.77% 0.00%Benchmark- 0.91 0.94  Benchmark Benchmark
48 24 27.00% 6.67%  27.49% 6.67%  -0.49% 0.00%Benchmark- 0.99 0.99  Benchmark Benchmark?

53 12 20.82% 35.00% 14.68% 40.00%  6.14%  -5.00%TClI Benchmark  1.02 0.96 TCI* TCI*
55 24 4250% 10.00% 39.71% 18.33% 2.79%  -8.33%TCI Benchmark  0.90 0.82  Benchmark Benchmark?
57 24 38.85% 33.33% 38.85% 33.33% 0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark
58 180 39.07% 16.66% 39.91% 17.05% -0.84%  -0.39%BenchmarkBenchmark  0.98 0.98 Benchmark Benchmark|

59 36 30.35% 19.00% 29.76% 19.00%  0.59% 0.00%TCI - 1.01 1.01 TCI* TCI*

70 24 4540% 13.33% 44.15%  6.67% 1.25% 6.67%TCI TCI 1.16 1.25 TCI TCI
73 60 33.80% 22.32% 34.35% 23.21% -0.54%  -0.89%BenchmarkBenchmark  0.98 0.97 Benchmark Benchmark|
75 12 0.00% 50.00%  0.00% 50.00%  0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark?

*Better model determined based on the ratio of costs of FP and FN errors.

Table 13: Error Detection Performance for Traditional Substantive Analytical
Models with TCI and without TCI (Models 11 and 4)

Error Detection Ability - Alpha = 0.33

4) (11)
Benchmark - Salest-1 Twitter - Cl & AR & Benchmark - Cl
& AR & GDPt-12 GDPt-12 &1 (1:2) (1) (:2)
Number of Difference | Difference Better Better |Benchmark |Benchmark |Better Better Model
2-Digit SIC| Observatid £p EN Model - FAModel - FNTotal Cost  |Total Cost  [Model - |- Cost Ratio
ns False False False False /TCI Total  |/TCI Total  |Cost Ratio
Positive  |Negative |Positive  |Negative Cost Cost
20 144  33.26% 25.66% 31.77% 27.00% 1.49%  -1.33%TCI Benchmark  1.00 0.99 TCI* TCI*
21 12 38.89% 35.00% 38.89% 30.00%  0.00% 5.00%- TCI 1.07 1.10 TCI* TCI*
23 36 33.85% 32.00% 32.86% 32.00% 1.00% 0.00%TClI - 1.02 1.01 TCI* TCI*
28 72 31.02% 14.64% 33.19% 12.62% -2.17% 2.02%BenchmarkTClI 1.00 1.03  Benchmark Benchmark*
29 24 4457% 6.67% 48.95% 13.33% -4.38%  -6.67%BenchmarkBenchmark  0.82 0.77 Benchmark Benchmark
30 12 40.18% 25.00% 39.10% 25.00% 1.08% 0.00%TClI - 1.02 1.01 TCI* TCI*
31 24 3270% 15.00% 33.47% 20.00% -0.77%  -5.00%BenchmarkBenchmark  0.89 0.85 Benchmark Benchmark
35 24 29.90% 11.67% 27.36% 11.67%  2.54% 0.00%TClI - 1.07 1.05 TCI* TCI*
36 48  24.63% 26.29% 33.32% 30.29% -8.70%  -4.00%BenchmarkBenchmark  0.80 0.82 Benchmark Benchmark
37 84  4253% 22.08% 40.72%  22.28% 1.81%  -0.19%TClI Benchmark  1.03 1.02 TCI* TCI*
39 36 26.15% 40.50% 26.16% 40.50%  -0.01% 0.00%Benchmark- 1.00 1.00  Benchmark Benchmark*
42 12 1256% 15.00% 13.27% 15.00% -0.71% 0.00%Benchmark- 0.98 0.98  Benchmark Benchmark*
44 24 0.00% 31.67%  0.00% 31.67%  0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*
45 96 43.30% 18.12% 41.09% 16.79% = 2.21% 1.33%TCl TCI 1.06 1.07 TCI TCI
47 12 19.62% 35.00% 19.62% 35.00%  0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*
48 24 28.63% 6.67%  28.94% 6.67%  -0.31% 0.00%Benchmark- 0.99 0.99  Benchmark Benchmark*
53 12 25.01% 30.00%  9.04% 25.00% 15.98%  5.00%TClI TCI 1.62 1.44 TCI TCI
55 24 35.24% 0.00%  35.79% 0.00%  -0.56% 0.00%Benchmark- 0.98 0.98  Benchmark Benchmark*
57 24 2490% 13.33% 25.64% 13.33%  -0.74% 0.00%Benchmark- 0.98 0.99  Benchmark Benchmark*
58 180 40.00% 16.70% 38.77% 17.74% 1.23%  -1.04%TClI Benchmark  1.00 0.99 TCI* TCI*
59 36 31.56% 19.00% 29.15% 20.50%  2.41%  -1.50%TCI Benchmark  1.02 0.99 TCI* TCI*
70 24 4540% 13.33% 44.15% 6.67% 1.25% 6.67%TClI TCI 1.16 1.25 TCI TCI
73 60 28.94% 25.10% 24.23% 21.43% = 4.70% 3.67%TClI TCI 1.18 1.18 TCI TCI
75 12 0.00% 50.00%  0.00% 50.00%  0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*

*Better model determined based on the ratio of costs of FP and FN errors.
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The error detection performance of traditional models with TCS is presented on
tables b, 16, 17, and18. Models 6 and 1, 8 and 2, 10 and 3, and 12 and doanpared
A similar pattern is observed as with the models with T@h&models with TCSead to
lower false positive erromat the cost of higher false negative errdispresented in tables
15 and ¥ models 6 and 1@enerate lower false positive errors for 13 of the 24 industries
thatare analyzed, while mode&sand 12 displayed on tables6land 18, generate lower
false positive errors for only 12 or 11 industriElse error detection performance of models
with TCS for false negatives is inferior to that of the benchmark models. As documented
on tablel6, the better performg model with TCS is able to produce at best, lower false
negative errors for 11 of the 24 industriés terms of producing relatively low false
positive and false negative erroraodel 8in table b is the better performer as it can
achieve lower errorates for both types of errors for 5 industriedereas benchmark

model 2 is the better performer for 4 industries

When evaluating the more effective model for edetection performance based
on the varying ratio of costs of false positive and faksgative errors, it can be determined
that model 6 with TCS outperforms the other models since it leads to better error detection
performance for 13 industries, when the cost ratio is 1:1 or 1:2. Benchmark models 2, 3,
and 4 perform just as well as mod&Js.0, and 12 with TCS as they lead to better detection
performance for 12 industries when the cost ratio is 1:1 or 1:2. In summary, the traditional
model with TCS, model6, outperforms traditional benchmark modelgable 19

summarizes thedtter performig models with TCS
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Table 15: Error Detection Performance for Traditional Substantive Analytical
Models with TCS and without TCS (Models 6 and 1)

Error Detection Ability - Alpha = 0.33
@) 6)
Benchmark - Salest-  Titter - CS Benchmark - CS (11) (1:2) @) | @
Number of . . Better Better |Benchmark (Benchmark |Better
2-Digit SIC Observatiq lefeFrgnce D|ff<’a:r'(\e‘nce Model - FAModel - FNTotal Cost |Total Cost  [Model - ?ét;: ’\élz?is‘
ns |False False False False /TCS Total |/TCS Total |Cost Ratio
Positive  |Negative |Positive  |Negative Cost Cost
20 144  37.11% 21.88% 36.29% 23.81% 0.82%  -1.93%TCS Benchmark  0.98 0.96  Benchmark Benchmark*
21 12 37.05% 30.00% 36.96%  10.00% 0.09%  20.00%TCS TCS 1.43 1.70 TCS TCS
23 36 44.44% 19.00% 41.59%  15.00% 2.85% 4.00%TCS TCS 1.12 1.15 TCS TCS
28 72 37.13% 143% 39.10% 857% -1.97%  -7.14%BenchmarkBenchmark  0.81 0.71 Benchmark Benchmark
29 24  43.00% 13.33% 43.00% 13.33% 0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*
30 12 34.44% 5.00% 33.27% 5.00% 1.17% 0.00%TCS - 1.03 1.03 TCS* TCS*
31 24 36.02% 25.00% 39.37% 16.67% -3.34% 8.33%BenchmarkTCS 1.09 1.18 TCS* TCS*
35 24 44.01% 0.00%  46.47% 0.00%  -2.46% 0.00%Benchmark- 0.95 0.95  Benchmark Benchmark*
36 48 33.72% 16.00% 27.50% 18.29% 6.22%  -2.29%TCS Benchmark 1.09 1.03 TCS* TCS*
37 84 4416% 13.69% 42.40% 18.14% 1.76%  -4.44%TCS Benchmark 0.96 0.91 Benchmark Benchmark*
39 36 30.37% 34.00% 22.89%  40.00% 7.48%  -6.00%TCS Benchmark 1.02 0.96 TCS* TCS*
42 12 13.97% 0.00% 13.97% 0.00% 0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*
44 24 16.22% 20.00% 11.23%  20.00% 4.99% 0.00%TCS - 1.16 1.10 TCS* TCS*
45 96 44.79% 1356% 43.48%  14.95% 131%  -1.39%TCS Benchmark  1.00 0.98  Benchmark Benchmark*
47 12 2510% 50.00% 25.10% 35.00%  0.00%  15.00%- TCS 1.25 1.32 TCS* TCS*
48 24  31.88% 20.00% 35.47% 10.00% -3.59%  10.00%BenchmarkTCS 1.14 1.30 TCS* TCS*
53 12 20.82% 35.00% 20.82%  35.00% 0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*
55 24 3954% 30.00% 38.69%  30.00% 0.85% 0.00%TCS - 1.01 1.01 TCS* TCS*
57 24 3546% 30.00% 35.27%  30.00% 0.18% 0.00%TCS - 1.00 1.00 TCS* TCS*
58 180  40.45% 13.95% 40.99% 1522% -0.53%  -1.27%BenchmarkBenchmark  0.97 0.96 Benchmark Benchmark
59 36 39.66% 30.00% 43.48% 2850% -3.82% 1.50%BenchmarkTCS 0.97 0.99  Benchmark Benchmark*
70 24 4554%  0.00% 44.15%  0.00%  1.38%  0.00%TCS - 1.03 1.03 TCS* TCS*
73 60 33.00% 16.90% 28.09% 20.95% 491%  -4.05%TCS Benchmark 1.02 0.95 TCS* TCS*
75 12 0.00%  50.00% 0.00%  50.00% 0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*

*Better model determined based on the ratio of costs of FP and FN errors.

Table 16: Error Detection Performance for Traditional Substantive Analytical
Models with TCS and without TCS (Models 8 and 2)

Error Detection Ability - Alpha = 0.33

@ ®)
Benchmark - Salest-1| Twitter - CS & GDPt-|  Benchmark - CS
& GDPL12 1 (1:1) (1:2) (1:1) (1:2)
Number of ’ ; Better Better |Benchmark |Benchmark [Better
2-Digit SIC| Observatiq D|ffeFr§nce D|fft'e:r’(\e‘nce Model - FRModel - FNTotal Cost  |Total Cost ~ [Model - B(e;tte; héloge
ns False False False False ITCS Total |/TCS Total |Cost Ratio| ost Ratio
Positive  |Negative |Positive  |Negative Cost Cost
20 144 3551% 22.41% 35.48% 2250%  0.03%  -0.09%TCS Benchmark  1.00 1.00  Benchmark Benchmarki
21 12 36.37% 35.00% 38.49% 35.00% -2.12% 0.00%Benchmark- 0.97 0.98  Benchmark Benchmark?
23 36 37.37% 1850% 34.26% 22.50% 3.11%  -4.00%TCS Benchmark ~ 0.98 0.94  Benchmark Benchmark
28 72 3451% 14.64% 34.64% 14.64% -0.13% 0.00%Benchmark- 1.00 1.00  Benchmark Benchmark?
29 24 47.62% 0.00%  48.84% 0.00% -1.22% 0.00%Benchmark- 0.98 0.98  Benchmark Benchmark
30 12 37.09% 5.00% 36.73%  15.00% 0.36% -10.00%TCS Benchmark  0.81 0.71  Benchmark Benchmark
31 24 28.31% 5.00% 32.70% 11.67% -439%  -6.67%BenchmarkBenchmark  0.75 0.68 Benchmark Benchmark|
35 24 3471% 10.00% 34.89% 11.67% -0.18%  -1.67%BenchmarkBenchmark  0.96 0.94 Benchmark Benchmark|
36 48  27.50% 14.00% 29.89% 22.00% -2.39%  -8.00%BenchmarkBenchmark  0.80 0.75 Benchmark Benchmark|
37 84  43.75% 18.64% 42.96% 21.64% 0.79%  -3.00%TCS Benchmark  0.97 0.94  Benchmark Benchmark
39 36 24.64% 38.50% 19.69% 36.50%  4.95%  2.00%TCS TCS 1.12 1.10 TCS TCS
42 12 1397%  0.00%  6.67%  0.00%  7.31%  0.00%TCS - 2.10 2.10 TCS* TCS*
44 24 0.00% 31.67%  0.00% 30.00%  0.00% 1.67%- TCS 1.06 1.06 TCS* TCS*
45 96 43.66% 13.17% 42.93% 13.90% 0.73%  -0.73%TCS Benchmark  1.00 0.99 TCS* TCS*
47 12 2510% 50.00% 29.88% 25.00% -4.78%  25.00%BenchmarkTCS 1.37 157 TCS* TCS*
48 24 24.01%  6.67% 2353% 6.67%  0.49%  0.00%TCS - 1.02 1.01 TCS* TCS*
53 12 25.62% 30.00% 29.88% 30.00%  -4.26% 0.00%Benchmark- 0.93 0.95  Benchmark Benchmark
55 24 3249% 30.00% 33.61% 33.33% -1.13%  -3.33%BenchmarkBenchmark  0.93 0.92 Benchmark Benchmark|
57 24 24.90% 25.00% 24.63% 23.33%  0.27% 1.67%TCS TCS 1.04 1.05 TCS TCS
58 180 39.60% 21.10% 39.09% 16.95%  0.51%  4.15%TCS TCS 1.08 112 TCS TCS
59 36 36.77% 27.50% 34.77% 20.00%  2.00%  7.50%TCS TCS 117 1.23 TCS TCS
70 24 4654%  3.33% 46.59%  0.00% -0.05%  3.33%BenchmarkTCS 1.07 1.14 TCS* TCS*
73 60 28.10% 19.05% 27.43% 17.38%  0.68% 1.67%TCS TCS 1.05 1.06 TCS TCS
75 12 0.00% 50.00%  0.00% 35.00%  0.00%  15.00%- TCS 1.43 1.43 TCS* TCS*

*Better model determined based on the ratio of costs of FP and FN errors.
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Table 17: Error Detection Performance for Traditional Substantive Analytical
Models with TCS and without TCS (Models 10 and 3)

Error Detection Ability - Alpha = 0.33

(©)] (10)
Be”Chm;':F; Salesth Tyiter-cs @ AR [—2enehmark - CS @) 2 @) | @2
Number of Difference | Difference Better Better [Benchmark |[Benchmark |Better Better Mode
2-Digit SIC| Observatiq P EN Model - FAModel - FNTotal Cost  |Total Cost  (Model - |- Cost Ratio
ns False False False False /TCS Total |/TCS Total |Cost Ratio
Positive  |Negative |Positive  |Negative Cost Cost
20 144  36.54% 25.61% 34.55% 30.20% 1.98%  -4.59%TCS Benchmark  0.96 0.92  Benchmark Benchmark
21 12 3598% 30.00% 38.49%  5.00% -2.52%  25.00%BenchmarkTCS 152 1.98 TCS* TCS*
23 36 38.42% 31.00% 33.46% 31.00%  4.96%  0.00%TCS - 1.08 1.05 TCS* TCS*
28 72 3158% 12.14% 34.77% 10.71% -3.18% 1.43%BenchmarkTCS 0.96 0.99  Benchmark Benchmark?
29 24 44.01% 3.33%  45.26% 333% -1.25% 0.00%Benchmark- 0.97 0.98  Benchmark Benchmark?
30 12 39.10% 15.00% 37.09%  25.00% 2.01% -10.00%TCS Benchmark  0.87 0.79 Benchmark Benchmark
31 24 39.20% 16.67% 3854%  6.67%  0.66%  10.00%TCS TCS 1.24 1.40 TCS TCS
35 24 36.20%  333% 3525%  0.00%  0.95%  3.33%TCS TCS 112 1.22 TCS TCS
36 48 2490% 25.33% 27.14% 31.00% -2.24%  -5.67%BenchmarkBenchmark  0.86 0.85 Benchmark Benchmark|
37 84 4241% 1517% 4131% 19.89%  1.10%  -4.72%TCS Benchmark  0.94 0.90  Benchmark Benchmarky
39 36 30.66% 32.50% 22.51% 40.00%  8.16%  -7.50%TCS Benchmark  1.01 0.93 TCS* TCS*
42 12 1256% 15.00% 12.56% 15.00%  0.00%  0.00%- - 1.00 1.00  Benchmark Benchmark?
44 24 391% 26.67%  391% 2333%  0.00%  3.33%- TCS 112 113 TCS* TCS*
45 96 43.91% 20.46% 43.30% 19.58%  0.61%  0.89%TCS TCS 1.02 1.03 TCS TCS
47 12 25.10% 50.00% 29.88% 30.00% -4.78%  20.00%BenchmarkTCS 1.25 1.39 TCS* TCS*
48 24  27.00%  6.67% 25.05%  6.67% 1.95%  0.00%TCS - 1.06 1.05 TCS* TCS*
53 12 20.82% 35.00% 25.01% 35.00% -4.19% 0.00%Benchmark- 0.93 0.96  Benchmark Benchmark?
55 24 4250% 10.00% 41.45% 16.67%  1.06%  -6.67%TCS Benchmark  0.90 0.84  Benchmark Benchmark}
57 24 38.85% 33.33% 36.95% 30.00%  1.90%  3.33%TCS TCS 1.08 1.09 TCS TCS
58 180 39.07% 16.66% 38.29%  20.00% 0.77%  -3.34%TCS Benchmark  0.96 0.92  Benchmark Benchmark
59 36 30.35% 19.00% 34.37% 15.00% -4.02% 4.00%BenchmarkTCS 1.00 1.06  Benchmark Benchmark?
70 24 4540% 13.33% 46.60%  6.67% -1.19%  6.67%BenchmarkTCS 1.10 1.20 TCS* TCS*
73 60 33.80% 22.32% 28.28% 24.70%  5.53%  -2.38%TCS Benchmark  1.06 1.01 TCS* TCS*
75 12 0.00% 50.00%  0.00% 50.00%  0.00%  0.00%- - 1.00 1.00  Benchmark Benchmark?

*Better model determined based on the ratio of costs of FP and FN errors.

Table 18 Error Detection Performance for Traditional Substantive Analytical
Models with TCS and without TCS (Models 12 and 4)

Error Detection Ability - Alpha = 0.33

@ (12)
Benchmark - Salest-1 Twitter - CS & AR & Benchmark - CS
& AR & GDPt-12 GDPt-12 (2:1) (22) &0 (2)
Number of Difference | Difference Better Better |Benchmark |Benchmark |Better Better Mode
2-Digit SIC| Observatiq P EN Model - FAModel - FNTotal Cost  (Total Cost |Model - |- Cost Ratio
ns False False False False /TCS Total |/TCS Total |Cost Ratio
Positive  |Negative |Positive  |Negative Cost Cost
20 144  33.26% 25.66% 33.16% 26.49%  0.10%  -0.83%TCS Benchmark  0.99 0.98  Benchmark Benchmark
21 12 38.89% 35.00% 39.53% 35.00% -0.64% 0.00%Benchmark- 0.99 0.99  Benchmark Benchmark?
23 36 33.85% 32.00% 32.78%  25.50% 1.08% 6.50%TCS TCS 1.13 117 TCS TCS
28 72 31.02% 14.64% 33.91% 14.29%  -2.89% 0.36%BenchmarkTCS 0.95 0.97  Benchmark Benchmark?
29 24 4457%  6.67% 44.01%  6.67% 0.56% 0.00%TCS - 1.01 1.01 TCS* TCS*
30 12 40.18% 25.00% 38.13% 25.00%  2.04% 0.00%TCS - 1.03 1.02 TCS* TCS*
31 24 32.70% 15.00% 35.45% 15.00%  -2.75% 0.00%Benchmark- 0.95 0.96  Benchmark Benchmark?
35 24 29.90% 11.67% 29.19% 11.67%  0.71% 0.00%TCS - 1.02 1.01 TCS* TCS*
36 48 24.63% 26.29% 28.09% 34.10% -3.46%  -7.81%BenchmarkBenchmark  0.82 0.80 Benchmark Benchmark
37 84  4253% 22.08% 43.13% 21.30%  -0.59% 0.78%BenchmarkTCS 1.00 1.01 TCS* TCS*
39 36 26.15% 40.50% 17.69% 37.50%  8.46% 3.00%TCS TCS 121 1.16 TCS TCS
42 12 1256% 15.00% 12.56% 15.00%  0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark?
44 24 0.00% 31.67%  0.00% 30.00%  0.00% 1.67%- TCS 1.06 1.06 TCS* TCS*
45 96 43.30% 18.12% 43.44% 19.01% -0.15%  -0.89%BenchmarkBenchmark  0.98 0.98 Benchmark Benchmark|
47 12 19.62% 35.00% 29.88% 30.00% -10.26%  5.00%BenchmarkTCS 0.91 1.00  Benchmark Benchmark?
48 24 28.63%  6.67% 26.62%  6.67% 2.02% 0.00%TCS - 1.06 1.05 TCS* TCS*
53 12 25.01% 30.00% 25.62% 30.00%  -0.60% 0.00%Benchmark- 0.99 0.99  Benchmark Benchmark?
55 24 35.24% 0.00%  32.49% 3.33% 2.75%  -3.33%TCS Benchmark  0.98 0.90  Benchmark Benchmark?
57 24 2490% 13.33% 24.37% 23.33%  0.52% -10.00%TCS Benchmark  0.80 0.73  Benchmark Benchmark
58 180 40.00% 16.70% 38.82%  15.63% 1.18% 1.06%TCS TCS 1.04 1.05 TCS TCS
59 36 31.56% 19.00% 34.63% 17.50% -3.07% 1.50%BenchmarkTCS 0.97 1.00  Benchmark Benchmark?
70 24 4540% 13.33% 47.74%  6.67% -2.34% 6.67%BenchmarkTCS 1.08 1.18 TCS* TCS*
73 60 28.94% 25.10% 28.66% 21.43%  0.27% 3.67%TCS TCS 1.08 111 TCS TCS
75 12 0.00% 50.00%  0.00% 35.00%  0.00% 15.00%- TCS 1.43 143 TCS* TCS*

*Better model determined based on the ratio of costs of FP and FN errors.



Table 19: Error Detection Performance Summary of Traditional Substantive
Analytical Models with TCS for 24 Industries

Cost Ratio Twitter Consumer Sentiment
lto1l lto?2

DR |@ Q@B @

Model VS. | VS. | VvS. | VS. | VS. | VvS. | VS. | VS

6 | ® | w)la] 6| © | w)la
13 112 ( 12 | 12 | 13 | 12 | 12 | 12
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ContinuousSubstantive Analytical Models

Tables B, 21, 22, and 3 present the results of error detection performance for
continuous analytical models that have TCI and that do not have TCI informdodels
5and 1, 7 and 2, 9 and 8nd 11 and 4 are compared in these talsbserved in the
findings for traditional SAPs, the models wWikRI are more effective in reducing the false
positive error rate than in reducing the false negative erroMatiel 7 especiallyis more
effective in generating lower false positive erréws 16 industries, followed by model 11
which is more effective for 15 industries, while models 5, and 9 produce lower false
positive errors for 14, and 11 industri@$ie error detection performance of madeiith
TCl in relation to false negative error rate is inferior to that of the benchmark models as
the more effective model with TCinodel 7,can lead to lower false negee errors for
only 10 industriesWith respect to maintaining relatively low ermates for both types of
errors, benchmankodel 1 is more effectivas it can achieviewer false positive and false

negative errors fof industries.

Model 7 is the better model once the criteria of the ratio of cost of errors is applied
to unambiguouslydetermine the overall benefitd oontinuous models with TCI and
without TCI. Model 11l is superior to the other models as it leads to better detection
performance foll4 industries when the cost ratio is Tdt only for 12 industries when the
cost ratiois 1:2.The performance of modél is followed by that of modél, which leads
to superior performance foBIndustries when the cost ratio is o 1:2. Consequently,
the continuous model & more effective than continuous benchmark models with céspe
to achieving lower false positive and false negative error tatdsr varying cost ratios

Table 2 summarizes the better performing models with TCI.
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Table 20: Error Detection Performance for Continuous Substantive Analytical
Models with TCI and without TCI (Models 5 and 1)

Error Detection Ability - Alpha = 0.33

@) (5)

Benchmark - Salest- Twitter - Cl Benchmark - CI (1:1) (1:2) (1:1) (1:2)

Number of Difference | Difference Better Better |Benchmark |Benchmark |Better Better Mode
2-Digit SIC Observatiq Model - FRModel - FNTotal Cost  |Total Cost  [Model - )
ns FP FN /TCITotal  |ITCI Total  |Cost Ratio| %St R8O
False False False False Cost Cost
Positive  |Negative |Positive |Negative

20 144  44.72% 18.01% 43.99% 17.37% 0.73% 0.64%TClI TCI 1.02 1.03 TCI TCI

21 12 47.86% 5.00%  50.00% 0.00%  -2.14% 5.00%BenchmarkTCl 1.06 1.16 TCI* TCI*
23 36  45.09% 250% 47.11% 10.00% -2.02%  -7.50%BenchmarkBenchmark 0.83 0.75 Benchmark Benchmark|
28 72 4397% 11.07% 45.00% 13.21% -1.03%  -2.14%BenchmarkBenchmark 0.95 0.93 Benchmark Benchmark|
29 24  4567% 16.67% 41.94%  28.33% 3.73% -11.67%TClI Benchmark  0.89 0.80  Benchmark Benchmark?
30 12 50.00% 0.00%  47.86% 5.00% 2.14%  -5.00%TCI Benchmark  0.95 0.86  Benchmark Benchmark?
31 24 42.40% 6.67%  43.87% 6.67%  -1.47% 0.00%Benchmark- 0.97 0.97 Benchmark Benchmark?
35 24 4284% 15.00% 42.85% 16.67% -0.01%  -1.67%BenchmarkBenchmark  0.97 0.96 Benchmark Benchmark|
36 48  4358% 16.57% 42.39% 21.90% 1.18%  -5.33%TCI Benchmark  0.94 0.89  Benchmark Benchmark?
37 84  4515% 15.44% 43.63% 17.94% 152%  -2.50%TCl Benchmark 0.98 0.96 Benchmark Benchmark?
39 36  44.35% 7.50% 43.10%  23.00% 1.25% -15.50%TCI Benchmark 0.78 0.67 Benchmark Benchmark?
42 12 42.68% 10.00% 32.87%  20.00% 9.82% -10.00%TClI Benchmark  1.00 0.86  Benchmark Benchmark?
44 24 40.03% 20.00% 40.51% 28.33% -0.49%  -8.33%BenchmarkBenchmark  0.87 0.82 Benchmark Benchmark|
45 96 45.84% 14.67% 44.55% 16.12% 1.30%  -1.45%TCl Benchmark 1.00 0.98 Benchmark Benchmark?

47 12 4579%  15.00%  47.62% 0.00% -1.83%  15.00%BenchmarkTClI 1.28 1.59 TCI* TCI*
48 24 4117% 13.33% 39.88%  20.00% 1.29%  -6.67%TCI Benchmark ~ 0.91 0.85  Benchmark Benchmark?

53 12 34.08% 35.00% 39.53% 10.00% -5.45%  25.00%BenchmarkTCI 1.39 1.75 TCI* TCI*
55 24 45.40% 8.33% 45.67% 16.67% -0.27%  -8.33%BenchmarkBenchmark 0.86 0.79 Benchmark Benchmark|
57 24 46.60% 6.67%  45.40% 8.33% 1.20%  -1.67%TCI Benchmark ~ 0.99 0.97  Benchmark Benchmark?
58 180 45.09% 13.83% 44.76% 14.81% 0.33%  -0.97%TClI Benchmark  0.99 0.98  Benchmark Benchmark?
59 36 42.80% 16.50% 39.00%  25.50% 3.80%  -9.00%TCI Benchmark 0.92 0.84 Benchmark Benchmark
70 24 4554% 13.33% 42.99% 18.33% 255%  -5.00%TCI Benchmark 0.96 0.91 Benchmark Benchmark?

73 60 37.50% 27.68% 38.13% 27.08%  -0.64% 0.60%BenchmarkTCl 1.00 1.01  Benchmark  TCI*
75 12 48.10% 10.00% 33.68%  30.00%  14.42% -20.00%TCI Benchmark  0.91 0.73  Benchmark Benchmark?

*Better model determined based on the ratio of costs of FP and FN errors.

Table 21: Error Detection Performance for Continuous Substantive Analytical
Models with TCI and without TCI (Models 7 and 2)

Error Detection Ability - Alpha = 0.33
@ @)
Benchmark - Salest-1 Twitter - CI & GDPt-1 Benchmark - Cl 1) 12) 1) 12)
GDPt-1
Number of Difference | Difference Better Better |Benchmark [Benchmark |Better Better Mode
2-Digit SIC| Observatid Model - FRModel - FNTotal Cost  |Total Cost ~ |Model - N
ns FP FN /TCI Total  |/TCI Total  |Cost Ratio| Ot Rat0
False False False False Cost Cost
Positive  |Negative |Positive  |Negative
20 144 4327% 17.98% 41.72% 21.66%  156%  -3.67%TCI Benchmark ~ 0.97 0.93  Benchmark Benchmark?
21 12 39.53% 10.00% 45.00%  0.00% -5.47% 10.00%BenchmarkTCI 1.10 132 TCI* TCI*
23 36 46.16% 6.50% 44.53% 11.50% 1.63%  -5.00%TCI Benchmark  0.94 0.88  Benchmark Benchmark?
28 72 43.68% 15.83% 40.86% 20.24% 2.83%  -4.40%TClI Benchmark  0.97 0.93  Benchmark Benchmark?
29 24 49.07% 6.67% 42.09%  30.00% 6.98% -23.33%TClI Benchmark  0.77 0.61  Benchmark Benchmark?
30 12 36.73% 20.00% 39.53% 10.00% -2.80%  10.00%BenchmarkTCI 115 1.29 TCI* TCI*
31 24 40.85%  6.67% 39.22%  6.67%  1.63%  0.00%TCl - 1.04 1.03 TCI* TCI*
35 24 4415% 13.33% 4255% 10.00%  1.60%  3.33%TCl TCI 1.09 113 TCI TCI
36 48  44.23% 16.00% 41.56% 22.95% 2.67%  -6.95%TCI Benchmark  0.93 0.87  Benchmark Benchmark?
37 84 42.88% 19.55% 43.96% 16.19% -1.08%  3.36%BenchmarkTCl 1.04 1.07 TCI* TCI*
39 36 46.86%  250% 42.70% 14.00%  4.16% -11.50%TCI Benchmark  0.87 0.73  Benchmark Benchmark?
42 12 40.18% 20.00% 32.87% 20.00%  7.31%  0.00%TClI - 114 1.10 TCI* TCI*
44 24 4429% 16.67% 4554% 13.33% -1.24%  3.33%BenchmarkTClI 1.04 1.08 TCI* TCI*
45 96 45.00% 19.02% 44.89% 16.73%  0.10%  2.29%TCl TCI 1.04 1.06 TCI TCI
47 12 4552% 10.00% 47.62%  0.00% -2.10%  10.00%BenchmarkTCI 117 1.38 TCI* TCI*
48 24 4270% 13.33% 39.87% 18.33% 2.83%  -5.00%TCI Benchmark  0.96 091  Benchmark Benchmark
53 12 47.62% 0.00% 40.18%  20.00% 7.44% -20.00%TClI Benchmark  0.79 0.59  Benchmark Benchmark?
55 24 4811% 13.33% 46.72% 10.00%  1.38%  3.33%TCI TCI 1.08 112 TCI TCI
57 24 4387%  6.67% 46.47%  3.33% -2.60%  3.33%BenchmarkTCl 1.01 1.08 TCI* TCI*
58 180 45.44% 18.19% 45.15% 19.76%  0.29%  -1.57%TCI Benchmark  0.98 0.97  Benchmark Benchmark?
59 36 42.40% 7.50%  44.35% 750%  -1.94% 0.00%Benchmark- 0.96 0.97  Benchmark Benchmark?
70 24 4444% 20.00% 43.00% 20.00%  1.44%  0.00%TCl - 1.02 1.02 TCI* TCI*
73 60 33.89% 29.76% 36.70% 26.79% -2.82%  2.98%BenchmarkTCl 1.00 1.03 TCI* TCI*
75 12 46.05% 20.00% 34.08% 35.00% 11.97% -15.00%TCI Benchmark  0.96 0.83  Benchmark Benchmark?

*Better model determined based on the ratio of costs of FP and FN errors.
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Table 22: Error Detection Performance for Continuous Substantive Analytical
Models with TCI and without TCI (Models 9 and 3)

Error Detection Ability - Alpha = 0.33
3 ©
Benchma:R- Salest-1 Twitter - CI & AR Benchmark - Cl @) 12) @1 @2
Number of Difference| Difference Better Better (Benchmark |Benchmark [Better Better Mode
2-Digit SIC| Observatiq Model - FAModel - FNTotal Cost  |Total Cost  |Model - .
ns FP FN /TCITotal  |ITCI Total  |Cost Ratio| C°St Ra1
False False False False Cost Cost
Positive  |Negative |Positive |Negative
20 144 4421% 17.00% 4352% 17.66%  0.69%  -0.66%TCI Benchmark  1.00 0.99 TCI*  Benchmark
21 12 47.86%  500% 50.00%  0.00% -2.14% 5.00%BenchmarkTClI 1.06 1.16 TCI* TCI*
23 36 4453% 1250% 40.75%  17.50% 3.78%  -5.00%TClI Benchmark  0.98 0.92  Benchmark Benchmark?
28 72 37.85% 25.86% 37.73% 23.36%  0.12% 2.50%TCI TCI 1.04 1.06 TCI TCI
29 24 4255% 10.00% 45.40% 10.00% -2.85% 0.00%Benchmark- 0.95 0.96  Benchmark Benchmark
30 12 4297% 15.00% 42.97% 15.00%  0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark
31 24 39.71% 15.00% 39.71% 15.00% 0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark}
35 24 3836% 21.67% 39.88% 20.00% -1.52% 1.67%BenchmarkTCl 1.00 1.02 TCI* TCI*
36 48  4358% 18.00% 44.30% 18.00% -0.71% 0.00%Benchmark- 0.99 0.99  Benchmark Benchmark?
37 84  4359% 16.69% 43.50% 14.19%  0.08% 2.50%TClI TCI 1.04 1.07 TCI TCI
39 36 4290% 19.00% 38.77% 20.50%  4.14%  -1.50%TCI Benchmark  1.04 1.01 TCI* TCI*
42 12 32.87% 20.00% 36.37% 15.00%  -3.50% 5.00%BenchmarkTClI 1.03 1.10 TCI* TCI*
44 24 4269% 11.67% 43.14% 21.67% -0.45% -10.00%BenchmarkBenchmark  0.84 0.76 Benchmark Benchmark|
45 96 45.00% 19.13% 44.44% 13.62%  0.56% 5.52%TClI TCI 1.10 1.16 TCI TCI
47 12 4297% 15.00% 47.62%  0.00% -4.65%  15.00%BenchmarkTCl 1.22 1.53 TCI* TCI*
48 24 39.71% 16.67% 39.88% 20.00% -0.17%  -3.33%BenchmarkBenchmark  0.94 0.91 Benchmark Benchmark|
53 12 47.86% 5.00% 40.18%  20.00% 7.68% -15.00%TClI Benchmark  0.88 0.72  Benchmark Benchmark?
55 24 46.72% 10.00%  47.86% 6.67% -1.14% 3.33%BenchmarkTClI 1.04 1.09 TCI* TCI*
57 24 46.60% 6.67%  45.40% 8.33% 1.20%  -1.67%TClI Benchmark ~ 0.99 0.97  Benchmark Benchmark
58 180 46.24% 10.96% 45.34% 1542%  0.89%  -4.46%TCI Benchmark  0.94 0.89  Benchmark Benchmark?
59 36 43.00% 20.50% 43.87% 18.00% -0.87% 2.50%BenchmarkTCI 1.03 1.05 TCI* TCI*
70 24 4798% 10.00% 44.29%  15.00% 3.70%  -5.00%TClI Benchmark  0.98 0.92  Benchmark Benchmark?
73 60 40.54% 21.85% 40.60% 2351% -0.07%  -1.67%BenchmarkBenchmark  0.97 0.96 Benchmark Benchmark|
75 12 40.82% 30.00% 29.42% 30.00% 11.40%  0.00%TCI - 1.19 1.13 TCI* TCI*

*Better model determined based on the ratio of costs of FP and FN errors.

Table 23: Error Detection Performance for Continuous Substantive Analytical
Models with TCI and without TCI (Models 11 and 4)

Error Detection Ability - Alpha = 0.33

@ (11)
Benchmark - Salest-1| Twitter - Cl & AR & Benchmark - CI
AR & GDPt-1 GDPt-1 (1) (*2) @D (12)
Number of Difference | Difference Better Better |Benchmark |Benchmark [Better Better Model
2-Digit SIC| Observatiq Model - FRModel - FNTotal Cost |Total Cost  |Model - .
ns FP FN /TCITotal  |/TCI Total  |Cost Ratio| €%t Rat©
False False False False Cost Cost
Positive  |Negative |Positive |Negative
20 144  4380% 18.80% 42.68%  20.90% 112%  -2.10%TClI Benchmark  0.98 0.96  Benchmark Benchmark*
21 12 4239%  5.00% 36.01% 10.00% 6.38%  -5.00%TCI Benchmark  1.03 0.94 TCI*  Benchmark*
23 36  4527%  7.50% 45.27%  7.50% 0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*
28 72 40.64% 26.19% 39.50% 24.76% 1.14% 1.43%TCI TCI 1.04 1.04 TCI TCI
29 24 4147% 1833% 4387%  6.67% -2.40%  11.67%BenchmarkTCl 1.18 1.37 TCI* TCI*
30 12 36.73% 20.00% 36.73%  20.00% 0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*
31 24 4240%  6.67% 40.85%  6.67% 1.55% 0.00%TCl - 1.03 1.03 TCI* TCI*
35 24 3819% 20.00% 36.95% 28.33% 1.24%  -8.33%TClI Benchmark  0.89 0.84  Benchmark Benchmark*
36 48  42.33% 23.33% 40.78%  23.33% 1.55% 0.00%TCI - 1.02 1.02 TCI* TCI*
37 84  43.46% 13.89% 4456% 10.97% -1.10% 2.92%BenchmarkTCl 1.03 1.07 TCI* TCI*
39 36 3333% 3250% 35.67% 29.50% -2.34% 3.00%BenchmarkTClI 1.01 1.04 TCI* TCI*
42 12 32.87% 20.00% 32.87% 20.00% 0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*
44 24  4567% 16.67% 46.85% 13.33% -1.18% 3.33%BenchmarkTCl 1.04 1.07 TCI* TCI*
45 96 44.62% 18.28%  43.55%  18.34% 1.07%  -0.06%TCI Benchmark  1.02 1.01 TCI* TCI*
47 12 4552% 10.00% 47.62%  0.00% -2.10% 10.00%BenchmarkTClI 117 1.38 TCI* TCI*
48 24 4131% 15.00% 39.87% 18.33% 1.44%  -3.33%TCI Benchmark  0.97 0.93  Benchmark Benchmark*
53 12 47.62%  0.00% 39.85%  15.00% 7.77% -15.00%TCl Benchmark  0.87 0.68  Benchmark Benchmark*
55 24 4299% 18.33% 41.47% 18.33% 1.52% 0.00%TCI - 1.03 1.02 TCI* TCI*
57 24 46.34% 0.00% 45.13% 3.33% 1.21%  -3.33%TCl Benchmark  0.96 0.89  Benchmark Benchmark*
58 180 45.16% 15.92% 45.02%  17.00% 0.15%  -1.09%TCI Benchmark  0.98 0.97  Benchmark Benchmark*
59 36 41.06% 22.00% 40.95% 19.50% 0.11% 2.50%TClI TCI 1.04 1.06 TCI TCI
70 24 46.98% 16.67% 44.44%  20.00% 2.54%  -3.33%TCI Benchmark  0.99 0.95  Benchmark Benchmark*
73 60 38.13% 27.08% 41.17% 22.14% -3.04% 4.94%BenchmarkTClI 1.03 1.08 TCI* TCI*
75 12 4355% 25.00% 25.10% 35.00% 18.46% -10.00%TClI Benchmark  1.14 0.98 TCI*  Benchmark*

*Better model determined based on the ratio of costs of FP and FN errors.



Table 24: Error Detection Performance Summary of Continuous Substantive

Analytical Models with TCI for 24 Industries
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Cost Ratio Twitter Consumer Interest
1tol 1t02
D@3 |@|Q ]3] Q]| @
Model VS. | VS. | VS. | VS. | VS. | VS. | VS. | Vs.
G (] O |A)]| G) | (7) | (9) |(11)
continuous 1 1 95 | 19 | 14 | 5 | 13 | 11 | 12

SAP
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Tables B, 26, 27, and28 document the results of error detection performance for
continuous models that & TCS and that do not have TCS informatidiodels 6 and 1,
8 and 2, 1@nd 3, and 12 and 4 are compared in each tiblelation to error performance
ability for false positivesmodel 6can be more effective as it produces lower false positive
errorsfor 15 industries in comparison to models 8, 10, and 12, which produce lower false
positive errorsdr 12and 14 industries. The error detection performance for false negatives
is once again inferior to the performance of the benchmark models as thefiectieee
model with TCS, model 8, can achieve lower false negative errors for only 10 industries
The model that can lead to lower error rates for both types of errmoglel 8as it produces

lower error false positive and false negative error rates fiodustries.

The results related to the cost ratio analysis suggests that model 8 outperforms the
other models as it can achieve better detection performance for 13 industrighevbest
ratio is 1:1 or 1:2. Accordingly, these findings suggest thatet®can achieve superior
error detection performance under varying cost ratibable 29 summarizes thediter

performing models with TCS



Table 25: Error Detection Performance for Continuous Substantive Analytical

Models with TCS and without TCS (Models 6 and 1)

Error Detection Ability - Alpha = 0.33

@) (6)
Benchmark - Salest-]  Twitter - CS Benchmark - CS (L) @) | @y | @
Number of Difference| Difference Better Better |Benchmark |Benchmark |Better Better Mode
2-Digit SIC| Observatiq P N Model - FAModel - FNTotal Cost  [Total Cost  |Model - |- Cost Ratio
ns False False False False /TCS Total |/TCS Total |Cost Ratio
Positive  |[Negative |Positive  |Negative Cost Cost
20 144 4472% 18.01% 44.00% 17.85%  0.73%  0.16%TCS TCS 101 101 TCS TCS
21 12 4786%  5.00% 41.14% 3500%  6.72% -30.00%TCS Benchmark  0.69 0.52  Benchmark Benchmark?
23 36 4509%  250% 4599%  2.50%  -0.90% 0.00%Benchmark- 0.98 0.98  Benchmark Benchmark?
28 72 4397% 11.07% 43.63% 13.69%  0.34%  -2.62%TCS Benchmark  0.96 0.93  Benchmark Benchmark?
29 24  4567% 16.67% 45.67% 16.67% 0.00% 0.00%- 1.00 1.00  Benchmark Benchmark
30 12 50.00%  0.00% 48.10% 10.00% 1.90% -10.00%TCS Benchmark  0.86 0.73  Benchmark Benchmark?
31 24 4240% 6.67% 39.22%  6.67%  3.18%  0.00%TCS 1.07 1.06 TCS* TCS*
35 24 42.84% 15.00% 42.84% 15.00%  0.00%  0.00%- - 1.00 1.00  Benchmark Benchmark?
36 48  4358% 16.57% 44.22% 14.95%  -0.64% 1.62%BenchmarkTCS 1.02 1.03 TCS* TCS*
37 84  4515% 15.44% 45.04% 12.44%  0.12%  3.00%TCS TCS 1.05 1.09 TCS TCS
39 36 4435%  750% 42.60% 11.50% 1.75%  -4.00%TCS Benchmark  0.96 0.90  Benchmark Benchmark?
42 12 4268% 10.00% 32.87% 20.00% 9.82% -10.00%TCS Benchmark  1.00 0.86  Benchmark Benchmark
44 24 40.03% 20.00% 41.31% 15.00% -1.29%  5.00%BenchmarkTCS 1.07 112 TCS* TCS*
45 96 45.84% 1467% 43.91% 17.46% 1.94%  -2.80%TCS Benchmark  0.99 0.95  Benchmark Benchmark
47 12 4579% 15.00% 48.33% 15.00% -2.55% 0.00%Benchmark- 0.96 0.97  Benchmark Benchmark?
48 24 4117% 1333% 39.54% 11.67%  1.63% 1.67%TCS TCS 1.06 1.08 TCS TCS
53 12 34.08% 35.00% 42.97% 15.00% -8.89%  20.00%BenchmarkTCS 119 143 TCS* TCS*
55 24 4540%  833% 44.01%  8.33% 1.39%  0.00%TCS 1.03 1.02 TCS* TCS*
57 24 46.60% 6.67% 41.32% 16.67% 5.27% -10.00%TCS Benchmark  0.92 0.80  Benchmark Benchmark
58 180 45.09% 13.83% 44.41% 1514%  0.68%  -1.30%TCS Benchmark  0.99 0.97  Benchmark Benchmark?
59 36  42.80% 16.50% 42.80% 15.50%  0.00% 1.00%TCS TCS 1.02 1.03 TCS TCS
70 24 4554% 13.33% 44.29% 16.67% 1.24%  -3.33%TCS Benchmark  0.97 0.93  Benchmark Benchmark?
73 60 3750% 27.68% 39.29% 23.04% -1.79%  4.64%BenchmarkTCS 1.05 1.09 TCS* TCS*
75 12 48.10% 10.00% 48.10% 10.00%  0.00%  0.00%- 1.00 1.00  Benchmark Benchmark?

*Better model determined based on the ratio of costs of FP and FN errors.

Table 26: Error Detection Performance for Continuous Substantive Analytical

Models with TCS and without TCS (Models 8 and 2)

Error Detection Ability - Alpha = 0.33

@ ®)
Benchmark - S8 Tuite - s & Gppr1— BN -CS (1) w | an | @2
Number of Difference | Difference Better Better |Benchmark |Benchmark |Better Better Mode
2-Digit SIC| Observatid P N Model - FAModel - FNTotal Cost  |Total Cost ~ |Model - |- Cost Ratio
ns False False False False lg CS Total lg CS Total |Cost Ratio
Positive  |Negative |Positive  |Negative ost ost
20 144 4327% 17.98% 43.88% 15.18% -0.60%  2.80%BenchmarkTCS 1.04 1.07 TCS* TCS*
21 12 3953% 10.00% 39.21%  5.00%  0.32%  5.00%TCS TCS 112 121 TCS TCS
23 36 46.16%  6.50% 44.25%  5.00%  1.91%  1.50%TCS TCS 1.07 1.09 TCS TCS
28 72 4368% 15.83% 41.90% 20.07% 1.79%  -4.24%TCS Benchmark  0.96 0.92  Benchmark Benchmark?
29 24 49.07%  6.67% 49.07%  6.67%  0.00%  0.00%- - 1.00 1.00  Benchmark Benchmark
30 12 36.73% 20.00% 40.50% 25.00% -3.77%  -5.00%BenchmarkBenchmark  0.87 0.85 Benchmark Benchmark|
31 24 40.85%  6.67% 40.85%  6.67%  0.00%  0.00%- - 1.00 1.00  Benchmark Benchmark
35 24 4415% 13.33% 41.17% 1333%  2.99%  0.00%TCS - 1.05 1.04 TCS* TCS*
36 48  4423% 16.00% 44.86% 14.67% -0.63%  1.33%BenchmarkTCS 1.01 1.03 TCS* TCS*
37 84  42.88% 19.55% 44.40% 16.97% -1.53%  2.58%BenchmarkTCS 1.02 1.05 TCS* TCS*
39 36 46.86% 250% 47.78% 5.00% -0.92%  -2.50%BenchmarkBenchmark  0.94 0.90 Benchmark Benchmark
42 12 40.18% 20.00% 37.45% 30.00%  2.72% -10.00%TCS Benchmark  0.89 0.82  Benchmark Benchmark?
44 24 4429% 16.67% 44.44% 20.00% -0.14%  -3.33%BenchmarkBenchmark  0.95 0.92 Benchmark Benchmark|
45 96 45.00% 19.02% 44.30% 18.86%  0.70%  0.16%TCS TCS 1.01 1.01 TCS TCSs
47 12 4552% 10.00% 45.52% 10.00%  0.00%  0.00%- - 1.00 1.00  Benchmark Benchmark?
48 24 4270% 13.33% 41.01% 10.00%  1.69% = 3.33%TCS TCS 1.10 1.14 TCS TCS
53 12 47.62% 0.00%  45.26% 5.00% 2.36%  -5.00%TCS Benchmark  0.95 0.86  Benchmark Benchmark}
55 24 48.11% 13.33% 46.85% 13.33%  1.25%  0.00%TCS - 1.02 1.02 TCS* TCS*
57 24 4387%  6.67% 42.40%  6.67%  147%  0.00%TCS - 1.03 1.03 TCS* TCS*
58 180 45.44% 18.19% 44.24% 1514%  1.20%  3.05%TCS TCS 1.07 1.10 TCS TCS
59 36 42.40% 7.50% 4536% 10.00% -2.96%  -2.50%BenchmarkBenchmark  0.90 0.88 Benchmark Benchmark|
70 24 4444% 20.00% 43.14% 21.67% 130%  -1.67%TCS Benchmark  0.99 0.98  Benchmark Benchmark
73 60 33.89% 29.76% 37.35% 24.82%  -3.46%  4.94%BenchmarkTCS 1.02 1.07 TCS* TCS*
75 12 46.05% 20.00% 50.00%  0.00% -3.95%  20.00%BenchmarkTCS 1.32 1.72 TCS* TCS*

*Better model determined based on the ratio of costs of FP and FN errors.
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Table 27: Error Detection Performance for Continuous Substantive Analytical
Models with TCS and without TCS (Models 10 and 3)

Error Detection Ability - Alpha = 0.33
(©)] (10)
Benchma/r_\kR- Salest-1 Twitter - CS & AR Benchmark - CS 1) a2 1) 12)
Number of Difference | Difference Better Better |Benchmark |Benchmark |Better Better Mode
2-Digit SIC| Observatiq P N Model - FRModel - FNTotal Cost |Total Cost ~ [Model - |- Cost Ratio
ns /TCS Total |/TCS Total |Cost Ratio
False False False False Cost Cost
Positive  |Negative |Positive |Negative
20 144 44.21% 17.00% 44.77% 13.40% -0.56%  3.60%BenchmarkTCS 1.05 1.09 TCS* TCS*
21 12 47.86%  5.00% 46.31% 25.00%  1.55% -20.00%TCS Benchmark  0.74 0.60  Benchmark Benchmark?
23 36 4453% 1250% 43.59% 12.50%  0.95%  0.00%TCS - 1.02 1.01 TCS* TCS*
28 72 37.85% 25.86% 38.37% 24.79%  -0.52% 1.07%BenchmarkTCS 1.01 1.02 TCS* TCS*
29 24 4255% 10.00% 41.01% 10.00%  1.54%  0.00%TCS - 1.03 1.03 TCS* TCS*
30 12 4297% 15.00% 46.05% 20.00% -3.07%  -5.00%BenchmarkBenchmark  0.88 0.85 Benchmark Benchmark|
31 24 39.71% 15.00% 42.70% 13.33%  -2.99% 1.67%BenchmarkTCS 0.98 1.00 Benchmark TCS*
35 24 3836% 21.67% 38.36% 21.67%  0.00%  0.00%- - 1.00 1.00  Benchmark Benchmark!
36 48  4358% 18.00% 44.44% 22.00% -0.86%  -4.00%BenchmarkBenchmark  0.93 0.90 Benchmark Benchmark
37 84 4359% 16.69% 42.79% 17.53%  0.80%  -0.83%TCS Benchmark  1.00 0.99  Benchmark Benchmark?
39 36 4290% 19.00% 41.89% 19.00%  1.01%  0.00%TCS - 1.02 1.01 TCS* TCS*
42 12 32.87% 20.00% 32.87% 20.00%  0.00%  0.00%- - 1.00 1.00  Benchmark Benchmark
44 24 4269% 11.67% 42.55% 10.00%  0.14% 1.67%TCS TCS 1.03 1.06 TCS TCS
45 96 45.00% 19.13% 43.07% 22.76% 1.93%  -3.63%TCS Benchmark  0.97 0.94  Benchmark Benchmark?
47 12 4297% 15.00% 45.52% 10.00% -2.55%  5.00%BenchmarkTCS 1.04 111 TCS* TCS*
48 24 39.71% 16.67% 37.83% 11.67%  1.88%  5.00%TCS TCS 1.14 1.19 TCS TCS
53 12 47.86% 5.00% 40.18%  20.00% 7.68% -15.00%TCS Benchmark  0.88 0.72  Benchmark Benchmark
55 24 46.72% 10.00% 4554% 13.33% 1.19%  -3.33%TCS Benchmark  0.96 0.92  Benchmark Benchmark
57 24 4660%  6.67% 4240% 6.67%  4.19%  0.00%TCS - 1.09 1.08 TCS* TCS*
58 180 46.24% 10.96% 44.41% 1541%  1.83%  -4.45%TCS Benchmark  0.96 0.91  Benchmark Benchmark?
59 36 43.00% 20.50% 42.30% 27.00% 0.70%  -6.50%TCS Benchmark  0.92 0.87  Benchmark Benchmark?
70 24 47.98% 10.00% 4554% 13.33% 2.45%  -3.33%TCS Benchmark  0.98 0.94  Benchmark Benchmark
73 60 4054% 21.85% 42.29% 20.24%  -1.75% 1.61%BenchmarkTCS 1.00 1.02  Benchmark TCS*
75 12 40.82% 30.00% 45.79% 15.00%  -4.97%  15.00%BenchmarkTCS 1.17 1.33 TCS* TCS*

*Better model determined based on the ratio of costs of FP and FN errors.

Table 28: Error Detection Performance for Continuous Substantive Analytical
Models with TCS and without TCS (Models 12 and 4)

Error Detection Ability - Alpha = 0.33

4 (12)
Benchmark - Salest-1| Twitter - CS & AR & Benchmark - CS
AR & GDPt-1 GDPt-1 (2:1) 2 &0 (2)
Number of . . Better Better |Benchmark |Benchmark |Better
2-Digit SIC| Observatiq Dlﬁe':rgnce D|ffe'3:r§nce Model - FAModel - FNTotal Cost  |Total Cost ~ |Model - Bgtter MOQe‘
ns /TCS Total |[TCS Total ~|Cost Rati~ %St Rat
False False False False Cost Cost
Positive  |Negative |Positive  |Negative
20 144 4380% 18.80% 44.42% 16.58%  -0.62% 2.21%BenchmarkTCS 1.03 1.05 TCS* TCS*
21 12 4239%  5.00% 39.21%  5.00% 3.18% 0.00%TCS - 1.07 1.06 TCS* TCS*
23 36  45.27% 7.50% 42.80%  16.50% 247%  -9.00%TCS Benchmark  0.89 0.80  Benchmark Benchmark*
28 72 40.64% 26.19% 40.43% 22.62%  0.21% 3.57%TCS TCS 1.06 1.09 TCS TCS
29 24 41.47% 18.33% 41.47% 18.33%  0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*
30 12 36.73% 20.00% 40.50% 25.00% -3.77%  -5.00%BenchmarkBenchmark  0.87 0.85 Benchmark Benchmark
31 24 42.40% 6.67%  41.00% 8.33% 1.40%  -1.67%TCS Benchmark  0.99 0.97  Benchmark Benchmark*
35 24 38.19% 20.00% 38.19% 20.00%  0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*
36 48  42.33% 23.33% 40.13%  25.62% 2.20%  -2.29%TCS Benchmark  1.00 0.97  Benchmark Benchmark*
37 84  43.46% 13.89% 43.04% 13.42%  0.42% 0.47%TCS TCS 1.02 1.02 TCS TCS
39 36 3333% 3250% 31.95% 32.50% 1.38% 0.00%TCS - 1.02 1.01 TCS* TCS*
42 12 32.87% 20.00% 32.87% 20.00% 0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*
44 24  4567% 16.67% 45.67% 16.67%  0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*
45 96 44.62% 18.28% 42.93% 21.01% 1.69%  -2.73%TCS Benchmark  0.98 0.96  Benchmark Benchmark*
47 12 4552% 10.00% 45.52%  10.00% 0.00% 0.00%- - 1.00 1.00 Benchmark Benchmark*
48 24 41.31% 15.00% 41.01% 10.00%  0.30% 5.00%TCS TCS 1.10 117 TCS TCS
53 12 47.62% 0.00%  45.26% 5.00% 2.36%  -5.00%TCS Benchmark  0.95 0.86  Benchmark Benchmark*
55 24 42.99% 18.33% 42.99% 18.33%  0.00% 0.00%- - 1.00 1.00  Benchmark Benchmark*
57 24 46.34% 0.00%  42.40% 6.67% 3.94%  -6.67%TCS Benchmark  0.94 0.83  Benchmark Benchmark*
58 180 45.16% 15.92% 43.88% 16.22% 1.29%  -0.31%TCS Benchmark  1.02 1.01 TCS* TCS*
59 36 41.06% 22.00% 39.11% 27.00% 1.95%  -5.00%TCS Benchmark  0.95 0.91  Benchmark Benchmark*
70 24 46.98% 16.67% 44.44%  20.00% 2.54%  -3.33%TCS Benchmark  0.99 0.95  Benchmark Benchmark*
73 60 38.13% 27.08% 38.75% 26.19%  -0.62% 0.89%BenchmarkTCS 1.00 1.01 TCS* TCS*
75 12 43.55% 25.00% 45.52% 10.00%  -1.97%  15.00%BenchmarkTCS 1.23 1.43 TCS* TCS*

*Better model determined based on the ratio of costs of FP and FN errors.



Table 29: Error Detection Performance Summary of Continuous Substantive
Analytical Models with TCS for 24 Industries
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Cost Ratio Twitter Consumer Sentiment
lto1l l1to 2
(0 T T 4 I € B I I I 7 I I ) I A €Y
Model VS. | VS. | VS. | VS. | VS. | VS. | vS. | Vs.
6) | 8) |(10)|(12)| (6) | (8) | (20) |(12)
Continuous -
SAP 10 | 13 | 10 | 9 10 | 13 | 12 | 9
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Taken together, the results of the error detection performance indicate that
continuous SAPsnodels 7 and with TCl or TCS are more effective. These findings
indicate that auditorsan benefit from incorporating TCor TCSin SAPs that contain
timelier information (onemonthlag instead of twelvenonths lag). Benchmark models
would be more appropriate if auditarslize prior year information in SAPs (i.e. traditional
SAPs with no Twitter information). However, developing SAPs with prior year
information would generally reducthe predictionability of the benchmark models.
Consequently, auditors could benefitorfr implementing theproposed continuous
analytical modelso fully exploit the benefits of SAPs, especially model 7, which cositai
timelier sales and GDhformation and TClto experience improved prediction and error
detection performance under varyiogst ratios as this is the model that is superior for

most of the industrieim the sample

To summarize, the findings of error detection performance parallel those of
prediction performance as model 7 with TCI information can be more effective in
generang superior predictions and at the same time, achieving superior error detection
performance under varying cost ratios (model 11 can be effective for prediction and error
detection performance, but only when false positives are equally expensive as false
negatives, 1:1 cost ratio) for most industriese§éhfindingsndicatethat TCI information
has incremental value even when more traditional external information, such as lagged

GDP, is added to the SAP.

2.6. Additional Analysis
4-Digit SIC Analysis
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To provide a general view of prediction and error detection performance, this study
presentghe resultsfor 88 firms that are aggregated by th2idigit SIC industry codes.
Thus, results for 24 industries are documenfggregating firms into their dligit SIC
industry codes can provide a more specific view of prediction and error detection
performancéy industry The caveat with this analysis however, is Btabf the 88 firms
that meet the sample criteria form 1 indusipythemselvesWhen firms are gearated by
their 4digit SIC industry code, the sample consists of 46 indusBi@m{ustries that are
made up by one firm antl6 industries that are made up by more than one fifthg
appendix , Tabl&0displays the descriptive statistics byt SIC industry codeResults

byf i r nmudgyid SICGindustry codesire presentefibr comparability purposes.

As presented in Tabl&d and32, the results indicate that the better model between
TCland TCS with respect to traditional SAPs is model 5, wisiclbie to generate superior
sales predictions for 29 of the 46 industries. The results for continuous SAPs are presented
in Tables33 and 34. With respect to continuous SAPs with TCI and TCS, the results
indicate that models 11 and 12 generate superi@s saledictions for 41 industries
followed by model 7, which is superior for 39 industrieisese findings indicate that even
after firms are aggregated by theidiit SIC industry code, the results do not substantially

change.

Table35displays the coiparative results by-digit and 2digit SIC industry code.
The results parallel those that are documented for-thgi2SIC industry code analysis
that the prediction performance improves for the models that cdimtegher information,
especially fo models 5, 7, 8, 11, and 12. In addition, whienrelative performance of 4

digit and 2digit SIC industry code ixompared the findngs suggest thamodel 5
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experiences a large decreaseiiadiction performancef 10%for traditional SAPsand
model 9 experiences a large increase in prediction performahd®% for continuous

SAPs,while the remaining models experience a slight decrease.

The results of error detection performancetfaditional SAPs withTCl and TCS
are preented in Table86, 37,38, 39, 40, 41, 42and43. With respect to the model that
achieves lower false positive and lower false negative error rates, the results suggest that
model 11 is the better performess it produces lower error rates for both types of errors for
7 of theindustries, whereas the benchmark models are able to achieve at most better error
detection performance for 6 of the industrigghen the cost ratio is examoht® determine
the overall error detection performance of the moddis, findings indicate thathe
benchmark models are the better performers than models with TCl or TCS. The results of
error detection performance for continuous SAPs with TCI and TCS are displayed in
Tables44, 45, 46, 47, 48, 49, 5a8nd51. In this case, the results indicate thahchmark
model 1 is more effective as it can achieve lower error rates for 7 industirethe cost
ratio analysis howevethe benchmark models are the better performers than models with

TClor TCS.

Taken together, the results of th®®it SIC erra detection performance analysis
indicate that error detection performance is dilutedich could be attributedo the fact
that about two thirds of the-Bigit SIC industries are made g one firm Table 52
presents the comparative results bylidit and 2digit SIC industry codeBenchmark
models outperform models with TCI or TCS, for traditional SAdsl moded 7 and 8
outperform benchmark model$or continuous SAPsWhen the relative differences

between the Digit SIC versus the-Digit SIC analyss are comparedhe error detection
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performance of the models with TCI or TCS deteriorates as there are substantial decreases
in the overall error detection performance of models with TCI or fbE8aditional SAPs

or continuous SARsThese decreases @mror detection performance can be attridute

single firms that make up 30 tife46 4-Digit SIC industriesmore firms would be needed

in order to obtain a more general view of the error detection performance by industry

Advertising Expense

Twitter can beuseful as a marketing mechanism (Burton and Soboleva 2011) when
advertising is limited (Tang 201 7)herefore, it iexpectedhatthe predictive performance
of models that have TCI or TCS would inéerior when compared to benchmark models
that conain information related to advertisirexpenditures To test this expectation,
information related to advertising expense is extracted from the fundamentals annual
Compustat databasks the advertising expense for many firms was not disclosed for 2012,
this yearis excluded from the analysiglonthly advertising expenss interpolated for the
period of 2013 to 2017 by calculating the ratio of monthly sales to annual sales.
Subsequently, in order to estimate the monthly expense, the ratanttly saleso annual
sales is multiplied by the annual advertising expense. The analysis for prediction and error
detection performances presented by-Bigit SIC for continuous SAPas thesavere

deemed to be more effective than traditional SAPs

Tables 53 and 54 document the results for models with TClI and TCS and
benchmark models that include advertising expense as an explanatory vahabksults
indicatethat the prediction performance of models 5 and 9, with TCI, and 6 and 10, with
TCS are inferior to benchark models 1 and 3, which contain fispecific information of

lagged sales and lagged advertising expense, or laggedAfR|emdlaggedadvertising
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expense. Accordingly, these results indicate that information from Twitter is not a
substitute for frms 6 a d v e r t i ,swhichgarallefsifiridings tocumensed in prior

research (Tang 2017)

Interestingly,models 7 and 11, with TCI, and 8 and 12, with TCS, are superior to
benchmark models 2 and 4, which contain lagged sales, lagged GDP, and lagged
advertising expense, or lagged sales, lagged GDP, AR, and lagged advertising expense.
These findingsndicate that although the predictive performance of models withof ClI
TCSis limited for firms thatincur advertising expenditure$witter information ha the
potential tocomplementmodels withmacroeconomic informatioby producing better
salespredictionsthan models that contain macroeconomic information and advertising
information but no Twitter information Overall, the resultsubstantiate the evidee
provided in prior research about the value of traditional as well as the value of

nontraditionakexternal information.

The results of error detection performance for models with TCl and TCS and
benchmark models that contain advertising informatiordaceimented in Tablesb, 56,
57, 58, 59, 6061,and62. In generalthe results suggest that continuous SAPs that contain
TCIl or TCS generate lower false negatameor rates especially models 5 and han
benchmark models that contain advertising rimfation. On theother hand, benchmark
models in particular models 1 and groduce lower false positive ermatesthan models
with TCI or TCS.To evaluate the overall error detection performance of the models, the
cost ratio of false positive to falsegative errors is examinedonsequently, model&nd

model 8 arethe more effective modelas they experience improved error detection
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performance fofl1 industries when the cost ratio is 1:1, or f@rnddustries when the cost

ratio is 1:2.

The present results for prediction and error detection performance provide
evidence that although Twitter i nformati on
initiatives, it has the potential to provide superior prediction and error detection
performancewhenincorporated inrmodelsthat containtraditional external information

such as GDP

2.7. Conclusion
Social media information has the potential to serve as an independent source of

audit evidence. Social media information proxies of consumer interestéisfaction are
correlated with sales and could be wused as
auditors could potentially utilize this information to enhance the power of traditional and

continuous substantive analytigabcedures.

For prediction performance, the results suggest that continuous SAPs with prior
month sales, prior month GDP and TCI or TCS, or continuous SAPs with prior month
sales, prior month GDP, AR and TCI or TCS, produce superior sales predictions than the
benchmark mdels that do not incorporate TCI or TCS. However, for auditors to fully
exploit the benefits of SAPs, itis also important to examine the error detection performance
of the models. For error detection performance, the results indicate that continuous SAPs
that contain prior month sales, prior month GDP and TCIl or TCS outperform the
benchmark models as they can achieve superior error detection performance under varying
cost ratios. Accordingly, the more effective model for both prediction and error detectio

performance is the model with prior month sales, prior month GDP and TCI as it can
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produce superior prediction and error detection performance for most of the industries that
are examined. Collectively, the findings in this paper offer valuable insigintserning

the role of nontraditional, social media, information in a variety of analytical procedures.
Thus, indicating that social media information could be utilized as a potential source of

audit evidence.

This paper contributes to the auditing la#emre in analytical procedures by
investigating the incremental contribution of information that is generated byptuities
on social media platforms. The evidence presented in this paper may be useful to audit
researchers, practitioners, and standetters as they evaluate the relevance of new forms
of external nonfinancial information in enhancing audit qualliyis paperhasa few
limitations. First, monthly observations astimatedrom quarterly observations. While
this interpolation method h&gen appliedh prior research, it is possible that the estimated
monthly amounts do not entirely reflect actual recorded account bal@heesfore, future
research could examine the value of social media information on a disaggregated dataset
of actual recorded balancesSecond, this study focuses on 24 busiesonsumer
industries, as these are the industries that satisfied all sample requirdm@ntvide a
general view of prediction and error detection performance at the industry Retale
research could incorporate more industries to this analysis and further assess the value of
social media information. Third, only one social media platform is examined. Future
research could expand this analysis by evaluating the incremental value ofaitbor

from other social media platforms.



68

Chapter 3. Redesigning the Audit ProcessTowards Robotic
Audit Process Automation

3.1.Introduction

Auditing, by and large, remains an artisanal proegssre audit firm manuals,
testing templates, supporéigoftware, and ad hoc judgmeoollectively generate an audit
opinion (Moffitt, Vasarhelyi, and Rozario 2018)hile useful, these audit tools do not
fully exploit the benefits of technology in achieving process formalization and potentially
higher qualiy audits. Public accounting firmere increasingly recognizing tipotential
impact of utilizing technology to perforinetteraudits (Titera 2013; ppelbaum et al.
2017). Technologypased audit technigues such as deep learning forriskugissessments
and rulesbased functions for substantive audit testiraye been studied by academics and
audit professionals (Issa, Sun, and Vasarhelyi 2016), however, these techniques reflect the
direct automation of manual audit taksd do not present a systematpproach for the
integration of these elements into a waithestrated audit proces€Xonversely, merging
research in the area of RRdbotic process automati@utomation¥for auditingsuggests
that this technology caachieve near entb-end procesautomation while at the same time

shifting the responsibilities of auditotswards more valuadded tasks

RPAis being explored by the PCAOB and public accounting firmesnasmerging
technology thatanfundamentally transform the financial reporting@ess and aiutihg

(Cooper et al. 20181amm2018).RPA certainly has the potential to evolve auditing but

I These technologpased audit techniques consist of algris that can achieve the automatid tasks.

2 Moffit et al. 2018 and Cooper et al. 2018 share the viewithaddition to having the capability of
automating a procesRPA can repurpose the role of auditors by automating repetitive and structured work
that is time consuming
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by itself is not sufficient as itan conduct work the same way that human auditors do, i.e.
RPAreflects the mermechanization of audit taskMoffitt et al. (2018) indicate that with

the advent of RPAgld auditprocesses should be redesigrEuis notion is supported by
existing literature inprocess redesigwhich documentsthat leveraging technology to
rethink a process can improve its effroty and effectiveneg$iammer 1990; Davenport
and Short 1990)Consequentlyit is importantto explorethe impact oftechnological
process reframingusingRPA. To explore the evolution aduditing as groduction ling

this essay aims tforeseethe fuure of audit by introducing and applying a methodology

for the redesign of the audit process using RPA.

While audit automations not a new concept as it fistnerged in the 1980s (e.g.
Vasarhelyi 1984; @omer and Murthy 1989)he rethinking of the audprocess as a result
of automation remains underexplored. The audit process can be described as a system that
contains a series doflements that are interdependent and function as a wkiole (
Bertalanffy 1968). In practice however, auditing is a labdensive process that is
composed of elementhat are often nointegrated(Moffitt et al. 2018) As audiing
evolves to closely integrate intodigital business environment, it is important to rethink
the audit process by envisioning a systematic aridavehestrated audit approach that is
facilitated by technology, this process is referred toRA®A (robotic audit process

automation).

3 Technobgical process reframing (TPR) is defined as the rethinking of the audit process in light of new
technologies (Issa et al. 2016)
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RAPA can be defined asrertinvasive andgystematic methothat can be usetd
integrate interactiyp audit tasksy leveragingtechnology. RAPA has the potential to
transformauditing by eliminating a number ofanutasksthat are repetitivestructured
and time consumingAccordingly, this paper proposes a frameworkR&PA based on
existing methodologiesproposd in the RPA and process redesign literatiRPA is
described as fia type of software that mi mi
a task within a process. It can do repetitive stuff more quickly, accurately, and tirelessly
than humans, freen t hem t o do ot her taskso (McKins
process is mechaed but is left intacasRPA software replacdgbe workthathuman users
perform Process redesigon the other hand is defined as ustaghnologyto redesign
existing busiess processes (Hammer 19B@venport and Short 19R0Process redesign
focuses on improving process performance by streamlining processes (IBM 2017). Hence,
it is important to explore the synergies of RPA and process redesigiiain useful

insights iro the impact of these paradigms on audit quality.

To guide the presentation of the proposed framework and its implementation, this
paper adapts a design science approach (Peffers et al. 2007). Design science research

entails the following sixlassifiations

1) Problem identification and motivation,
2) Define objective of a solution,
3) Design and development of an artifact,

4) Demonstration of the solution,

4RPAdoes not require programming knowledge aad achieve end to end process automation through
the presentation layer (Liag, Willcocks, and Craig 2015; Moffitt et al. 2018). When aeglto auditing,
RPA can form theudit production line asnvisioned byssa et al. 2016.
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5) Evaluation of the solution, and

6) Communication of the results
The framework propged in this paperamsists of six phases.Phase 1 consists of
developing the vision and process objectives. Phasengists of identifying an audit
processsuitable for automation. Phaseeftails understanding the augitocess to be
automated. Phasecénsists of designing and plementing an ADS (audit data standard)
to collect audit relevant attribut@s a consistent format for testing. Phasedpsists of
designing and implementing audit appgsnally, Phase 6 consists of feedback and

evaluation

The incorporation of the AD&s part of the procedbe utilization othe Microsoft
Accessaudit app hat automatically execuddests on thdull populationof accounting
records and the utilization ofhe RPA audit appto connect these otherwise disintegrated
process activitieglenotethe ralesignof the audit proces The ADS facilitates a systematic
approach for the collection and preparation of audit evidehedit queries that function
asanauditappare preprogrammed into Microsoft Accegss audit apganautomatically
execute audit tests amelst the full population of records near reatime. The ADS and
the Microsoft Access audit app aréggrated with RPAo achieve near er-end audit
process automatiorifaken together, the redesigning of the audit processyURPA

technology represeiat substantial departure from traditional auditing methods

To examine the viability of the framework, the loan testing asuditprocess of a

publicaccounting firm is automated. The resoltshe framework implementatiqgprovide

5 For more information on the Audit Data Standard initiative please refer to:
https://www.aicpa.org/content/dam/aicpa/interestareas/frc/assuranceadvisoryservices/downloadabledocume
nts/auditdatastandads-gl-august2013.pdf


https://www.aicpa.org/content/dam/aicpa/interestareas/frc/assuranceadvisoryservices/downloadabledocuments/auditdatastandards-gl-august2013.pdf
https://www.aicpa.org/content/dam/aicpa/interestareas/frc/assuranceadvisoryservices/downloadabledocuments/auditdatastandards-gl-august2013.pdf
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evidence thait is useful inguiding theapplication ofRAPA. Specifically,four of the five
audit tasks related to the losting audit suiprocessvere automateby applying process
redesigrusingRPA. RPAsoftwarewas utilized to facilitatéhe execution of audievidence
collectionactivities,the ransfer of the standardized audit evidetewdlicrosoft Access

and the execution of prejgrammed Microsoft Access queries that automatically execute
full populationaudit testsCollectively, the ouput of the framework indicates that it can

achieve the intended objectisénearendto-endaudit procesautomation.

This study hasto main contributions. First, it provides insiglmito how audit as
a process, can transform itself to achieve antapdbduction lineby proposing a
framework forRAPA that isfoundedon existing methodologies for RPA and business
process redesign (Davenport and Short 1990; Attaran; 200fit et al. 2018) Second,
this paper provides guidance for the application efftamework by implementing it to
the loan testing aud#tubprocess of @ublicaccounting firm. Whilesomeresearch studies
have examined the redesighaudit processes (e.g. Vasarhelyi and Halper 1991; Alles,
Brennan, Kogan, and Vasarhelyi 2006; IssadaKogan 2014)more research is needed t

explore the potential of erd-end process automation

This studyprovides useful insights tacademicsaudit practitioners, standard
setters and regulatoby expandinghe literature on the impact efmergingtechnologies
on auditing through a practicaapplication of the proposed framewoiMoreover,this
paper can inform audit practitioners tre application of RPA to auditing and provide
some clarity on the feasibility of RPA implementation to actual amdjagements and on

how existing audit methodologies should be revisedhether new methodologies should
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be created to rkdct the use of RPAroauditing.Finally, this paper can help inform

standaresetters and regulators on whether there is a needigestandards.

The remaining sections of this paper are divided as follows. Section 2 presents a
background on RPA armutocess redesigisection 3 describes the proposed framework for
RAPA. The implementation of the framework is described in Sectidastly, Section 5

concludes the study and providegygestions$or future research.

3.2.Background on RPA andProcessRedesign

3.2.1.RPA
RPA is described as taking the robot out of the human by automating repetitive,

manual, and structured tasks (Mokey 2016).The IEEE Standards Association defines
Robotic Process A aprecondigured softwdreRiRstance thas usesi
business rules and predefined activity choreography to complete the autonomous execution

of a combination of processestidgities, transactions, and tasks in one or more unrelated
softwaresystems to deliver a result or service with human exception manag@EERt

Corporate Advisory Group, 201700 These preconfigured softw
work that humans perform. It is important to note that RPA is a software robot and not a
physical (hardware) robot that resides on top of the information technology infrastructure

and that connects otherwise separated process activities

RPA is differentfrom other automation paradigms. First, RPA performs specific
tasks in the same way that humans gar. example, to check email the RPA bot would
follow the actions to click on the internet browser, type the email website, enter login
credentials, and opaeamail messages&.igure? illustrates these RPA taskSecond, RPA

IS nonrinvasive as irepresents a set of overlay softwénat resides on the presentation
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layer andconnects disintegrateattivities and software toots form a smooth automated
procesqLacity, Willcocks, and Craig 201%R0zario and Vasarhelyi 20bB This allows
organizations to implement RPA without having to remodel the existing IT infrastructure.
Third, RPA generally does not require programming skillseagralof the RPA market
leaders offer software that is uggendly, consisting of drag and drop iccersd recording
options that facilitate the construction of a.lbonally, when compared to regular, backend
automationrRPA has demonstrated to maintain costs at a miniuuinakes less time to
implement(Lacity et d. 2015).Therefore, compared to regular automation, RPA is more
flexible as it is capablef interactingwith a variety ofsoftwareapplicatiors, it is user
friendly compared to programming languages such as Py&am VBA, andis generally

less expensive to implement

Figure 7: RPA Actions for Opening Email (Adaptedand Modified from Lacity et al.
2015)
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RPA has been applied tearious industriesncluding the telecommunication,

financial servicesretail, manufacturingand thepublic accountingndustryy (Lacity et al.
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2015 Willcocks and Lacity 2016; Seasongood 20X&ooper et al. 2038 In the
communication industry for example, RPA was implemented to process the swapping of
telephoneSIM cards and the prealculationofcrd i t t o a customer ds ac
2015). In the financial services industrgnost RPA implementation is occurring in the
compliance domain, for KY©@nboarding Capgemini 2018)inally, RPAin the retail and
manufacturing industrieqias been adoptetbr the tracking of orders and returns
(Seasongood 201&jn, Shih, Yang, and Kung 2018)he wide adoption of RPA across
industries is not surprising aRPA implementation for the described usaseshas

demonstrged to improve process speed, decrease costs, and reduce the risk.of error

Although public accounting firms generally lag in technological innovation,
Cooper et al. (2018hterview accounting professionals atmtument that RPA has gained
momentum in he tax and advisory lines of serviemd that firms are beginning to
experimentith this technology for assurance servicHse challenge of applying RPA to
auditing resides in the stringent regulations that publicly traded companies have to abide
by. Newertheless, the consensus among interviewees is that RPA would add value to

auditing

Moffitt et al.(2018) propose a framework for RPA implementatmauditing. The
framework consists of seven stages, which can be dividedhregemajor elements)

identifying the audit process to be automated modularization of audit task<)

5 In addition,a Deloitte RPA survey(2017) found that 53% of respondents from various organizations that
were surveyed have started RPA projects and that by 2020, about 72% will embark on a RPA journey.
Refer to:https://www?2.deloitte.com/content/dam/Deloitte/bg/Documents/technatuepia
telecommunications/Deloittes-consglobatrpa-suvey.pdf



https://www2.deloitte.com/content/dam/Deloitte/bg/Documents/technology-media-telecommunications/Deloitte-us-cons-global-rpa-survey.pdf
https://www2.deloitte.com/content/dam/Deloitte/bg/Documents/technology-media-telecommunications/Deloitte-us-cons-global-rpa-survey.pdf
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developing an ADS, an8) developing and testing audit apptiang (2019) applies RPA

to the confirmation procege evaluate its feasibilityhile theextant literaturgorovides
insightsinto RPA implementation to auditing, does nofully address the redesigning of
the audit procesavhich is necessary to fully exploit the benefits of technology (Alles et

al. 2006; Davenport and Brain 2018)

To realize the maximum poteal of RPA, it is necessary to rethink the audit
process byshifting from manual audit tests to automated audit tests that enable full
population testingear reatime (Vasarhelyi and Halper 1991; Alles et al. 2006; Chan and
Vasarhelyi 2011; AICPA 2013AASB 2016, PCAOB 2017b; Byrnes 2015; Dai and Li
2016; Appelbaum et al. 20174h addition, the inclusion ahe ADS to the audit process
could facilitate the execution of automated audit tests by structuring audit data in the same
format (Li, Pawlicki, M®Quilken, and Titera 2012Follectively, aitomatedaudit testghat
analyze the full population of accounting recoirdsear reatime and the ADS represent

a substantial departure from traditional audit methods

3.2.2.ProcessRedesign
RPA automateshe work that humans perform but preserves the flow of a process.

Conversely, process redesigntails the transformation of a proceszisting literature in

this domainindicates that a process should be redesigmedhieve process improvement
and therdore enhane quality, reducecost and improveprocess speedsitierrez and
Sastron 2018 Early articles byHammer(1990) and Davenport and Short (1998hich
proposeideasfor processedesign suggest that merely mechanizing a process does not

addressundamental process deficiencies
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Changing the old rules of a process to r@wesis consistent with the notion of
process redesigrHammer(1990)st at es t hat Al we shoul d]
information technology to radically redesign our busines®pc e dnsgensralHammer
proposes aadical view to the redesignf a process suggesting thiats achieved when
organizational structures and job designs are reshaped in a short period, ehtiatieor
nothing approachHe describes case studigdviutual Benefit Life and Ford tdlustrate
the importance of IT and organizational change in improving business perforr@ance
the other hand,hte nonradical view ofprocess redesigis described as thspecific
function of reshaping a processing tehnology rather than the reshaping of an
organization(Davenport and Short 199@avenport 2016 Davenport and ShoftL990
document the experiences of businesxess redesign at nineteen companies and propose
a five-stepmethodfor process redesign.h€ five steps irthe frameworkconsist ofl)
developing the business vision and process objective, 2) identitygngrocesses to be
redesigned, 3) understanding and measuring existing processes, 4) identifying IT levers,

and 5) designing and building egpotype of the new process.

The distinctionbetweerradical redesigand norradical redesign calme made as
the following:radical redesign ighe transformationf a process, from the growug, using
technology, whereas neadical redesign is defineas a novel way of accomplishing the
process in light of new technologyl@nsar and Reijers 200Guitierrez and Sastron 2018).
In addition,the information technology infrastructure, rather than the organization itself, is
viewed aghe primary enabler afonradicalprocess redesigibavenport and Short 1990;

Attaran 2003)Over the last three decades, radical aodradicalprocess redesign have

U S
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have proposed a vatyeof frameworksand best practices

Existing frameworks in both domains share similarities in that they generally

prescribe the importance of understanding the process, envisamdngiplementinghe
actions to theedesign of the process, and lenading theimplementation \(Vastell, White
and Kawalek 1994Kettinger, Teng and Guha 199%7an Hee and Reijers 2008itaran
2003; Reijers and Mansar 204~ r a mewor k s
redesign also involve sociological aspe@tsg. Reijers and Mansar 20P4which is
consistent with the notion theddicaltransformation includes changes to jobs tmthe

culture of an organization (Hammer 1990; Wastell et al. 19%ith respect to best

t hat expand

Hamme

practicesMansar and Reijers (2007) conduct artiture review and find that the top 3 best

practices are task elimination of unnecessary tasks, dividing large tasks into smaller tasks,

and integrating technology to the proceaslditionally, nonradical process redesign

emphasizes the relationship betm the process and IT where IT is viewed as the central

precursor to process redesigDagenport and Short 1990; Attaran 2003). Tabg

contrasts radical and naadical process redesign.

Table 63: Differences Between Radical and No#Radical Process Redsgn

Radical Process Redesign Non-radical Process Redesign
Hammer (1990) Davenport and Short (1990)
Definition | Defined as theransformation of g Defined as the avel way of
process, from the grounap, accomplishing the processlight
using technology of new technology
Driver | Technology and management at Technologyis the primary driver
the primary drivers
Level of | Revolutionaryi dramatic Evolutionaryi incremental
improvement | improvements to the process an| improvements to the process
to the organization
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Process, organizational structurg Process and some job design
and pb designs are transformed| transformation

Interestingly,research suggests thatdical process redesign was not typically
practicedand that it lost tractiorasusecass es f ocused on fAevol uti
Arevol uti onar y(@avenpapdne Stoeldartd 49Q¥neempaa and Stoddard
1998. Consequentlybecause of the highly regulated nature of auditing, which may stifle
audit inrovation, norradical processedesgn can bemore suitable thamadical process
redesignwhen envisioning therogressivaransformation of the audit process as a result
of technology.Essentially, nofradical process redesign would refleke tincremental
improvements to the auditi@yocessAs auditing evolves to closely integrate into a digital
business environment, it is important to rethink the audit process by foreseeing auditing as

a production line resultinfyjom its redesign using RPA.

RPA and process redesigre similaiin that these techniques utilisschnology to
improve processes and process outcomes, however what differeptiatess redesign
from RPA is the transformation of old process rules to new processR&Asnechanizes
the work but does not fundamentallyacige the processlles et al. (2006) suggest that
process redesign is a critical element of technology implementation in order to realize
technological capabilities to the maximum. As a reghkre is a natural synergy to be

exploited fromimplementingproces redesign and RPA.

In auditing, shifting from samplbased to a full popul@n testing audit approach,
from manuakvidence collection proceduresautomated evidence collection procedures
in a standardized formate. the ADSand from manuaudit tes¢s toautomatecudit tests

that can be executed near r8ale, closely reflects the spirit gfrocessedesign Under
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thetraditionalaudit approach, auditorsanually collect audit evidence aselect a sample

of items that represent the popida (AU-00350), manual audit procedures are then
applied to each item in the sample. Items that do not conform to rules prescribed in audit
procedures are then investigated and conclusions about the risk of material misstatement
on the financial statemenére derived on an annual basfgith RAPA, audits naturally

shift to an audit by exception approach whereligdence collection activities araidit

testsare automated and full populations are testetkar reatime (Vasarhelyi and Halper

1991 Alles et al. 2006 Appelbaum et al. 20)/thus allowing auditors to estimate the risk

of material misstatement more precisely.

Taken together, RPA amulocess redesigare necessary elements in rethinking
how the audit process wilvolve by using technologylhe revival of process redesign
a result of RPA may be inevitable (Davenport 2015). Consequdnityjmportantfor
public accounting firms to explore the impact of bgiftocess redesign ari@PA on
auditing. RPA software robots would enable audit mex efficiency by largely
mechanizing parts of the audit processdngs not expand the auditing paradigm to fully
reap the benefits of automatiasing RPA With process redesigthe auditing paradigm
advances by shifting from anachronisgiadit ruledo new rules that closely reflect a digital

business environment.

3.3. Robotic Audit Process Automation Framework

Facilitated by RPA angrocesgpredesignRAPA hasthe potential to transform
the way that audits anductedTo provide guidance relatdo RAPA, a framework

that expandghe two process improvement paradigms is proposed
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Figure 8: Robotic Audit Process Automation Framework

Developing

Vision and Process Process Audit Data Audit Apps Feedback and

Process Identification Understanding Standardization Prototyping Evaluation
Objectives

As depictedn Figure 8 thesix phases of the framework consistlyfdeveloping
vision and process objectives, 2) process identification, 3) process understanding, 4
developing and implemenmiy an audit data standard), &eveloping and implementing
audit appsand 6)feedback and evaluatioffhe sections of the framework are described

below:

3.3.1. Developing Vision and Process Objectives
Automation should be rationalize®#venport and Short 199&ettinger et al.

1997;van Hee and Reijers 2008itaran 2003. Essentially, prior to embarking on the
process automation journey, leadershedf process justify the reason for automaaod
generatebjectives Objectives for justifying process automation generally ectatl) the
need toreduce costs and the time that it takes to perform the2ake needo improve
procesgquality, and3) the need to improve quality of work lifinat is, the need to maintain
employees motivated his initial phase oprocess redesign emphasizes the reasoning for

why it is necessary to automate
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3.3.2 Process ldentification
Practically allprocesses cdmenefit from automation however, entities should aim

for easy wins and target processes where the benefits of automation would exceed the costs
Consequentlypublic accountindirms canbenefit from automating processes that consist

of many rulesbased asks that are repetitive and that do not require audit judgwitint

RPA (Attaran 2003; Moffitt et al. 2018F%ubject matter experts in public accounting firms

can assist in the identification of a process where RAPA can add valaeldition,
targetingow risk audit processegould be preferable as it canless disruptive to internal

and external stakeholders such as auditors and reguyBtmrario and Vasarhelyi 2018b)

3.3.3 Process Understanding
Upon identifying an auditppcess that would benefrom RPA, theRAPA team’

within the audit firm would proceed to obtain an understanding of the process.
Understanding a process from beginning to end can help identify problems wsthihatt

they are not repeatednd can trigger discussions abooiwvhto improve the process to
reflect new rules that closely parallel thigjital business environment (Davenport 1990;
Moffitt et al. 2018). By understanding thecess, thRAPA team can envision the process
areas that can be mechanized and the process #hat can be redesigned to achieve

process improvemeilitan Hee and Reijers 2000; Attaran 2003)

In this phase oRAPA, procedures within an audit process can be segmented into
micro audit procedures that can be interpreted by computer soffdéas et al. 2006;
Moffitt et al. 2018).Through a brainstorming session, RRAPA teamcancome to the

realization that not all audit procedures can be automegid) RPA Proceduresould

” Moffitt et al. (2018) suggest that the public accounting firm, the RPA vendor, and a consulting firm can
work together to implement RPénabled audit process automatibn.
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perhapshot be suitable for automation due to unstructured judgmeattadied to be made,

or the lack of digitized informatiofDavenport and Short 1990; van Hee and Reijers 2000;
Attaran 2003; Moffitt et al. 2018)The RAPA teamcanalso brainstormaboutthe audit
methods that can be transformed. In general, transformatian audit process may
comprise automating audit tests that examine complete populatioh@etsver, another
important aspect that audit firms should consider is the standardization of theldaka
would enable the seamless execution of automatelit #estsacross several audit

engagements

3.3.4 Audit Data Standardization
Data is the new gold (The Economist 204@J inauditing datas the foundation

of an audit opinionThe audit opinion is derived frofinancial andnonfinancial audit

evidence that underlies financial stateme#ts.auditing moves towardssingtechnology,
asalientelement®APAi s t he structuring of data into
be in a structured format for the software program to successfully intdrerieputs (data
attributes) of automated audit procedures. The reality, however, is that data that is collected

as audit evidence come from different sources and in different labels, though the labels
represent the same o0bj querth)auditMatd standardizatent  a |

is necessary fdRAPA to come to fruition.

The idea of standardizing audit relevant data is not new. The AICPA (American
Institute of Certified Public Accountants) Assurance Services Executive Committee
proposed the ADSAudit Data Standard) in 2013, however, the ABSincreasingly
gaining tractioras audit firms launch audit automation initiatives. The creation of an ADS

for a specific audit process can facilitate the deployment of automated audit tests by
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maintaining @ta in a structured format within a templéfbang et al. 2012)mportant to
note is that the incorporation of an ADS within an audit process signifies a substantial
departure from the traditional rules in an audit process. Undetral@ional audit

paradigm, audit evidence from company files is manually entered into audit workpapers.

Compiling audit relevant attributes from a myriad of company files into an ADS
template can be a burdensome task for auditors andhssitite notion of process redesign
The preparation of an AD&n be separated into micro audit procedurepémthesource
files, copy andpase information into the ADS templateggnd format the data in the
template RPA software robotsanassist with the implementation of an auditqass ADS.

As a result, there are foabmponents to the designof the audit processising RPA 1)
the inclusion of arADS into an audit proces8) automated audit tests that enable 3) full
population testingand 4) RPA software that connects proceswites one, two, and

three

3.3.5 Audit Apps Prototyping
Audit apps are preprogramed audit procedtinas execute formalized audit tests

(Vasarhelyi, Warren, Teeter, and Titera 20B¥rnes 2015Dai and Li 2016)The RAPA
teamcanpreprogran thedescibedmicro audit proceduress audit app® 1) collectaudit
evidence, 2) prepare the ADS, 3) import the AID® audit softwareand 4)automatically
execute auditests Audit appsmay executea single audit proceduy®r acombination of
audit procedurg(Dai and Li 2016). A single audit procedure is performed by the audit app
that automatically executes audit testsa complete population of recor@gp number
four, while RPA software is used integrate thes@tir procedureso achievenearendto-

end process automatiohlence,RPA software is the app that executes a combination of
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audit proceduresstarting from audit evidence collection activities and finishing with the
automated execution of audit tedBy redesigning the audit processingRPA, auditors

canexploit theberefits of RAPA as it pertains tavell-structured and defined audit tasks

3.3.6.Feedback and Evaluation
Feedback and evaluation are vital to assessing the succsemdbled process

redesignFeedback is necessary to detiere if there are any improvements that need to be
made (van Hee and Reijers 2000). For exampéegesign of the audit appee essentially
prototypes thatanbe modified.The pilot implementation of the audit appsrossa few
audit engagementaay indcate that the apps are not operating as inte(idedo achieve
nearendto-end process automatioms a result, it is possible that several iterations of the
appswould need to bdesigned to achieve the envisioned apddduction line Similarly,
amethod of evaluation is nessary to measure the value of the implementéfitaran

2003)

Evaluation can be measurgdterms of efficiency and effectivenedseftinger et
al. 1997;vanHee and Reijers 2000; Attaran 2003; Moffitt et al. 20B3ficiency can be
measured by comparing the cyttae under the RAPA approache. the total time RAPA
spends conducting the woritg the cycle time under the traditional approadtereas
effectiveness can be measured by comparing the quality of the protheipobcessnder
RAPA to that of the traditional approadn auditing, effectivenes is measured by the
incidence of material accounting anomalies that were discoyecenvers et al. 2018
Another salient metric to determine the value eélabled proess redesign is CORAPA
implementation should result aost savings by reducing the time it takes to perform audit

tasks and the number of accounting anomdtiasremain undetected
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3.4. Application of Robotic Audit Process Automation Framework
A public accounting firm approached the research team to request for assistance in

the implementation of RPA to automate their proces§bks. main motivation fothe
implementation oRPAwas to envision a holistic approaicin more effective and efficient
audits as a result of disruptive technologiie EBP (employee benefit plaaudit process
which is a class of compliance audit, was targeféds audit was deemed to be a qualified
candidatefor this research projeets itconsistedof subprocesses #h contained several
audit activitiesthat were stratured and repetitivéMioreover,the most recent survey of
EBP audits indicates that approximately 40% of thesascmintained deficiencie@d).S.
Department of Labor 2015Fonsequentlythere isclearlya need t@xplore whether RPA

canimprove the quality oEBP audits

One of the main objectivesf an EBP audit is to fihelop
of the employee benefit plan, which helps users determine whether the necessary funds
will be avalable to pay retirement, health and otheopni sed benefits to

(AICPA 2018). Figure9 describeghe subprocesses that are covered by EBP audits:

Figure 9: EBP Audit Sub-Processes (Adapted from AICPA EBP Handbook)

Investments and
Contributions investment income Benefit payments
(full scope)

Liabilities and plan

Participant data Participant allocations ..
obligations

Loans to Administrative
participants expenses
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Four of the eight EBP audit syfsocesses were selected as candidates for RAPA. These
included: benefit payments participant data, participant allocations, and loans to
participants. In general, the audit activities within these-pobessesentailed the
matching ofdata attributes, such as the date of hire of plan participants, contribution
amountandloan amountfrom one source file ttheothers As a result, it was determined
that several of these audit activities could be converted into-bbakes functions that

would benefit from RAPA.

This paper documesithe application ofthe proposed framework for RAPA to
facilitate the redesign of one of these gubcesses, the loan testing audit-pubcesd
This subprocess was selectéalillustratethefeasibility of the framework adata for this

audit area was readily available and in a machéaglable format.

3.4.1.Developing Vision and Process Objectives
The first phase of redesigning the audit process with RPA entails asking the

guestion, why atomate?The research team @rthe public accounting firm hageveral
planningdiscussions about possibly automating auditputtessessing RPA Thevision
and objectiveshat emerged from these discussions was to &ph to achievaearend
to-end pr@ess automationThe motivation tanove towards RPAenabled auditsvasto
help reduce the time thas spent performing taskbat do not require audit judgment
improve quality in the auditand potentially encourage auditors to perform more
meaningful wak. In general, the firm expressed an interesautomating the EBP audit

processusing RPA sincetheir auditorsspent a significanbumberof hours performing

8 Important to note is that while actual audit engagement data wasaugaderstand the process and
develop the RAPA prototype, this paper presesssilts that are based on simulated data.
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audit tasks thaprimarily consisted of tasks that were rbl@sed During theseplanning
discussionsit was also noted that RPA technology could leaehttancecudit qualityby
reducing the risk of human errandrepurpogg the responsibilities of their auditors to

perform more valuadded worksuch aspending more time evaluating notabtnis

3.4.2 Process Identification
The loan testing audgub-process at @ublic accounting firm was targeted as an

area that would benefit from process automatisimg RPA. The audit objective of this
process entails determining if employee loans amegb&dministered in accordance with

t he companyO6s e mpinoodgréoensule that theyarg praperlynmeasdnted

in financial statements (AICPA 2018Yhe audit procedures within thsubprocess
required auditors to manually input informatioom company files into audit workpapers.
Once entered into workpapers, auditors would manually complete a series of verification
checks to provide assurance over the validity of employee loans. Specifically, the loan

testing audit process consisted @ tbllowing five audit tests:

1) Ensure that the employee loan amount reported by the company matches the loan
amount disbursed by the company

2) Ensure that the interest rate for the employee loan reported by the company matches
the interest rate reporteddné c ompanyo6s empl oyee | oan a

3) Ensure that the employee loan repayment amount from payroll matches the loan
repayment amount per th@anamortization table

4) Ensure that the employee loan amount satisfies the minimum loan amount

requirementas pertteco mpanyo6s empl oyee | oan agreem
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5) Ensure that the employee had the permissible number of loans as per the employee

loan agreement

The execution of thee audit testswithin this auditsubprocess do not require audit
judgmentas tests one to five represenlesbased audit activitiethat can be automated.

In addition, the copying and pasting of information into an audit workpaper template is an
activity that does not require analytiegfort. Figure 10 presents an example of thee
activities that araequiredto perform the first audit procedure. Under the traditional
approach, the auditor is involved throughout the process where they first thigtdata

that needs to be verified, select a sample, transfer it to the workpaper, obtain audit evidence
to compare the original data source and match it. If the amounts match, the accounting
record passes the test. Thestivitiesare performed for the remaining audit sampls.

the activities within this audit procedure can be formalized into-hdssd taks it would

benefit fromRAPA.

Figure 10: Activities to Perform Loan Amount Match

1 2 3 5 a
Original Select Audit Sample Audit Workpaper Match to Dataon  Comparative Data
Data Source Workpaper Source

Audit Test 1

Loan Amount A ¥ File B

File A

Loan Amount

Loan Amount Loan Amount B ¥

A
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3.4.3.Process Understanding
To understand the loan testing audit gubcess the RAPA team (research team

and the firm) reviewed prior year datiorkpapers and audit evidence. [Baltupmeetings

were held with EBRaudit subject matter experts to ensure understanding of these audit
activities were correctJnderstandinghis subprocesdrom beginning to end helped the
RAPA team identify activigs thatcould be integrated with RRARroceduresuch as the
collection of audit evidencand the automated execution of audit testee disparate
procedures that appeared feasible to integrate with. RR&seamless automation of this
processould help reduce the risk of human error in transposing evidence from company
provided files into an audit workpapand in identifying audit items that pass or fail audit
testsefficiently. Moreover, the five audit tests outlined above could be divided into micro
audit tests that can be gmegrammed into audit softwategwever, from discussions with
thesubject matter expertthe team concluded that automation cowtibe accomplished

for audit step threen the process identification phaae the information othe payroll
report was available via PDF file type and not in a file type that would be easily interpreted
by a computer progranAttempts were made to convert the BB machine readable
files, albeit unsuccessfullyAccordingly, four of the five auditests were selected for
automation and full population testing. Taken togetherRABA strategy developed by

the team consisted of utilizing Microsoft Access as a prototype for automated audit queries

andRPAto execute evidence collection activities, anditqueries

3.4.4. Audit Data Standardization
RPA can facilitate the collection of audit evidence, however, merely importing

audit evidence i nt o aforonaauditehgagemeoniy tngates e st i n

the work that auditors perforfar that specific audit engagememntd does not exploit RPA
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to its full potential Thus, training RPA software robots to collextd processaudit
evidence from a specific set of files and import it into an audit testing templateRiAHA

to imitate the vork of one audit engagememthereas firmsypically have numerous audit
engagementdn practiceaudit evidencdiles cancome from different companies, acah
contain different data labels, for the same data objects. Thus, it is essential to develop a
systenatic method, foevidence collectiorand processing activitie® fully exploit the
power of IT-enabled process redesign using RBAcausdrRPA software robots have the
capacity to collecand processformation that is presented in a consisteniriat;, which
would includefiles that have the same labels that the RPA software was originally trained
on, it is unavoidable to create a standard template for audit evidenaaesult,lie oerall
RAPA strategy consisted developing an ADS to maintaaudit evidence in a consistent
formatandautomatingaudit tests that perform full population testifigure1ll describes

the overall RAPA strategy.

Figure 11: RAPA Strategy

RAPA

7~ N

| } [

Collect Audit Evidence Automated Audit Tests

Prepare Audit Evidence Full population Testing
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The RAPA team developed the loan testing audit prec&BS to achieve to goal of

data standardization. The ADS for this audit process is reflected as an Excel workbook

template with four components:

Do N o u AWM=

1) Link to Standard Field: Excel tab that repmsethe ADS dictionary, Figuré2.

This tab contains thetandad (generig name of the audit data fields and maps it to

the actual column names per company reports. This tab also contains the data type

and the name of the reports the data was originally extracted from.

Figure 12 ADS Dictionary

A B C D

Standard Name |Column Name Per Report Data Type |Report

Employee ID SSN NUMERICA[Annual Loan Balance
Name Participant Name TEXT Annual Loan Balance
Loan_Number |LoanID NUMERICA|Annual Loan Balance
Loan_Amount |(Loan Amount NUMERICA|Annual Loan Balance
Interest_Rate Int Rate Percentage|Annual Loan Balance
Date_Opened Date Opened DATE Annual Loan Balance
Year_Opened Date Opened2 DATE Annual Loan Balance
Employee_ ID SSN NUMERICA|Check Register
Name PAYEE TEXT Check Register
Loan_Amount_RINET AMT NUMERICA|Check Register

2) Company reports: Excel tabs that represematlidata extracts from files that are

collected by auditorsin this particular case, there are two Excel tabs, one for

AfnAnnual

respedwely.

Loan

Bal hoced Chaaok

RégandhH dre o,

F



0 ~N O WU M wWwN =

w

10
11
12
13
14
15
16
17
18
19
20
21
22

O o~NOw» R WN-=

15
16
17
18
19
20
21
22

A

SSN

XXX-XX-1234
XXX-XX-1235
XXX-XX-1236
XXX-XX-1237
XXX-XX-1238
XXX-XX-1239
XXX-XX-1240
XXX-XX-1241
XXX-XX-1242
XXX-XX-1243
XXX-XX-1244
XXX-XX-1245
XXX-XX-1246
XXX-XX-1247
XXX-XX-1248
XXX-XX-1249
XXX-XX-1250
XXX-XX-1251
XXX-XX-1252
XXX-XX-1253
XXX-XX-1254

Link to Standard Field

A
S5N

XXK-XX-1234
HUK-KX-1235
KAK-XX-1236
KXA-XK-1237
HXK-KX-1238
HUX-XX-1239
KAAK-XX-1240
XAK-XX-1241
HUK-KX-1242
HUHK-XX-1243
XXX-XX-1244
HXK-XX-1245
XXXK-XX-1246
MUK-XX-1247
XXAK-XX-1248
HXXK-XX-1249
HXXK-XX-1250
MUK-XX-1251
HKXA-XK-1252
HUK-XX-1253
HXK-XX-1254

Figure 13: Annual Loan Balance

B

Participant Name
Farrah Stambaugh

Cecelia Kendra
Alba Moseley
Emil Stlouis
Taren Farrelly
Tiana Harstad
Bette Wildt

Gustavo Kocher

Latrina Pickel
Irena Wease
Aide Nuckles
Ester Mullings
Russ Cushman
Allena Aldridge
Hermila Faw
Gerry Osby
Fernande Fuhr
Maris Vicente
Natashia Maag
Odis Douglass

Letitia Gambrel

C
Loan ID
LOAN 11
LOAN 04
LOAN 02
LOAN 03
LOAN 02
LOAN 03
LOAN 02
LOAN 03
LOAN 02
LOAN 03
LOAN 11
LOAN 04
LOAN 02
LOAN 03
LOAN 02
LOAN 03
LOAN 02
LOAN 03
LOAN 02
LOAN 03
LOAN 11

Int Rate

(R R RV T RV RV RV RV R T R RV R RV RV V) RV, R RV V) |

5

Annual Loan Balance

D E

6132016
3302016
8182016
1222016
8082016
8302016
12232016
5102016
7202016
6272016
9062016
4252016
2222016
7192016
6272016
12292016
10102016
12232016
2022016
12052016
6022016

Figure 14: Check Register

B C
PAYEE AMOUNT
Farrah Sta 9199
Cecelia Ke 3739
Alba Mose 5160
Emil Stlou 9999
Taren Farr 13202
Tiana Har: 8793
Bette Wild 10462
Gustavo K 10572
Latrina Pic 1412
Irena Wea 14191
Aide Nuck 179
Ester Mull 1761
Russ Cush 14938
Allena Ald 5426
Hermila Fz 1579
Gerry Osb 9025
Fernande 6350
Maris Vice 13225
Matashia P 14613
Odis Doug 7663
Letitia Gar 7063

Link to Standard Field

D

Annual Loan Balance

F

Date OperLoan Amo

9199
3739
5160
8030
13202
8793
10462
10572
1412
14191
179
1761
14938
5426
1579
9025
635
13225
14613
7663
7063

Check Register -

Check Register I
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3) Loan Testing ADS Data Prep: Excel tab that maps the original source of the data
to the standard fields of the data, per the AD8ahary, and the direct data extracts
from commny files, Figure & This template contains preprogrammed functions
to preprocess the data. As an example, functioasttact the last four digits of the
empl oyeesd soci al s e c ur the gmployeemD and |, whi
functions to trim the date to eatt the year that the loapened were programmed.
Additionally, as the direct data extracts contain loan information for prior year and
current year loans, the final step in this tab is to filtertieat e Openedod b
current year to reflect the employee loans that need to be verified for the current
year under audiiThere were 300 records that needed verification

Figure 15:ADS Data Preprocessing



























































































































































































































































































































