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Organogenesis requires the spatiotemporal coordination of numerous cell signaling pathways. While many pathways have been investigated, the mechanism for ligand dispersal and quantitative analysis of signaling induction is largely unknown. The epidermal growth factor receptor (EGFR) signaling pathway is activated multiple times in tissues throughout development. In oogenesis, the TGF-α-like ligand, Gurken (GRK), is secreted from around the oocyte nucleus where it activates the EGFR in the overlying follicle cells. In addition to the multiple components of the pathway, the compartments of the egg chamber are changing along with the position of GRK. To study how signaling is regulated in time and space, we developed a mathematical model to recapitulate the dynamics of EGFR signaling in oogenesis. While some parameters were acquired from the literature, others were obtained through genetic perturbations and quantitative analysis. For example, we used CRISPR/Cas9 to generate a homozygous viable EGFR tagged with GFP. Using this fly, we followed the dynamic localization of GRK and EGFR. Importantly, using ELISA, we quantified the number of EGFR molecules per cell during stages 8-14 of oogenesis and stages 2 and 5 of embryogenesis.

While patterning of the follicular epithelium has been extensively studied, information about their regulation is mostly unknown. To better understand this regulation, we took advantage of the FlyLight collection that contains over 7,000 intergenic and intronic DNA fragments that can potentially drive the transcription factor GAL4. Cross listing the 84 genes known to be expressed during oogenesis with the 1200 genes in the FlyLight collection found 22 common genes that are represented by 281 fly lines. Of these lines, 61 show expression patterns in the follicle cells when crossed to a UAS-GFP reporter. Of the 61 lines, 19 recapitulate the full or partial pattern of the endogenous gene pattern. Mapping the distribution of all 61 lines, we found a significant enrichment of enhancers in the first intron in comparison to the 5’ proximal or distal regions of the gene model. Since all lines drive a GAL4 transcription factor, thus offering valuable resource for
genetic manipulations. Our screen provides further evidence that complex gene-patterns are regulated combinatorially by enhancers controlling expression in simple domains.
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Chapter 1: 

Introduction

The epidermal growth factor receptor (EGFR) signaling pathway is a conserved developmental pathway controlling many cellular processes, including cell proliferation, differentiation, adhesion, and cell migration (Arteaga, 2002; Cavaliere et al., 2008; Dobens and Raftery, 2000). Mal-regulation of this pathway is associated with tissue pathology, including many types of cancers (Corkery et al., 2009; Matikas et al., 2015; Yewale et al., 2013). During *D. melanogaster*’s oogenesis, EGFR activation, by the EGF-like ligand Gurken (GRK), defines the anterior posterior and dorsal ventral axes of the fly (Gonzalez-Reyes et al., 1995; Neuman-Silberberg and Schupbach, 1993; Schupbach, 1987). GRK is secreted from near the oocyte nucleus to the perivitelline space and signals through EGFR in the overlaying follicle cells (FCs) (Neuman-Silberberg and Schupbach, 1993; Schupbach, 1987). *Drosophila* oogenesis is comprised of 14 morphologically distinct developmental stages of egg chambers, the precursor of the mature egg (Spradling, 1993). The position of the oocyte nucleus is dynamic, where it initially signals to the posterior follicle cells (PFCs) until stage 8. At stage 8, the PFCs signal to the oocyte causing the microtubules to reorganize and nucleus to anchor to the dorsal anterior corner of the oocyte, a process known as repolarization (Gonzalez-Reyes et al., 1995; Roth et al., 1995; Wittes and Schupbach, 2019). The position of the nucleus at S10A, and thus GRK, defines the dorsal side of the egg chamber and all subsequent stages in the *Drosophila* life cycle (Schupbach and Roth, 1994). The dynamic location of the oocyte nucleus sets the flies’ axes by controlling GRK secretion.

At these levels of complexity, computational models are useful tools to study and understand the mechanism of GRK distribution and the dynamic activation of EGFR during oogenesis. In this model (Aim 1), we define several parameters that shape the distribution of GRK. While some parameters were already described in the literature, others were measured directly in this study. For example, we developed an EGFP tagged EGFR (Aim 2) to measure the amounts and dynamics of EGFR in the FCs to be directly applied to our model. The model was developed based on the
research done in *D. melanogaster*, however, the long term goal is to use this model to study the differences observed in the distribution of GRK and dpERK in other *Drosophila* species that lead to diversity of eggshell morphologies among species.

While the model is useful for understanding *trans*-acting elements that regulate eggshell formation, we also looked at *cis*-acting elements and how they pattern the FCs of the egg chamber to regulate gene expression (Aim 3). To better understand gene regulation, we utilized the FlyLight collection of drivers expressing the GAL4 transcription factor under the regulation of sequences from intronic or intergenic DNA origin. We cross-listed this list of over 7000 genes with the 83 genes known to be expressed in the FCs during oogenesis. We found that 53 of these constructs have expression patterns in the FCs, 18 of which reflected that of the endogenous gene.

1.1 *Drosophila* Oogenesis

Development occurs in all animals. This process originates from a single-celled egg that is fertilized and divides into a functional multicellular organism. To study the process of development, we use *Drosophila* oogenesis as a model system (Figure 1). Oogenesis occurs in the female fruit fly. Each female has two ovaries containing 14-16 ovarioles (King, 1970). The ovariole is a strand of developing egg chambers, the precursor to the mature egg. Each egg chamber undergoes fourteen morphologically defined stages throughout oogenesis (Ables, Jan. 1, 2015; Spradling, 1993). Since all developmental stages are present within the ovary at any given time, this is an ideal model system for studying changes that occur throughout the developmental process. The cells of the egg chamber are compartmentalized into different cell types. The nurse cells (NCs) at the anterior of the egg chamber supply the growing oocyte with cytoplasmic contents such as RNA and proteins throughout oogenesis in a process known as dumping (Horne-Badovinac and Bilder, 2005). The oocyte is surrounded by a monolayer of epithelial cells known as follicle cells (FCs) that secrete proteins essential for the future eggshell (Berg, 2005; Duhart et al., 2017). The entire process of oogenesis occurs within 3-5 days (Spradling, 1993). At the end of this process, the egg goes through the oviduct for fertilization (Krauchunas and Wolfner, 2013).
1.2 The *Drosophila* eggshell

The eggshell of *D. melanogaster* features several structures on the dorsal side of the egg. The most prominent of these are the two respiratory filaments known as dorsal appendages (Figure 2A). The size and number of dorsal appendages is different among *Drosophila* species, where some species like *D. guttifera* (Figure 2B) have three dorsal appendages and other species, like *D. cardini* (Figure 2D) have four. Other structures present on the eggshell are the operculum, where the larvae hatches from the egg; and the micropyle, where sperm enters the egg (Figure 2A). An additional structure, a lumen-like dorsal ridge (DR), is present on the eggshells of other species (Figure 2C-D); *D. melanogaster* eggshells lack a DR (Margaritis et al., 1983; Niepielko and Yakoby, 2014). The size and shape of the DR varies among species. In *D. willistoni*, the DR extends over 75% of the eggshell to the posterior (Figure 2C). In *D. cardini*, the DR extends over the entire dorsal side of the eggshell to the posterior end (Figure 2D).
Figure 2: *Drosophila* eggshells. A. Eggshell of *Drosophila melanogaster*. Structures labeled are the dorsal appendages (DAs), operculum (op), and micropyle. B. Eggshell of *D. guttifera* (third DA highlighted in yellow). C. Eggshell of *D. willistoni* (dorsal ridge highlighted in yellow). D. Eggshell of *D. cardini* (dorsal ridge highlighted in yellow).

### 1.3 Signaling Pathways

Morphogens are chemicals or proteins that change the morphological fate of the cell. Chemical gradients were initially described in a free diffusion model that was later redefined throughout tissues in the context of their position to a relative morphogen source (Turing, 1952; Wolpert, 1989). Many of the signaling pathways present in humans are conserved across animal species. *Drosophila* oogenesis is no exception as many of the pathways present throughout the developmental stages are apparent in humans. For this reason, *Drosophila* oogenesis a useful system for understanding developmental processes.

Two major signaling pathways that cooperate to pattern the eggshell in *Drosophila* oogenesis are the epidermal growth factor receptor (EGFR) and bone morphogenetic protein (BMP) signaling pathways (Berg, 2005; Deng and Bownes, 1997; Dobens and Raftery, 2000; Pyrowolakis et al., 2017; Wasserman and Freeman, 1998; Yakoby et al., 2008b). BMP signaling is activated by the anteriorly emanating Decapentaplegic (DPP) ligand through the type I receptor Thickveins and type II receptors, Punt and Wishful thinking (Chen and Schupbach, 2006; Dobens
and Raftery, 2000; Lembong et al., 2008; Marmion et al., 2013; Twombly et al., 1996). DPP binding allows the type II receptor to phosphorylate the type I receptor kinase domain (Parker et al., 2003). Then, the type I receptor phosphorylates the R-Smad, Mothers against dpp (MAD). Activated R-Smads recruit the common Smad Medea (MED) to form a transcription factor complex (Parker et al., 2003).

The major ligand of the EGFR signaling pathway during mid- oogenesis (S7-10A) is the TGF-α like ligand, Gurken (GRK). Gurken possesses an EGF-like domain that activates the EGFR (Marmion and Yakoby, 2018; Queenan et al., 1997; Schnepp et al., 1998; Schupbach, 1987; Schupbach and Roth, 1994; Shilo, 2005; Van Buskirk and Schupbach, 1999). This activation allows the receptor to recruit a second receptor to dimerize and initiate signaling through Ras/Raf/MEK/ERK phosphorylation cascade (Figure 3A). The kinase, ERK, is di-phosphorylated (dpERK) and regulates the activities of transcriptional regulators. Gurken is secreted from around the oocyte nucleus to the perivitelline space and activates the EGFR in the overlaying FCs (Figure 3B,C). The oocyte nucleus position, and therefore GRK and EGFR activation, is spatially changing over time; initially at the posterior end of the oocyte and later anchored to anterior cortex of the oocyte. The activation of EGFR is regulating several trans-acting elements (Figure 3D) (Cavaliere et al., 2008; Dobens and Raftery, 2000; Yakoby et al., 2008b). Another level of EGFR signaling regulation is executed by two main inhibitors, Kekkon1 (Kek1) and Sprouty (Sty) (Figure 3E). The transmembrane protein Kek1 directly interacts with the EGF receptor to inhibit ligand-receptor interactions (Ghiglione et al., 2003; Ghiglione et al., 1999). Sty acts directly on Ras/MAPK to inhibit dpERK activation (Figure 3E) (Peri et al., 1999; Shilo, 2005). While the two inhibitors work in a classic negative feedback fashion, the mechanism of signaling regulation is different.
1.4 Cell signaling and eggshell diversity

The *Drosophila* eggshells present remarkable diversity in dorsal structures. The formation of dorsal structures is regulated by EGFR signaling, hence suggesting the existence of spatiotemporal changes in EGFR signaling pathway among *Drosophila* species (previously shown in (Dworkin et al., 2003)). A study looking at patterning among three *Drosophila* species found that dorsal ridge formation is downstream of the EGFR signaling pathway (Niepielko et al., 2014). Differences in the distribution of EGFR activation were attributed to a posterior elongation of GRK in species with a dorsal ridge on their eggshells, in comparison to that of *D. melanogaster* (Figure 4) (Niepielko and Yakoby, 2014). The oocyte nucleus association of the grk mRNA could not account for changes in EGFR activation patterns among species (Figure 4). Lastly, EGFR activation (detected by antibodies against dpERK) is restricted to the oocyte nucleus in *D. guttifera*, distributed 50% to the posterior on *D. melanogaster*, distributed to the full posterior in *D. cardini*, and 75% to the posterior in *D. willistoni*. The corresponding patterns of GRK were found by using species-specific anti GRK antibodies (Figure 4).
Figure 4: Differences in EGFR activation and eggshells among Drosophila species. Eggshells of D. guttifera, D. melanogaster, D. willistoni, and D. cardini with corresponding staining of dpERK, grk mRNA, and GRK. Anterior is to the left. Eggshells, dpERK, GRK are dorsal views, and grk images are sagittal views. (D.mel, D.wil., and D. car images from Niepielko and Yakoby, 2014)
Chapter 2: Specific Aims

2.1 Develop a mathematical model that defines parameters and their values contributing to different distributions of GRK/EGFR activation.

This work was performed in collaboration with the Piccoli Mathematics lab. I was responsible for the intensity analysis of the genetic perturbations, and experimental validation of the model. In addition, I discussed the development of the model, prepared figures, and wrote portions of the manuscript that will be submitted for publication.

The distribution of GRK at S10A in *D. melanogaster* extends to 50% to the posterior of the egg chamber on the dorsal side (Niepielko and Yakoby, 2014). The distribution of GRK at the dorsal-ventral axis was initially modeled where 10% of total GRK is present at the ventral side of the egg chamber (Goentoro et al., 2006). This was later validated experimentally using a HRP-tagged GRK construct (Chang et al., 2008).

The formation of GRK gradient is regulated by the rate of ligand secretion, diffusion, receptor binding, and internalization that leads to ligand degradation (Goentoro et al., 2006; VanBuskirk and Schupbach, 1999; Wasserman and Freeman, 1998). The distribution of GRK can be determined by a single dimensionless parameter, the Thiele modulus ($\phi$) (Goentoro et al., 2006). It was shown that the Thiele modulus reflects the shape of the GRK gradient and is used to quantify morphogen gradients (Goentoro et al., 2006). While this model can successfully capture the spatial profile of GRK, the spatiotemporal dynamics of GRK distributions remains unaccounted for.

2.1.1 Mathematical Reasoning

The model is designed to simulate EGFR activation dynamics of stages 7 to 10A of egg chamber development. Current models characterized steady state solutions over fixed conditions, i.e. size of egg chamber, rate of diffusion, rate of internalization of receptor (Goentoro et al., 2006; Lembong et al., 2008; Zartman et al., 2011). Our aim is to develop a spatiotemporal dynamic model able to capture the complexity of the system. The model takes into consideration that GRK is secreted initially at the posterior end of the egg chamber and later, as the nucleus anchors to the anterior
cortex of the oocyte, to the overlaying dorsal FCs. Thus, we intend to simulate the dynamics of nucleus/GRK location during these stages when the size of the oocyte changes considerably.

2.1.2 Building a Dynamic Model from Experimental Data

The ligand, Gurken, is secreted from around the oocyte nucleus into the surrounding perivitelline space (PVS). At stages 8 to 10A, the nucleus remains anchored to the dorsal anterior while the FCs shift over it from cuboidal to columnar FCs (Duhart et al., 2017). A previous study found there to be roughly 855 columnar FCs over the oocyte (White et al., 2009). The cells at the anterior transition to a layer of squamous FCs, known as stretched cells. Here we consider three mechanical changes that will affect the distribution of the ligand: 1) the dynamic position of the oocyte nucleus; 2) the growth of the oocyte; and 3) movement of the FCs over the oocyte nucleus or source (Figure 5). By integrating these three factors into our model, we can reflect the dynamics of the pathway by observing the output (dpERK), and its relative changes based on variations in the parameters defined.
The perivitelline space is a space between the oocyte and FCs (Figure 5, blue inset), where the ligand can diffuse and bind to the EGFR in the overlying FCs with the binding rate $k_{on}$ and dissociation rate, $k_{off}$ (Figure 5, red inset). The ligand-receptor complex is then internalized at the rate $k_{ec}$, and subsequently activates the EGFR signaling pathway in the overlying FCs. The output of EGFR activation, dpERK, regulates the transcription of genes, or of particular interest to our model, regulators of the pathway.

The EGFR inhibitors, including Argos (Aos), Kekkon1 (Kek1), and Sprouty (Sty), regulate eggshells’ patterning (Boisclair-Lachance et al., 2009; Ghiglione et al., 1999; Wasserman and
Freeman, 1998; Yakoby et al., 2005; Zartman et al., 2009). aos is expressed at later stages of oogenesis (Wasserman and Freeman, 1998), thus it is not included in the model. Our model accounts for two inhibitors that are active during oogenesis at stages 7-10A. The transmembrane protein Kek1 targets the EGF receptor to inhibit dimerization of receptor (Ghiglione et al., 1999). On the other hand, Sty targets directly the Ras/MAPK to inhibit dpERK activation (Peri et al., 1999; Shilo, 2005). Each inhibitor is considered independently based on its inhibitory mechanism.

2.1.3 Modeling the egg chamber growth and source

As we model the growing egg chamber, we have three moving parts to consider. The first is the dynamic position of the oocyte nucleus at the dorsal anterior corner of the oocyte as it grows. The second is the overall growth of the egg chamber, specifically the oocyte. The third is the changing of the FCs as they become columnar and the stretched cells flatten. The respective time-dependent rates of movement, growth and shift were extrapolated from measurements of the egg chamber at each stage (Supplement 1).

The dynamic positioning of the oocyte nucleus at each developmental stage was measured from the anterior oocyte boundary to the posterior most point of the FCs (L_{Oo}). A line was then fit to the measurements to account for the nuclear speed. To account for the size of the overall growth per developmental stage, measurements were taken from the anterior of the egg chamber to the posterior (L_{AP}). To account for the posterior movement of the FCs, measurements were taken from DAPI images for developmental stages 9, early and late, and 10A (L_{FC}), when FC movement takes place. These measurements were then applied to the cubed spheroid coordinate system (see details in Materials and Methods, Supplement 1, Supplement 2).

The model shows the level of detectable GRK secreted from the oocyte into the PVS and is affected by the outlined parameters. The size and the shape of the source of GRK, however, change throughout the developmental stages. As we fine-tuned the model, the shape of the ligand source
is considered an input. Hence, we calibrate this time and space-dependent source directly with experimental measurements (Figure 6). At Stage 7, the oocyte nucleus encompasses the entire size of the oocyte, thus the size of the source is equivalent to the size of the egg chamber. As the oocyte grows, however, the size of the source is refined. Measurements of the source were taken from inside of the oocyte from three different vantage points (Figure 6A, B). At stages 9 early, 9 late, and 10A, direct measurements were taken from the anterior of the oocyte along the dorsal surface using a cross-section and a sagittal view (Figure 6D). The shape of the source is then modeled according to the measurements, and the time-varying flux \( V(t, \eta, \theta) \) is designed such that a constant total quantity of ligand is secreted from the source while its size changes over time (Figure 6C).

Denoting by \( \sigma(t) \) the total surface area of the source at time \( t \), and by \( V_0 \) the initial flux of ligand, the total quantity of ligand released at time \( t = 0 \) is \( \sigma(0)V_0 \). We set:

\[
\begin{cases}
V(t, \eta, \theta) = \frac{\sigma(0)V_0}{\sigma(t)} & \text{if the point } (\eta, \theta) \text{ belongs to the source at time } t \\
V(t, \eta, \theta) = 0 & \text{if the point } (\eta, \theta) \text{ is outside the source at time } t.
\end{cases}
\]
Measurements of the source. A. A cartoon depicting the vantage points from where source measurements were taken. B. Immunohistochemistry staining depicting the vantage points of the egg chamber at S10A: i. Sagittal ii. Dorsal measurement from a ventral view iii. Anterior boundary of oocyte. C. Simulations of the source and table of measurements at specific stages. At S10A we see the current source measured superimposed on what was previously studied (Goentoro et al., 2006).

2.1.4 Determining Parameters

The model parameters were taken either from the literature or directly from experimental measurements (Supplement 3). However, there remain parameters (namely the strengths of the inhibitors Kek1 and Sty) that are not found in the literature or measurable from experiments. The strengths of inhibitors $\gamma_{st}$ and $\gamma_{kek}$ were then determined using data obtained from intensity plot profiles from immunostainings of GRK and dpERK at each of the modeled stages, excluding Stage 7 (Figure 7). Intensities were taken in three different genetic backgrounds that represent copy numbers of GRK: 1x, 2x (wild type), and 4x GRK. In the model, this corresponds to setting the initial flux of ligand to $\frac{1}{2}V_0$ for 1x GRK, to $V_0$ for 2x GRK and to $2V_0$ for 4x GRK. Intensities at the AP and DV axes were compared to simulations containing different parameter values (Supplement
The simulations showed the best match with experimental curves for the choice of parameters $\gamma_{\text{Sty}} = 2000$ AU and $\gamma_{\text{kek}} = 5000$ AU, as shown in Figure 7A.

Figure 7: Simulations of GRK/dpERK over developmental stages A. Images from Wild type (2x GRK, red), 4X GRK (blue), and 1x GRK (green) were measured for pixel intensities at the anterior-posterior and dorsal-ventral region of the egg chamber directly after the oocyte nucleus. These values were averaged and then plotted against simulations with many combinations of parameter values. Parameter values were selected for the best fit plots for AP and DV over the five stages considered in this model. B. Immunohistochemistry and model predictions for GRK and dpERK at stages 8-early to stage 10A.

Figure 7B shows the full distributions of dpERK and GRK, obtained by numerical simulations with the chosen parameters, at various stages of development. A threshold was applied to each of the simulations, where all concentrations below 60% of the maximum concentration are equal to zero. The model successfully captures the distribution of GRK and dpERK on a growing manifold with a moving morphogen source.
2.1.5 Validating Parameter Selection

To test the predictability of the model, we used RNA interference perturbations in *sty* and *Egfr*, and looked at the signaling output (dpERK). In the *sprouty* RNAi background, the intensity of GRK is unchanged (Figure 8A). Since the used GAL4 driver in this experiment, CY2-GAL4, is uniformly expressed from stage 8, we gave the system time to adjust, and considered changes only from stage 9.

![Image of Figure 8](image)

**Figure 8:** Validating parameter selections using genetic perturbations. A-D. Immunohistochemistry staining at S10A for A. GRK in Cy2>EGFR RNAi (n=10), B. GRK in sty RNAi (n=11), C. dpERK in Cy2>EGFR RNAi, D. GRK in CY2>sty RNAi. E-F. AP and DV, respectively, intensity profiles of wild-type (red), sty RNAi (green) and EGFR RNAi (blue) and corresponding intensity profiles of simulations where RNAi targets were reduced by half. The wild-type simulation corresponds to the parameters defined in Tables 1 and 2. The sty RNAi perturbation corresponds to a modified $\gamma_{sty}(t) = 0$ for all $t > 6$, to cancel the effect of Sty on the dynamics after Stage 7.

As expected, the effect of this perturbation on the signal, however, shows a significant increase in dpERK in RNAi targeting *sty* and a decrease in signal when EGFR is depleted (Figure 8C, F). The concentration of dpERK along the AP axis at stage 10A ($t = 21h$) is shown in three different simulations (Figure 8E-F).
The *sty* RNAi experimental intensity plot reflects the increase in signal observed in this genetic background compared to the wild type at 21 hours. Since the total amount of *sty* at this stage is unknown, as is the strength of the RNAi, several simulations were run to predict the amount of reduced *sty*. The experimental intensity plots in the AP overlap with the posterior decay predicted by the simulation at a reduction of 25%, or 75% of the endogenous level (Figure 8E, F). However, the DV profile shows slower degradation of dpERK in the plot profile. Surprisingly, when a qPCR analysis of *sty* in egg chambers expressing *sty*-RNAi at S9-10 was performed and compared to the wild type, the qPCR detected a fold change at 78%, or a 22% decrease, in *sty* compared to the wild type which is consistent with the model prediction.

The *EGFR* RNAi perturbation corresponds to a reduced level of available receptors at the surface of the FCs. The experimental intensity plots show a severe decrease of dpERK (Figure 8D) where GRK remains unaffected (Figure 8B). Several simulations were run to estimate the reduction of receptor in the *EGFR* RNAi perturbation. Comparisons of intensity measurements between wild-type and *EGFR* RNAi show a decrease of 75% of *Egfr* in the *Egfr* RNAi perturbation compared to wild-type (Figure 8E, F, H). This corresponds to a depletion of 75% of the receptors in our model, i.e. setting the initial amount of receptors to $R(0, \eta, \theta) = \frac{R_0}{2}$ and their production rate to $Q_r = \frac{Q}{2}$.

To summarize, we recall the three categories of parameters, classified according to the method by which we set their values.

- Parameters taken from previous literature: diffusion rate ($D$), reaction rates ($k_{ec}$, $k_{on}$, $k_{off}$, $k_{cr}$, $k_{rec}$, $k_{deg}$, $k_d$, $\alpha_{rec}$, $\alpha_{deg}$, $Q_r$), initial concentration of receptors ($R_0$), initial flux of ligand ($V_0$)

- Parameters measured experimentally: physical dimensions of the egg chamber ($L_{AP}$, $L_{DV}$, $L_{Oo}$, $L_{FC}$, $H$), dimensions of the source of ligand
Parameters calibrated by comparing simulations and immunostainings of GRK and dpERK: strengths of inhibitors ($\gamma_{Sty}$, $\gamma_{Kek}$)

2.1.6 The Effects of Mechanical Changes

We used our model to test the role of mechanical transformations of the egg chamber on the distribution of dpERK at all stages. To study the impact of each transformation, we perturbed individually in numerical simulations the following: 1) movement of the oocyte nucleus, 2) the shift of the FCs, and 3) the growth of the egg chamber. Qualitative simulation results are shown in Figure 9. The second row of Figure 9 shows the distribution of dpERK at Stages 8, 9 and 10A when the movement of the nucleus is stopped at late Stage 8 ($t = 10.5h$) (Supplemental Figure 1). As expected, the signal is perturbed and dpERK is found only in the posterior of the egg chamber compared to the wild type (top row). The signal is lost at the dorsal anterior. This simulation agrees with perturbing microtubule-dependent nuclear anchoring by treating flies with colchicine (Niepielko et al., 2014; Roth et al., 1995).

As a second perturbation, we removed the shift of the FCs, as shown in the third row of Figure 9. This has two effects on the signal. At Stage 9, one can see that the signal is less elongated than in wild-type. At Stage 10A, signal is fainter at the dorsal anterior. Since the same relative shape is observed for both stages suggests that the changing of the FCs is not necessary to create the elongation in the distribution of the signal. However, we did observe that the anterior FCs act to maintain high signal levels by acting as a physical boundary that prevent ligand dispersal anteriorly.

Lastly, we used the model to perturb the growth of the egg chamber. The fourth row of Figure 9 shows the dpERK distribution at Stages 8, 9 and 10A when growth is stopped at late Stage 8 ($t = 10.5h$). This mechanic change has two consequences. First, it affects the diffusion of the signal as the growth affects the curvature of the perivitteline space, where the changes in coordinates affect
the Laplace-Beltrami operator. At earlier stages, the egg chamber’s A/P and D/V dimensions are comparable, so the egg chamber is almost spherical. As a consequence, diffusion at earlier stages is almost isentropic. At later stages, wild-type egg chambers are more elongated, so this earlier symmetry is broken and diffusion becomes anisotropic. This biased diffusion of GRK affects the shape of the signal. When growth is perturbed, we observe that the signal profile is less elongated. Second, the perturbation of growth also affects the signal intensity, i.e. as the egg chamber remains of small size, GRK remains more concentrated and creates higher levels of dpERK.

![Figure 9: Exhibiting the role of mechanical changes. The model was used to predict the effect of mechanical perturbations on the distribution of dpERK. Each row shows dpERK at stages 8, 9 and 10A for a different mechanical perturbation. First row: the nucleus movement was stopped at late S8 (t=10.5h). Second row: the follicle cell shift was removed. Third row: growth was stopped at late S8 (t=10.5h).](image)

**Chapter 2.2: Quantitative analysis of the EGFR in the follicle cells over developmental stages**

For this project I was responsible for the quantitative analysis of the EGFR and innovation of experimental design. The Egfr-egfp CRISPR/Cas9 was made by Robert Marmion. I generated the EGFR-sfgfp, designed and performed the experiments, produced the figures, and wrote parts of the manuscript.
It was previously shown that the levels of distribution of EGFR in the FCs impacts the distribution and levels of GRK and EGFR activation patterns (Goentoro et al., 2006). The rate at which GRK is internalized effects the overall distribution of signal. While there are known distribution patterns of GRK and dpERK in perturbations of the EGFR, there is little understanding of receptor dynamics throughout oogenesis. It was previously reported that the dynamics of the EGFR change in the presence of high ligand during S10A of oogenesis as a dorsal clearing is present (Sapir et al., 1998). In addition, the mechanisms of EGFR trafficking once it is internalized are unclear, whether the receptor returns to the plasma membrane or be trafficked to the lysosome for degradation (Sigismund et al., 2008). It was shown that the receptor-ligand complex continues to signal after internalization (Vieira, 1996), and its fate after internalization remains unclear.

2.2.1 Quantification of the EGFR

While several reports show the quantification of the EGFR in culture cells, there is little information available to other systems, including tissues (Pribyl et al., 2003b; Zhang et al., 2015). Since the distribution of the EGFR is variable by cell type, it is important to quantify the amount of available receptor during different stages of oogenesis to determine the involvement of the EGFR in shaping the distribution of GRK, and consequently dpERK. To quantify and follow EGFR distribution in the FCs, an endogenously tagged EGFR with EGFP was generated in our lab using CRISPR-Cas9. There are alternative exons at the 5’ end of the transcript due to the EGFR isoforms (Schejter et al., 1986). To circumvent this issue and include all annotated transcripts, an EGFP tag was inserted between the last exon and the 3’ UTR on the C terminus of the protein (Figure 10A). Flies that were positive for the dsRed selection marker were verified by PCR and sequencing.
2.2.2 A GFP tagged EGFR construct

In order to visualize and quantify EGFR, we endogenously tagged the EGFR with EGFP (Figure 10). Adult homozygous flies were phenotypically wild type. However, 31% of the eggshells (n=371) had a phenotype where appendages were closer together, indicating on a reduction of EGFR signaling in this background. At the same time, the parent flies used for this injection showed
the same phenotype (15%, n=49). It was previously reported by the Shilo Lab that EGFR is expressed uniformly in the FCs (Sapir et al., 1998). Repeating this experiment, we stained D. melanogaster egg chambers with EGFR antibodies and found similar results (Figure 10B’-C’). Staining the same egg chambers with anti-GFP antibodies providing a similar pattern (Figure 10B-C). While the overlap is clear for both images, the EGFR antibody stain had increased non-specific staining making localization harder to detect (Figure 10B’-C”).

Interestingly, at stage 8, the immunostaining of EGFP and EGFR show high concentration of bright puncta localized at the apical side of the FCs, which coincides with the localization of GRK (Figure 11A-A”). The puncta were more much elevated in the posterior compared to the anterior of the egg chamber. These bright puncta were not detected at early S9 (Figure 11B-B”) where the EGFP was mainly observed at the lateral surface of the plasma membrane. At this stage, the co-localization of EGFR and GRK is 19% at the anterior and 5% at the posterior (Figure 11D) (n=38). At S10A, the apical localization is lost and the basolateral distribution of EGFR-EGFP continues in all FCs (Figure 11C-C”). At this stage, the reduction in EGFR levels overlapped the high levels of GRK (22%) at the dorsal anterior (Figure 11E, n=27), which is in agreement with a previous study (Sapir et al., 1998). The posterior end of the egg chamber had very little co-localization (Figure 11E).
To determine whether the EGFR localization to the apical side at S8 depends on GRK, we used CRISPR/Cas9 to generate a deletion of the grk locus (Figure 12A). While most of these flies remain heterozygous, a few sterile homozygous females were recovered. Eggs laid by these females do not possess operculum or dorsal appendages, which are distinct from the wild type eggshells (Figure 12B,C) and consistent with the previously reported null alleles (Schupbach, 1987). Immunohistochemistry using EGFR specific antibodies shows the loss of apical localization of the EGFR at stage 8 (Figure 12E) in comparison to the wild type (Figure 12D). We conclude, apical localization of EGFR at early stages of oogenesis depends on GRK. Due to the absence of a dorsal-ventral axis in a grk null background, we could not follow dorsal-anterior changes in EGFR at stage 10.
2.2.3 EGFR quantification throughout oogenesis and embryogenesis

The differences in the spatial distribution of the EGFR allow us to question if dynamics of the pathway lead to any quantitative differences observed throughout oogenesis. Furthermore, since only low levels of maternal RNA were detected in the early embryo (Lev et al., 1985; Mohammed and Lai, 2016), we also aimed to quantify EGFR levels in early embryogenesis at pre-cellularization (0-1 hr, or stage 2) and cellularization (2.5 hr, or stage 5) stages. To quantify the levels of EGFR, we collected a known amount of egg chambers and embryos from EGFR-GFP and yw- (negative control) flies. We used an ELISA kit to detect GFP (GFP detection sensitivity ranges 30pg-2ng, see details in methods). Since the amount of detectable EGFR in a total protein sample was initially unknown; we used whole ovary in samples ranging from 200-1.25 ug of total protein to determine the amount of total protein to use per well (See details in methods). To avoid
saturating the wells with signal and obtain enough signal to detect differences among developmental stages, we used 75 µg total protein in each well to quantify EGFR for all samples. We used the total protein collected from the whole ovary to approximate the number of receptors for each FC for all developmental stages. To do this, total protein was collected from 10 flies (twenty ovaries). It can be approximated that each ovary contained 16 ovarioles with 7 egg chambers at different developmental stages per ovary. Each egg chamber contains on average 855 FCs (White et al., 2009). Using these numbers, we calculated the total weight of GFP per cell. If we convert the weight of GFP (27 kDa, or g/mol) to the weight of a single molecule (4.48 x 10^12 pg/receptor), we can obtain the number of GFP molecules/per cell, which is equivalent to the number of receptors per cell. The sample containing all developmental stages of oogenesis contains approximately 4000 receptors per cell.

Once established that we have detectable levels of EGFR in our samples, we next collected 100 egg chambers in three groups at stages 8 and 9, stage 10A-B, and stages 11 and greater (Figure 13 A). We included 60 embryos at 0-1 hr and 2.5 hours (Figure 13B). All collections were done in triplicates. Looking at the ELISA results, we found that EGFR is dynamically present in the FCs. Early (S8-9), we calculated around 4000 receptors/cell and a similar value was obtained for egg chambers at >S11. However, this number significantly increased at S10A-B where approximately 7000 receptors/cell were detected (Figure 13C). The amount of detected receptors were in the order of magnitude of 1000-fold less than what has been reported in A431 epidermoid carcinoma cells that were measured to have 1.2 x 10^6 receptors per cell (Zhang et al., 2015). The amount of receptors in embryos showed no detection at stage 2, and about 200 receptors/cell in the ~6000 cells of the embryo blastocyst stage (Figure 13C).
2.2.4 Intracellular dynamics of the EGFR

The trafficking of the EGFR has been widely studied in many cell types (Burke et al., 2001; Fortian and Sorkin, 2013; Yang et al., 2017). However, clear methods of detection are not well established for visualizing trafficking of the EGFR during oogenesis. Previous reports show that the ligand/receptor complex is internalized and sorted through endosomal compartments (Chang et al., 2008). In order to determine the cellular compartment of EGFR, we generated a super folded GFP (sfGFP) tagged EGFR. We expect that the potential delayed folding of EGFP, as well as the auto-dimerization potential of EGFP that was shown as to have functional defects on tagged constructs (Carrell et al., 2017), are eliminated with this construct (Supplement 5). The sfGFP tagged EGFR was used to determine the co-localization of EGFR with the early and late endosomal markers,
Rab5 and Rab7, respectively (Stenmark, 2009). It was previously shown along the dorsal ventral axis that lysosomal degradation was more efficient in regions of the FCs where the concentrations of GRK are high (Chang et al., 2008). We aim to determine if the same intracellular dynamics can be applied to the anterior posterior boundary as well.

The early endosome, or sorting endosome, is necessary for determining whether receptor is recycled to the plasma membrane or trafficked to the multivesicular body (MVB) or late endosome for degradation (Figure 14A) (Bakker et al., 2017). To determine if Rab antibodies are sensitive enough to detect the intracellular compartments and be used to determine co-localization, Rab5 and

\[ \text{Diagram showing intracellular localization of the EGFR.} \]

\[ \text{Bar graph representing co-localization with Rab5 in different domains. Yellow arrow points to regions where co-localization detected.} \quad (P<0.01) \]

\[ \text{Bar graph representing co-localization with Rab7 in different domains.} \]
Rab7-GFP constructs were expressed with a driver active in the posterior, \( pnt^{H01} \) (Revaitis et al., 2017) (Figure 14B-C). We detected co-localization of 87% for Rab5-GFP/Rab5 and 83% for Rab7-GFP/Rab7. Looking directly at the Rab5 antibody with the EGFR-GFP, at S10A the overall co-localization of EGFR with Rab5 shows low presence in 11.5% of all puncta (Figure 14D, E). Higher levels of Rab5/EGFR puncta co-localization are detected in the dorsal side (23.8%) where the levels of GRK and EGFR signaling are high (Figure 14D’, E). This is greater than the amount of receptor puncta co-localized with the early endosomal marker at the posterior (2.9%, Figure 14D”, E). The low co-localization could be residual of earlier stages, where the source of ligand was once at the posterior end. To better understand the intracellular distribution of receptor puncta in the late endosome, we next observed that the overall detection of EGFR co-localized with Rab7 at the dorsal side FCs was present in 10.8% of all puncta (Figure 14F). The amount of receptor co-localized with Rab7 was detected in 17.8% of all puncta at the dorsal anterior, which is significantly greater than the co-localization along the dorsal side (P<0.01). The 7.8% that was detected at the dorsal posterior was significantly greater than the 2.9% of EGFR co-localized at the posterior with Rab5 (P<0.01, Figure 14C’-C”).

2.2.5 EGFR expression in imaginal discs

The EGFR is a single receptor in \( D. \ melanogaster \). Since EGFR signaling is used multiple times during development, the EGFR-sfGFP line is not a restricted tool for the FCs. Since the GFP construct is homozygous viable, hence it is expected that the detection of GFP will represent the endogenous patterns of EGFR in all tissues. Imaginal discs of third instar larvae were analyzed for expression of sfGFP. In the wing disc, the EGFR is ubiquitously expressed. High levels of EGFR detection are shown in the wing pouch except in the AP and DV boundaries, which is consistent with detection of transcript by \textit{in situ} hybridization (Guichard et al., 1999; Pallavi et al., 2006) (Fig 15A). The EGFR is ubiquitously detected in the eye disc, and higher levels are observed in the region directly posterior to the morphogenetic furrow (Figure 15B). This observation is consistent with the pattern of EGFR in this tissue (Courgeon et al., 2018; Zak and Shilo, 1992). The EGFR
is uniformly detected in the haltere with elevated levels in the region surrounding the dorsal compartment boundary similar to previously shown by *in situ* hybridization of the haltere (Figure 15C) (Pallavi et al., 2006). The three leg discs have uniform pattern of EGFR, with higher levels at the lower compartment of disc T2 and T3 (Figure 15 D-F). In summary, while the corresponding patterns of EGFR could be confirmed in the wing, haltere, and eye discs, no data is available for expression pattern of EGFR in the leg discs. Based on the correct patterns of the former, we suggest that the patterns found in the leg discs reflect the endogenous pattern of EGFR expression in them.

*Figure 15*: Expression of the EGFR protein detected by GFP in imaginal discs. A. Wing B. Eye-Antenna (P:posterior, D:dorsal, V:ventral) C. Haltere D-F. (Leg thoracic discs T1-T3). D. Leg T1 E. Leg T3 F. Leg T3
Chapter 2.3 Screening for cis regulation of Drosophila genes (Revaitis et al., G3, 2017)

For this project, I, with the aid of five undergraduate students that I supervised, was responsible for screening the 281 FlyLight lines, performed the RNA-seq analysis of the distribution of the fragments on the gene’s model, and performed the analysis on the genetic perturbations. I generated the images and organized them into the supplemental atlas that characterized each of the 54 positive lines, produced the figures, and wrote parts of the manuscript. This chapter was published in G3: Genes, Genomes, Genetics.

The spatiotemporal control of gene expression is a fundamental requirement for animal development (Davidson and Erwin, 2006; Levine, 2010). Research in Drosophila melanogaster has provided insight into the complex process of tissue patterning and cell fate determination during animal development (e.g. (Konikoff et al., 2012; Lecuyer et al., 2007; Tomancak et al., 2002)). Large-scale screens for cis-regulatory modules (CRMs), which control spatiotemporal expression of genes, provided compelling examples of gene patterning in embryo, central nervous system (CNS), and imaginal disc development (Jenett et al., 2012; Jory et al., 2012; Li et al., 2014; Manning et al., 2012; Pfeiffer et al., 2008). Despite comprehensive screens to systematically search for CRMs in Drosophila, our understanding of how genes are regulated in time and space is still limited (Arnold et al., 2013; Kvon et al., 2014; Manning et al., 2012; Pfeiffer et al., 2008). Furthermore, analysis of gene regulation during Drosophila oogenesis still remains underexplored.

2.3.1 Screening for regulatory domains

During oogenesis, the egg chamber, the precursor of the mature egg, is extensively patterned through 14 morphologically distinct stages (Figure 1,5,16A-C) (Berg, 2005; Jordan et al., 2005; Spradling, 1993; Yakoby et al., 2008a). Previously, we the expression pattern of >80 genes was characterized in the FCs, a layer of epithelial cells surrounding the oocyte (Fregoso Lomas et al., 2013; Jordan et al., 2005; Niepielko et al., 2014; Yakoby et al., 2008a). The Yakoby lab established
genes that are expressed dynamically in distinct domains that can be combinatorially assembled into more complex patterns (Yakoby et al., 2008, Niepielko et al., 2014). The initial pattern annotations were described as domains that used Boolean operations to make complex patterns combinatorially from the primitive domains anterior (A), dorsal (D), midline (M), Roof (R), Floor (F), and Uniform (U) (Yakoby et al., 2008a). However, to use these domains in a comparative analysis among Drosophila species, they were later redefined into mutually exclusive domains which added two new domains, posterior (P), and dorsal ridge (DR, not relevant to this study), and replaced anterior with anterior dorsal (AD) and anterior ventral (AV). In this study, we added to the follicle cell expression domains gene/reporter expression in additional domains, including the germarium (G), stalk cells (StC), border cells (BC), and stretched cells (SC) (Figure 15A-C). These domains serve as a platform for the spatiotemporal patterning analysis.

To identify the CRMs of genes controlling tissue patterning, we took advantage of the FlyLight collection of flies, which consists of ~7000 fly lines containing intronic and intergenic DNA fragments, representing potential regulatory regions of ~1200 genes (Jenett et al., 2012; Pfeiffer et
al., 2008). Our screen focused on the 84 genes known to pattern the FCs during oogenesis (e.g. (Deng and Bownes, 1997; Dequier et al., 2001; Fregoso Lomas et al., 2013; Jordan et al., 2005; Ruohola-Baker et al., 1993; Yakoby et al., 2008a)). Cross-listing the 84 genes with the FlyLight list yielded 22 common genes (Figure 16D). These genes are associated with a total of 281 fly lines containing CRMs that are potentially active during oogenesis. All DNA fragments in FlyLight collection are upstream to the transcription factor GAL4. Crossing these lines to a UAS-pStinger-GFP fly yielded 54 GFP positive lines. Of importance, 16 of the 54 fly lines recapitulated the full or partial endogenous pattern of the corresponding genes (Figure 16D and Supplemental Material, (Revaitis et al., 2017)).

The BMP inhibitor, *daughters against dpp (dad)* (Inoue et al., 1998; Tsuneizumi et al., 1997), is expressed in the stretched cells and the anterior FCs (Jordan et al., 2005; Muzzopappa and Wappner, 2005; Yakoby et al., 2008a) (Figure 17Aa). Three of the six associated FlyLight lines express GFP (Figure 17Ab-k). The *dad*44C10 line recapitulates the *dad* endogenous expression pattern (Figure 17Ac-e). The *dad*44C10 line is expressed in the centripetally migrating cells and in the stretched cells from stage 8 (Supplemental Material, Figure S2Dc, Revaitis et al., 2017). Interestingly, the *dad*43H04 line is restricted to the stretched cells (Figure 17Af-h). Previously, we referred to the anterior domain as the centripetally migrating cells, which include the anterior oocyte-associated FCs (Figure 17B, C) (Niepielko et al., 2014; Yakoby et al., 2008a). Here, we found that the anterior pattern is comprised of two patterns, one is restricted to the stretched cells and another includes both the stretched cells and centripetally migrating FCs (Figure 17Ad, g). The
$dad^{45C11}$ line is expressed in 1-2 border cells (we cannot distinguish whether these are border cells or polar cells) at stages 9-10B (Figure 17Ai-k).

The zinc finger transcription factor $broad$ ($br$) is expressed in a dynamic pattern during oogenesis. At early developmental stages, $br$ is uniformly expressed in all FCs. Later, it is expressed in two dorsolateral patches on either side of the dorsal midline (Figure 17Ba, b and (Deng and Bownes, 1997; Yakoby et al., 2008b)). Two lines, $br^{69B10}$ and $br^{69B08}$, express GFP (Figure 17Bc-i). The former is expressed in a uniform pattern, similar to the early expression pattern of $br$ CRM ($brE$) (Figure 17Bd-f). However, unlike the early pattern of $br$, it does not clear from the dorsal domain at stage 10A (Cheung et al., 2013; Fuchs et al., 2012). The other
line, $br^{69B08}$, is expressed in the roof domain, like the late pattern of the $br$ CRM ($brL$) (Figure 17Bg-i). Interestingly, unlike the $br$ gene and the published $brL$, this line is also expressed in the floor domain (Figure 17Bg’-i’). We further discuss these CRMs later (Figure 17Bj).

The ETS transcription factor pointed ($pnt$) is necessary for proper development of numerous tissues, including the eye and eggshell (Deng and Bownes, 1997; Freeman, 1994; Morimoto et al., 1996; Zartman et al., 2009). Two isoforms are expressed in the FCs during oogenesis, $pnt$-$P1$ and $pnt$-$P2$ (Figure 17Ca,b) (Morimoto et al., 1996). The $pnt$-$P1$ isoform is expressed in the posterior domain from stage 6 to 9. At stages 10A and 10B, it is expressed in the dorsal midline (Figure 17Ca, b) (Boisclair Lachance et al., 2014; Morimoto et al., 1996). Later, at stage 11, $pnt$-$P1$ isoform is expressed in the floor and posterior domains (Yakoby et al., 2008a). Two overlapping FlyLight lines show a similar pattern of GFP expression (Figure 17Ce-i). The $pnt^{45D11}$ and $pnt^{43H01}$ lines express GFP in the posterior and border cells (Figure 17Cd-i). In addition, $pnt^{43H01}$ is broadly...
expressed in the stretched cells (Figure 17Cd-f). None of the screened lines associated with the pnt gene were found to contain the information for the midline expression pattern of pnt-P1. The midline pattern of the pnt-P1 transcript could be visualized by the GFP tagging of the endogenous pnt gene (Boisclair Lachance et al., 2014). In addition, none of these lines recapitulate the pattern of pnt-P2, which is expressed in the midline (at stage 10A) and roof (at stage 10B) domains (Supplemental Material, Figure S2Rb, Revaitis et al., 2017) (Morimoto et al., 1996).

To understand the overlap between the patterns of the GFP positive lines and the endogenous gene, all patterns were annotated as previously described (Figure 17D) (Niepielko et al., 2014). The annotation system is based on simple domains of gene expression that are induced by cell signaling pathways, including BMP (AD, AV, SC) and EGFR (M, D, P), and domains of future dorsal appendages (R, F) (Niepielko et al., 2014; Nilson and Schupbach, 1999; Peri and Roth, 2000; Twombly et al., 1996; Yakoby et al., 2008b). This system was developed to annotate FC patterning as a binary matrix, which allows the addition of domains found in our screen, including germarium (G), stalk cells (StC), border cells (BC), and polar cells (PC) (Figure 16A-C). The overlay of the GFP expression patterns and the endogenous gene patterns revealed that the majority of
recapitulated patterns are within the anterior (AD, AV), stretched cells (SC), posterior (P), and uniform (U) domains (Figure 17D).

Figure 17 D) A binary matrix representing all gene expression patterns (red) and FlyLight GFP positive lines (green). The overlap between the two data sets are denoted in yellow. The matrix is based on assigning mutually exclusive domains to patterns (Figure 30, and Supplemental Material, S2,i,ii, Revaitis et al., 2017). Domains include, germarium (G), splitting the anterior domain to anterior dorsal (AD) and anterior ventral (AV), midline (M), roof (R), floor (F), dorsal (D), posterior (P), stretched cells (SC), stalk cells (StC), polar cells (PC), and uniform (U). Additional domains are included as not (/) for domain exclusions. The complete description of these domains can be found in Supplemental Material, Figure S2i and ii, Revaitis et al., 2017). On the Y axis are the gene names at a specified developmental stage. % recapitulation (% Recap.) represents the percent of GFP patterns that overlap with the endogenous pattern in each domain.

Numerous genes are uniformly expressed in the FCs during early oogenesis (Figure 17D). At the same time, the uniform “inducer” is still unknown. Several reporter lines are expressed in the border
cells (Figure 17D). With the exception of one line, none of the known associated genes were reported to be expressed in these cells. Since the border cells travel through the nurse cells, which turn dark during most in situ hybridization procedures, it is possible that gene expression in the border cells is masked by the dark nurse cells (Yakoby et al., 2008a). The roof and floor domains (R and F) are regulated jointly by multiple signaling pathways, including EGFR and BMP (Deng and Bownes, 1997; Ward and Berg, 2005; Ward et al., 2006). It is possible that the single floor and roof patterns found is due to the complex regulation of these domains that may require more enhancers working together (Figure 17D). The midline and dorsal domains were not found in our screen; these CRMs may reside in neighboring genes, or require longer DNA fragments, or are present in the gene locus but not covered by the screened fragments.

2.3.2 The FlyLight lines are new resource tool for gene perturbations in oogenesis

The GAL4-UAS system has been a valuable method to manipulate genes in D. melanogaster (Brand et al., 1994; Duffy, 2002). To increase the perturbation efficiency, it is necessary to refine and restrict the affected domain. The GFP positive lines present an opportunity to manipulate genes in a domain-specific manner. As far as we know, none of the previously published GAL4 lines are expressed only in the anterior domain, including the centripetally migrating FCs and stretched cells. Here, we used two of the anterior lines, dad44C10 and dpp18E05, to determine their function in genetic perturbations. A limitation of the GAL4-UAS system is the undesired expression of some drivers in multiple tissues, which, in many cases, leads to lethality. Indeed, a complete lethality was observed when these lines were crossed directly to UAS lines of perturbations in EGFR signaling (not shown). Thus, we used a GAL80ts to circumvent the problem.

The regulation of dpp during oogenesis is not fully understood. While an earlier study mapped numerous regulatory elements downstream of the 3’ end of the dpp transcription unit, it did not report expression during oogenesis (Blackman et al., 1991). The posterior repression of dpp requires the activation of EGFR signaling (Peri and Roth, 2000; Twombly et al., 1996). Unlike dpp,
*dad* is a known target of BMP signaling (Marmion et al., 2013; Weiss et al., 2010). The expression patterns of *dad*44C10 and *dpp*18E05 are nearly identical (Supplemental Material, Figure S2D, F, Revaitis et al., 2017). However, if the two CRMs are regulated by different mechanisms, perturbations in cell signaling pathways may impact their activities in a different manner. In order to test this idea, we used the corresponding fragments of DNA in the *dad*44C10 and *dpp*18E05 (Figs. 17A, 19B, and Supplemental Material, Figure S1 and S2D, F, Revaitis et al., 2017) to generate lacZ reporter lines. As expected, the two reporter lines are expressed in a similar anterior pattern (Figure 18A, B). To test whether these reporter lines are regulated by BMP signaling, we crossed these lines to a fly expressing *dpp* in the posterior end of the egg chamber (E4>dpp). Interestingly, we detected ectopic posterior expression of β-Galactosidase in the *dad-lacZ* line, but not in the *dpp-lacZ* background (Figure 18C, D). Based on the β-Galactosidase results, we conclude that the two drivers are regulated differently, and thus, perturbations, in addition to affecting the tissue, may have a positive or negative impact on the drivers themselves. The results are not surprising as a *dpp* reporter was previously described to be regulated by EGFR and JAK/STAT signaling pathways (Xi et al., 2003).
Figure 18: Genetic perturbations using dad^{44C10} and dpp^{18E05} FlyLight lines. A, B) β-Galactosidase expression patterns of dad^{44C10} and dpp^{18E05} lines in the anterior and stretched cells domains (dad-lacZ and dpp-lacZ). C, D) Expression of dpp in the posterior end (E4>dpp) induces ectopic expression of β-Galactosidase expression in the posterior domain in dad-lacZ but not in the dpp-lacZ (denoted by a white arrow). BR staining is used as a spatial marker. Arrowhead denotes the dorsal midline. Broken yellow line denotes the anterior boundary of the oocyte. E-H) OreR/E) Eggshell, F) pMad (green), G) BR (red), H) merge. I-L) dad^{44C10} driving the expression of a dominant negative EGFR (dnEGFR). I) Eggshell, J) pMad,
Eggshell structures are highly sensitive to changes in EGFR signaling (Neuman-Silberberg and Schupbach, 1993; Queenan et al., 1997; Yakoby et al., 2005). Therefore, we aimed to demonstrate the use of the two drivers to disrupt EGFR signaling and monitor the impact on eggshell structures and egg chamber patterning. Each driver was crossed to a dominant negative EGFR (dnEGFR) and a constitutively activated EGFR (caEGFR). We looked at patterning of (Broad - BR), BMP signaling (pMad), and eggshell structures. *D. melanogaster* eggshell has two long dorsal appendages. At stage 10B, pMad appears in three rows of cells in the anterior domain, while BR is expressed mostly in two dorsolateral patches on either side of the dorsal midline (Figure 18E-H) (Deng and Bownes, 1997). The eggshell of *dad*^{44C10}>dnEGFR has an elongated narrow operculum and two shortened dorsal appendages (Figure 18I). Interestingly, the pattern of pMad and BR remained in one and two rows, respectively, of cells in the anterior domain (Figure 18J-L). The *dpp*^{18E05}>dnEGFR generated a short eggshell with a large and wide operculum and two short dorsal appendages (Figure 18M). Unlike the anterior domain of pMad and BR in Figure 18L, this perturbation led to ectopic pMad in the anterior domain but not BR (Figure 18N-P). An activation of EGFR in the posterior domain represses *dpp* expression (Twombly et al., 1996). Following the same logic, overexpression of dnEGFR alleviates the anterior repression of *dpp*, and consequently increases BMP signaling and the operculum size (Dobens and Raftery, 1998).
Over-activation of EGFR signaling in the anterior domain with the two drivers generated different phenotypes. In \textit{dad}^{44C10}>\textit{caEGFR}, the eggshell was short with reduced operculum that extends to the ventral domain (Figure 18Q), which is expected for an increase in anterior EGFR activation (Queenan et al., 1997). The pMad pattern was shifted anteriorly over the stretched cells. Also, BR was shifted anteriorly (Figure 18R-T). These phenotypes indicate that in addition to the increase in EGFR signaling, there is also a decrease in BMP signaling (Yako\textit{by} et al., 2008b). Interestingly, \textit{dpp}^{18E05}>\textit{caEGFR} did not produce any eggs (Figure 18U). The ovarioles and egg chambers of flies grown at 30°C appeared deformed (not shown). Reducing the temperature to 28°C allowed the egg chambers to develop up to stage 9. However, pMad could not be detected (Figure 18V,W), in comparison to the corresponding pMad pattern in the wild type at this developmental stage (Figure 18X). This cross was repeated five times and all egg chambers ceased to develop at stage 9. These results are consistent with the previously published decrease in BMP signaling: medium decrease generated short eggshells, while a strong decrease stopped egg chamber development at stage 9 (Twombly et al., 1996). These results further support the negative regulation of \textit{dpp} signaling by EGFR activation (Xi et al., 2003).

2.3.3 Mapping the distribution of CRMs in the gene model

To date, the computational prediction of CRMs has not been straightforward. Since the FlyLight fragments cover the entire length of the gene, we aimed to determine whether certain locations of the gene locus are more likely to contain CRMs. We binned the distributions of all GFP positive FlyLight lines into three groups based on their relative position to the first exon of the gene model (Figure 19A). All DNA fragments that are upstream of the first exon were classified as \textit{Proximal}. All fragments that are downstream of the first exon and within the first intron are categorized as \textit{Intron 1}, and all other downstream fragments are classified \textit{Distal}. One problem with this analysis is that several genes have multiple isoforms with different locations of the first exon. For example, the \textit{ana} gene has three isoforms, two have the same first exon (\textit{ana}-RA and \textit{ana}-RB) and the third
(ana-RC) has a different first exon (Figure 19B). Since no information is available on the oogenesis-specific isoform(s), we carried out an RNA-seq analysis of egg chambers at three developmental groups. Specifically, egg chambers were collected at early (stages≤9), middle (stages 10A-B), and late (stages≥11) stages of oogenesis. We found that the ana gene has only two isoforms (ana-RA and ana-RB) that could be expressed during oogenesis, both have the same transcription start site (TSS) (Figure 19B). The RNA-seq analysis eliminated discrepancies among isoform transcripts for nine additional genes (Revaitis et al., 2017 Supplemental Material, Figure S2, Revaitis et al., 2017).
Figure 19: Mapping distribution of FlyLight gene fragments A) A cartoon representation of the gene-fragments’ binning that is based on the relative position of a fragment in the gene model. The Proximal includes all fragments that are upstream to the first exon. The Intron 1, includes all fragments that are in the first intron. The Distal includes all fragments downstream of the second exon. B) An example of one of the genes screened, ana, and its three isoforms. The gene has two “first” exons. Using RNA-seq data, we demonstrate in the coverage plot that the ana-RA and/or ana-RA isoforms (marked by *) are expressed during all stages of oogenesis, whereas ana-RC is not expressed. The RNA-seq data is divided into three developmental groups (stage 9 and younger, stages 10A and 10B, and stages 11 and older egg chambers). Peaks indicate the number of reads per base. Gray peaks indicate matched base pairs and colored peaks
indicate mismatches (see M&M for details). The fragments mapped below the model were screened. The analysis shows that ana23812 fragment (orange) is in the Distal bin. C) A Chi-square test shows that the GFP-expressing FlyLight fragments are distributed significantly different ($p=0.034$, df=2) from the expected distribution.

Next, we tested the distribution of the GFP-positive FlyLight lines in the three categories (Proximal, Intron 1, and Distal). The null hypothesis is that the frequency of CRMs among the categories is identical. In this case, the observed frequency of positive CRMs is equal to the expected frequency of positive CRMs for the total number of DNA fragments for each of the three categories. The expected distribution is calculated as the percent of the number of GFP positive lines (54) out of the total number of lines (281), which is 19%. The Proximal category includes 140 lines. The expected number of lines expressing GFP in this category is 27. The observed number of GFP expressing lines is 23, which is 15% less than the expected value (Figure 19C). The Intron 1 category includes 72 lines, thus the expected number of lines expressing GFP is 14. The observed number of GFP expressing lines is 22, which is 57% more than the expected value (Figure 19C). The Distal category includes 69 lines, and the expected number of lines expressing GFP is 13. The observed number of GFP expressing lines is 9, which is 31% less than the expected value (Figure 19C). Using a Chi-square test, we determined that the distribution of the observed values is significantly different from the expected values ($p=0.034$, df=2).

To determine whether the distribution of CRMs is significantly different than the expected value for each category, we used a binomial test, which checks the significance of deviation between two results. As stated above, the calculated success rate (positive GFP expression) is 19%. Based on this rate, we employed a one-tailed binomial test for each category. The probability that 23 or less out of the 140 fragments in the Proximal category will drive GFP expression is 0.25. The probability that 22 or more out of the 72 fragments in the Intron 1 category will drive GFP expression is 0.012. The probability that 9 or less out of the 69 fragments in the Distal category will drive GFP expression is 0.13. Based on the binomial test, we conclude that the number of
CRMs in the *Intron 1* category is significantly greater (*p*=0.012) than the expected number. We note that the average DNA fragment-size for the *Proximal* is 3.17+/−0.06 kb, for the *Intron 1* is 3.06+/−0.1 kb, and for the *distal* is 2.56+/−0.13 kb (fragment size +/- SE kb). While the average size of the *Distal* fragments is significantly shorter than the fragments in the other two categories (*p*<0.01), we do not consider this difference to be the cause for the CRM-enrichment in *Intron 1*, since shorter fragments were found to be more active (Nam et al., 2010). Also, the average fragment size is not significantly different between *Proximal* and *Intron 1* categories.

### 2.3.4 The FlyLight lines control expression in multiple tissues

On average, the FlyLight lines contain ~3kb fragments of DNA. We were interested to understand whether these fragments contain one or more CRMs regulating expression during oogenesis. Assuming that each domain is regulated by a CRM, we aimed to determine if each fly line controls one or more domains during oogenesis. Each GFP expression domain was counted once for each line per developmental stage for a total of 339 ‘line patterns’. Interestingly, only 35 ‘line patterns’ (10.3%) changed to a different pattern in the next developmental stage (30 ‘line patterns’) or at a later stage that is not the next stage (5 ‘line patterns’) (Figure 20A). Most (34 of the 35) ‘line patterns’ changes are found after stage 8, which is the transition stage from anterior-posterior axis to a dorsal-ventral axis determination as a result of changes in the position of EGFR signaling (Neuman-Silberberg and Schupbach, 1993). Interestingly, 20 ‘line patterns’ change at stage 14, the stage of ovulation. Hence, most domains, once expressed, maintain the same pattern over multiple developmental stages (Figure 20B). CRMs are 500-1000 bp (Ivan et al., 2008; Levine and Tjian, 2003). Under the assumption that all fragments contain CRMs, it is expected that each fragment has 3 or more CRMs. Our results suggest that the ~3kb DNA fragments mostly contain one (48%) or two (33%) CRMs that control the expression of a simple pattern during oogenesis (Figure 20C).

Many CRMs are tissue-specific, therefore we wanted to determine whether the same fragments control expression in other tissues (Jenett et al., 2012; Jory et al., 2012; Li et al., 2014; Manning et
al., 2012). Only 8 out of the 281 FlyLight lines are not expressed in any of the examined tissues (Figure 20D). A primary portion of the lines (~50%) are expressed in four tissues (Figure 20D). These analyses cannot distinguish whether the same CRM is expressed in multiple tissues or if each fragment contains numerous CRMs that are expressed in different tissues. Of the FlyLight lines positive for GFP, 75-85% are expressed in other tissues, including the brain, ventral notochord (VNC), larva central nervous system (CNS), and embryo (Figure 20E). Only ~20% of the lines are also expressed in imaginal discs (Figure 20E, and Supplemental Material, Figure S3, Revaitis et al., 2017). These results support our observation that lethality of the tested lines in perturbations without GAL80ts is likely related to the expression of these lines in multiple tissues.

Figure 20: Spatial and temporal distribution of GFP-positive Flylight lines. A) A summary of the temporal distribution of GFP-positive FlyLight patterns throughout oogenesis. Each box represents a developmental stage and the number of lines expressing GFP. Horizontal arrows represent the number of lines with the same spatial pattern in the next developmental stage (refers in the text as 'line patterns'). Diagonal bottom arrows represent the number of lines not expressed in the next developmental stage. The diagonal top arrows represent the new lines expressed in this developmental stage. Horizontal broken arrows represent the number of lines expressed in the next developmental stage that change their spatial pattern. Diagonal broken arrows represent lines expressed in an early developmental stage, and now are expressed in a later developmental stage that is not the proximal stage (the pattern is spatially...
different from the earlier pattern). **B)** For each domain, the average number of developmental stages it is expressed in and the standard deviation were calculated. **C)** For each of the GFP positive FlyLight line, the number of expression domains was calculated. The data is presented as % of the total lines expressing GFP for all developmental stages. **D)** Based on the available data for the Flylight expression patterns, we determined the frequency of expression of each of the 281 lines in the five FlyLight tissues and oogenesis (total of six tissues). **E)** Of the 281 lines screened, 84% are expressed in the brain, 78% in the ventral nerve cord, 85% in the larval CNS, 77% in the embryo, 20% in the third instar larvae imaginal discs, and 19% in the ovary.
Chapter 3 Conclusions

3.1 A comprehensive model to study parameters affecting the distribution of GRK/dpERK

In section 2.1, our comprehensive model provides new insights into the mechanisms that contribute to the distribution of GRK and EGFR signaling. First, we were able to develop experimental approaches to determine values for parameters that have so far only been measurable in culture cells (Pribyl et al., 2003a). These parameter values were then applied to a highly dynamic model that considers the mechanical evolution of the egg chamber: its overall growth, the shifting epithelial cells, and a moving morphogen source. Published literature models the distributions of GRK and dpERK at a steady state in fixed coordinates (Goentoro et al., 2006; Zartman et al., 2011).

Our model took a new approach by building on the dynamic outputs from earlier stages to achieve an overall distribution at S10A. Using a multistage approach allowed us to elude to the mechanisms behind the posterior extension of GRK after the morphogen source has moved anteriorly.

To establish our dynamic model, we had to establish measurements of the oocyte, egg chamber, and the source of GRK. Observations in EGFR signaling dynamics and overall growth made it necessary to piece apart stages 8 and 9 into additional steps, early and late. Furthermore, we were able to discretize values in current literature and build on previous models for the dynamics of the EGFR, diffusion, internalization of ligand and receptor, and FC counts (Chu et al., 1996; Goentoro et al., 2006; Pribyl et al., 2003a; Sigismund et al., 2008; White et al., 2009; Zartman et al., 2011).

The unknown parameters were approximated by running numerous simulations against 1-D intensity plots. After establishing parameters based on 1-D experimental plots we were able to simulate the distribution of dpERK on a growing manifold.

Since the model accounts for the physical movement and growth of the egg chambers’ compartments, we could answer questions related to the mechanics of tissue morphogenesis. Specifically, we tested the impacts on signaling in cases when the morphological changes will be perturbed. An increase in localized signal is predicted in both the absence of oocyte nucleus movement and in the absence of oocyte growth. This is unlike the reduced signaling in case of no
FCs movement. We reason that the movement of “new” FCs with high EGFR could maintain the signal close to the source in the first two perturbations, unlike the overuse of “old” FCs in the latter perturbation. This is consistent with our findings in EGFR dynamics (Aim 2).

The model development for the spatio-temporal evolution of GRK and dpERK in a highly dynamic egg chamber has led us to identify the need for a suitable mathematical framework for reaction-diffusion equations in developing organisms. In this work, the growth of the egg chamber is a morphological change that affects the distribution of Gurken through the time-evolving Laplace-Beltrami operator. The rigorous development of the coupling of growth and diffusion was done in a parallel work, in which we give a more general setting: the diffusing quantity (i.e. the morphogen) also affects the growth of the organism (Pouradier-Duteil et al., 2015; Rossi et al., 2016). This new framework for the two-way coupling between diffusion and growth has many potential applications in models of development, and for this reason we named the new class of equations Developmental Partial Differential Equations.

3.2 A quantitative analysis of the EGFR in Drosophila oogenesis

The levels of EGFR receptors in tissues is an important aspect of appropriate ligand distribution, cell signaling, tissue patterning and morphogenesis. The uniform pattern of EGFR in oogenesis was reported by the Shilo group (Sapir et al., 1998), however, these are qualitative description of the pattern. Most of the quantitative measurements of EGFR have been reported out of cancer research, where mis-regulation of EGFR signaling is of great importance(Zhang et al., 2015). In addition, a recent study in mice reported the patterning of a EGFR-EGFP construct in many tissues(Yang et al., 2017). However, like in Drosophila, this is a beautiful but qualitative study. Here, we developed a tool to close the current gap between qualitative and quantitative studies in tissues. This tool allowed us to better visualize the localization of the EGFR in the tissues of D. melanogaster, as well as to determine the levels and dynamics of EGFR in the tissue.

We found that during early oogenesis, the EGFR is apically localized in the posterior side of the FCs. The loss of this restriction in a grk null background suggests that the default distribution is
basolateral. This mechanism is consistent with what was reported in *C. elegans*, the receptor is moving away from the ligand source to lateral domains of the cells (Haag et al., 2014). The actual mechanism in which the EGFR is transcytosed throughout the cell is still not known. Interestingly, the apical localization disappears as the amount of receptor increases.

It is known that upon EGFR activation, the receptor enters the endocytic cycle at the apical side of the FCs (Chang et al., 2008). However, receptor dynamics have been shown to change depending on ligand (Zhang et al., 2015), therefore, how the intracellular processes respond to GRK is not clearly outlined. Our results suggest that the level of EGFR increases after the ligand source leaves the posterior where EGFR activation was once high. The significance in the increase of the receptor amount is contrary to a dorsal anterior decrease in the spatial distribution of the receptor at S10A (Sapir et al., 1998). This decrease is restricted to the dorsal anterior in a small number of the egg chambers. It is also not quantifiable along the AP when we re-examined the spatial distribution of the receptor, regardless of the visual appearance. A possible reason is that most of the EGFR is localized to compartments inside of the cell which may give the qualitative appearance of a restriction of EGFR at the dorsal anterior.

The co-localization of the EGFR to the endosomal compartments elucidates the intracellular dynamics of the EGFR in the absence and presence of ligand. Auto-activation of the EGFR in the absence of ligand is possible and even visible in tiny punctae that were detected in the *grk* null EGFR. However, most auto-activated receptor was shown to recycle back to the plasma membrane (Tanaka et al., 2017). Our analysis detected a relative higher co-localization of the EGFR with Rab7 at the posterior, suggesting this to be residual from previous stages. This further suggests that the degradative process is slow in low GRK domains. The potential uses of the EGFR-GFP line are extensive. We demonstrate that EGFR is detected in the correct patterns in imaginal discs. It will be interesting to look at the pattern of EGFR during embryogenesis. Hence, the quantitative analysis done in the FCs can be repeated in other tissues, providing quantitative measurements for the levels (and dynamics) of EGFR during development. This tool can provide powerful
information about the EGFR and the different ligands’ interactions throughout development. It can also provide a valuable quantitative information about the cellular compartments of the receptor and ligands co-localization during development.

3.3 Analysis of CRMs in *Drosophila* oogenesis

Lastly, we developed a comprehensive screen using the FlyLight collection allowed us to search for CRMs during oogenesis (Revaitis et al., 2017). This collection contained a wealth of regulatory information that could be mapped spatially and temporally to better understand CRM activity on a broader scale. We were able to take advantage of the placement of the FlyLight fragments and their comparable size to determine that CRM activity is greater in the first intron during oogenesis. The CRM activity could be mapped temporally so that we can determine the average length of time for an active CRM during development.

Interestingly, genes that are co-expressed in the same compartment at the same developmental stage are considered to share a regulatory mechanism. Our FlyLight screen produced CRMs showing activity in the same cellular compartments. We demonstrated, using perturbations of the BMP and EGFR signaling pathways, that the regulation of these enhancers could be under different regulatory mechanisms. In particular, the example of the genes *dad* and *dpp* showed different responses. These responded were also different when these constructs were used to perturb EGFR signaling in the FCs. The gene, *dad*, is an inhibitor of the BMP signaling pathway, as opposed to *dpp*, whose regulation is unknown. Perturbations using a UAS-*dpp* construct only affected *dad*44C10, but perturbations involving a constitutively active receptor at the anterior proved to be lethal in the *dpp*18E05 construct. To add to this complexity, our lab found that the type II receptor, wishful thinking, which is expressed in the same pattern, is regulated by alleviation of BRK repression (Marmion and Yakoby, 2018). Hence, genes that are expressed in the anterior domains in near identical patterns are regulated by BMP (via PMAD or BRK) or by other pathways (EGFR or JAK/STAT) (Xi et al., 2003).
Chapter 4 Materials and Methods

4.1 Fly Stocks and strains

Flies used in this study were nos-phiC31 double balanced, GMR43H01 (pnt)-Gal4 (BSID 47931) (Pfeiffer et al., 2008, Revaitis et al., 2017), UAS-Rab5-GFP, UAS-RAb7-GFP (A generous gift from Gonzalez-Gaitan), GRK null, yw; FRT82B ΔRas, Cy2-GAL4 (Queenan et al., 1997), UAS-styRNAi (DRSC, BSID Stock #36709(Flockhart et al., 2012)), UAS-EGFR RNAi (DRSC, BSID#36770 (Flockhart et al., 2012)), 4PX, w- D. melanogaster grk null [2b]b, grk null [2E12]b (gifts from Trudi Schüpbach, Howard Hughes Medical Institute, Princeton University, Princeton, NJ, USA), X7;28.20 (Neuman-Silberberg and Schüpbach, 1993). All crosses and fly stocks were grown on cornmeal agar and maintained at 23°C.

The Flylight lines (Pfeiffer et al., 2008; Pfeiffer et al., 2010) were obtained through Bloomington Drosophila stock center, Indiana University. All tested FlyLight stocks are listed in Supplemental Material, Figure S1 in Revaitis et al., 2017. FlyLight lines (males) were crossed to P[UAS-Stinger]GFP:NLS (Barolo et al., 2000) virgin females. In order to overcome lethality associated with genetic perturbations, FlyLight lines were first crossed to a temperature sensitive GAL80, P[tubP-GAL80+]10 (Bloomington ID# 7108). The dad-lacZ and dpp-lacZ reporters (see below) were crossed to E4-GAL4 (Queenan et al., 1997), and a UAS-dpp (a gift from Trudi Schüpbach). EGFR signaling was upregulated by a UAS-λtop-4.2 (caEGFR (Queenan et al., 1997)) and downregulated by a UAS-dnEGFR (a gift from Alan Michelson). Progeny were heat shocked at 28°C for three days to alleviate repression by GAL80a.

The dad-lacZ and dpp-lacZ reporters were constructed based on the dad14C10 and dpp13ED5 DNA fragments. The coordinates for these DNA fragments were taken from http://flweb.janelia.org/cgi-bin/flew.cgi. These fragments were amplified from OreR using phusion polymerase (NEB), A-tailed with Taq, and cloned into a PCR8/GW/TOPO vector by TOPO cloning (Invitrogen). The fragments were then Gateway cloned into a pattBGWhZn (Marmion et al., 2013). Both reporter
constructs were injected into the attP2 line (Stock# R8622, Rainbow Transgenic Flies, Inc) and integrated into the 68A4 chromosomal position by PhiC31/attB mediated integration (Groth et al., 2004).

To generate the EGFP construct, an EGFP tag was inserted between the last exon and the 3’ UTR on the C terminus of the protein in a pHd-dsRed (Gratz et al., 2014) donor plasmid. This construct was generated containing two 1 kb homologous regions directly adjacent to the target sites for gRNAs. Guides were designed in the first intron adjacent to second exon and downstream of 3’UTR in a pU6-BbsI-chiRNA plasmid (Gratz et al., 2013). These homologous regions flank a replacement region of the EGFR with an EGFP tag placed between the last exon and the 3’ UTR. To generate the sfGFP construct, a single guide was designed directly upstream of the 3’ UTR of the EGFR. Two 1 kb homology arms flanking the gRNA were cloned into a pHd-sfGFP-scarless vector (Addgene, #80811). Flies were injected with both plasmids (Rainbow Transgenic Flies, Inc).

To generate the grk null construct, a pHd-dsRed donor plasmid was generated containing two 1 kb homologous regions directly adjacent to the target sites for gRNAs. Guides were designed in the 3’UTR and 5’ proximal region in the intergenic space. Flies were injected with both plasmids (Rainbow Transgenic Flies, Inc).

For all CRISPR constructs, adult flies surviving injection were crossed to a w- strain and screened for the selective marker dsRed. Flies that were positive for the dsRed selection marker were verified by PCR and sequenced.

4.2 Immunohistochemistry

Immunostaining procedures were performed as previously described (Yakoby et al., 2008b). In short, flies 3-7 days old were put on yeast and dissected in ice cold Grace’s insect medium, fixed in 4% paraformaldehyde, washed three times, permeabilized (PBS and 1% Triton X-100), and blocked for 1 hour (PBS and 0.2% Triton X-100 and 1% BSA). Ovaries were then incubated overnight at 4°C with primary antibody. After washing three times with PBST (0.2% Triton X-100), ovaries
were incubated in secondary antibodies for 1 hour at 23°C. Then, ovaries were washed three times and mounted in Fluromount-G (Southern Biotech). Immunoassays for dpERK were performed as previously described (Zartman et al., 2009). Primary antibodies used were sheep anti-GFP (1:5000, Serotec), Gurken anti-mouse (1:10, DSHB) MapK (dpERK) anti-rabbit (1:100, Cell Signaling Technologies), Rab5 anti-Rabbit (1:50, a gift from Gonzalez-Gaitan), Rab7 anti-mouse (1:40, DSHB), rabbit anti-beta Galactosidase (1:1000, Invitrogen) (Yakoby et al., 2008b), mouse anti-Broad (BR) (1:400, stock #25E9.D7, Hybridoma Bank), and rabbit anti-phosphorylated-Smad1/5/8 (1:3600, a gift from D. Vasiliauskas, S. Morton, T. Jessell and E. Laufer) (Yakoby et al., 2008b). Secondary antibodies used were Alexa Fluor 488 (anti-mouse), Alexa Fluor 488 (anti-sheep), Alexa Fluor 568 (anti-mouse), Alexa Fluor 647 (anti-mouse), and Alexa Fluor 568 (anti-rabbit) (1:2000, Molecular Probes). Antibodies against Gurken and Rab5 were preabsorbed for 1 hour at room temperature. Nuclear staining was performed using DAPI (84 ng/ml). All immunofluorescent images were captured with a Leica SP8 confocal microscope (Rutgers University Camden, confocal core facility).

In the CRM screen, the pattern of BR was used as a spatial reference to characterize the dorsal side of the egg chamber. Two ovaries from an internal positive control, rho38A01, were added in each immunoassay due to the unique expression pattern in the border cells (In Revaitis et al., 2017 see Supplemental Material, Figure S2Tc). For SEM imaging, eggshells were mounted on double sided carbon tape and sputter coated with gold palladium for sixty seconds. Images were taken using a LEO 1450EP.

4.3 EGFR protein quantification

To quantify the amount of GFP in the ovary and embryo, a GFP ELISA kit (Abcam AB171581) was used and the manual was followed regarding antibody dilutions and generating GFP standard curve. For egg chamber protein quantification, ovaries from yw; EGFR-EGFP and yw (control) were dissected into ice cold Grace’s medium. After teasing and separating, 100 stage specific egg
chambers at stages 8, 9, stage 10A and 10B, and stages >11 were collected in three biological replicates and added to 150 µL cold NP-40 lysis buffer treated with 1X protease inhibitor cocktail (Thermofisher). Egg chambers were sonicated in lysis buffer and agitated for one hour at 4C. The protein quantification of the embryo was performed at 1 and 2.5 hrs after fertilization. One hundred embryos at each developmental time were collected and added to 150 µL of NP-40 lysis buffer with 1x protease inhibitor cocktail. Embryos were homogenized using a dounce homogenizer and agitated at 4C for one hour.

Both egg chamber and embryo samples were then centrifuged and 150 µL of supernatant was transferred to a new Eppendorf tube. Total protein was quantified using a BCA assay. An ELISA kit was obtained using precoated wells (AbCam) and 9.375 µg of total protein in 50 uL lysis buffer was added to each well. Each stage was run in biological triplicates and two technical replicates. Concentrations were calculated using online software (elisaanalysis.com). Since the amount of GFP in our sample is unknown, we first ran kit with total protein extracted from whole ovaries at different weights determined from a BCA assay kit was used to determine appropriate amount of total protein. Amounts total protein were run at different dilutions and amount of total receptor was calculated using 75ug total protein.

4.4 Microscopy and Co-localization Analysis

Images were acquired using a Leica SP8 confocal microscope. Image acquisition was taken in between frames. Confocal stacks were separated into individual images (z-distance between images used was 1.38 µm) using For Its Just ImageJ (FIJI) software where five to eight images per stack were analyzed and values for co-localization were averaged. Individual .tif files containing two channels at the same Z position were imported into Matlab. Pixel intensity values within images were multiplied to one another and a binary threshold was applied for pixel value, \( n \), where \( n = 1 \) if greater than 96% maximum intensity, otherwise \( n=0 \). Spots were filtered by size spot size, \( s \), in pixels where \( 2 < s < 50 \). Select regions of interest were analyzed in sagittal views of the
FCs along the entire dorsal side in images referred to as dorsal, in the five FCs overlying the anterior-most region of the oocyte for images referencing the anterior, or five posterior-most FCs on the dorsal side of the oocyte for images referencing the posterior. The number of spots co-localized were divided by the total number of spots detected for the GFP.

To validate the Rab5/7 antibodies, UAS constructs for Rab5/7 tagged with GFP were expressed using a posterior driver (pnt^{43H01}-GAL4). Images were acquired at S10A and processed as described above.

4.5 RNA-seq analysis

The specific isoform expressed during oogenesis for each of the 22 genes was identified using RNA-sequencing (RNA-seq) analysis (Supplemental Material, Figure S2, Revaitis et al., 2017). Egg chambers were analyzed at three developmental stages: 1) egg chambers at stages 9 or earlier, 2) egg chambers at stages 10A and 10B, 3) egg chambers at stages S11 or greater. Egg chambers’ isolation was done manually as previously described (Yakoby et al., 2008a). All RNA samples (~200 egg chambers from each developmental group) were extracted using RNeasy Mini Kit (QIAGEN, Valencia, CA). One microgram of total RNA from each sample was subject to poly-A containing RNA enrichment by oligo-dT bead and then converted to RNA-seq library using the automated Apollo 324™ NGS Library Prep System and associated kits (Wafergen, CA), according to the manufacturer’s protocol, utilizing different DNA barcodes in each library. The libraries were examined on Bioanalyzer (Agilent, CA) DNA HS chips for size distribution, and quantified by Qubit fluorometer (Invitrogen, CA). The set of 3 RNA-seq libraries was pooled together at equal amount and sequenced on Illumina HiSeq 2500 in Rapid mode as one lane of single-end 65nt reads following the standard protocol. Raw sequencing reads were filtered by Illumina HiSeq Control Software and only the Pass-Filter (PF) reads were used for further analysis. PF Reads were demultiplexed using the Barcode Splitter in FASTX-toolkit. Then the reads from each sample were mapped to dm3 reference genome with gene annotation from FlyBase using TopHat 1.5.0 software.
Expression level was further summarized at the gene level using htseq-count 0.3 software, including only the uniquely mapped reads. Data were viewed using IGV software (Robinson et al., 2011; Thorvaldsdottir et al., 2013). The RNA-seq alignments show the coverage plot of each of the screened genes aligned to the reference genome gene track(s) (Figure 4, Supplemental Material, Figure S2Aa-Va). The peaks in the coverage plot represent the number of reads per base pair. The color code represents miscalls or SNPs to the reference genome. In these cases, red, blue, orange, and green represent cytosine, thymine, guanine, and adenosine mismatches, respectively, and gray represents a match. The RNAseq data are available here http://dx.doi.org/doi:10.7282/T3ZS300V.

4.6 Statistical analysis of DNA fragments distribution

Fragments of DNA were divided into three bins: those upstream of the transcription start site (TSS) were categorized as Proximal, fragments within the first intron were categorized as Intron 1, and those downstream of the second exon were categorized as Distal. The TSS was assigned by selecting the longest isoform expressed, which was extrapolated from the RNA-seq data, unless otherwise noted from references in the literature. Introns shorter than 300 bp were not included in the FlyLight collection (Pfeiffer et al., 2008). Statistical analysis was performed using a Chi-square test (n=3, thus df=2). The null hypothesis is that the frequency of the CRMs among categories is identical. Pairwise testing for enrichment of specific categories was determined using a one-tailed binomial test, where the number of expected GFP expressing lines was 22%, and the size for each of the categories was 140, 72, and 69 for Proximal, Intron 1, and Distal, respectively. The observed numbers of GFP expressing fragments were 23, 22, and 9 for Proximal, Intron 1, and Distal, respectively. The p-values were calculated in MatLab using the myBinomTest (s,n,p,Sided) script available at MathWorks.com.

4.7 Pattern annotation and matrix formation.

We adopted the previously developed annotation system for FCs’ patterning (Niepielko et al., 2014; Yakoby et al., 2008a). Briefly, the annotation of gene-patterning is based on simple domains,
primitives, which repeat across different expression patterns. The assembly of primitives provides a tool for the description of complex gene expression patterns in the FCs. Each domain is coded into a binary matrix as 0 (no expression) or 1 (expression), which allows us to simply add new domains into the matrix. In our screen, in addition to different domains in the FCs, other domains were added, including stretched cells, border cells, polar cells, and the germarium (Figure 30A-C). In addition, we added two new domains, the dorsal appendages and operculum, for stage 14, that are used for the calculations in Figure 19. These domains are presented in Supplemental Material, Figure 2 in Revaitis et al., 2017. The annotations of the endogenous gene patterns and the patterns of GFP positive FlyLight lines were performed by three independent researchers. Each pattern was annotated into an excel spreadsheet using a binary system for each domain. The annotations for individual lines were collapsed to represent one input for that gene at stages where the endogenous pattern is detected. To determine the overlap between the FlyLight GFP expression pattern and the endogenous expression pattern of the gene, the matrix of GFP positive domains was compared to the *in situ* hybridization matrix (the sources of these expression patterns are included in the captions of Supplemental Material, Figure S2, Revaitis et al., 2017). Matrices’ overlay was done in MatLab using imagesc.

### 4.8 Construction of the mathematical model

Our mathematical model accounts for five main mechanisms whose complex interplay generates the spatiotemporal distribution of dpERK during stages 7 to 10A of oogenesis. Hence, we model simultaneously:

- the diffusion of ligand in the perivitelline space
- the reactions between ligand, receptors, complexes, inhibitors and signal
- the movement of the oocyte nucleus, considered to be the source of ligand
- the growth of the egg chamber
- the shift of the overlying FCs
In order to explain the model clearly despite its complexity, we construct it by exposing each of these mechanisms one by one.

### 4.8.1 Diffusion of ligand in the perivitteline space

The main assumption of our model is that the width of the perivitteline space is negligible compared to the other dimensions of the system (such as the anterior-posterior or dorso-ventral dimensions of the egg-chamber). As a consequence, we consider that Gurken diffuses on a curved surface, which approximates the perivitteline space. The diffusion of the ligand \( L \) is then given by the following partial differential equation:

\[
\frac{\partial L}{\partial t} = D \Delta_{\text{surf}}L
\]

where \( \Delta_{\text{surf}} \) represents the Laplace-Beltrami operator of the surface, and \( D \) is the diffusion rate.

### 4.8.2 Reactions between ligand, receptors, complexes, inhibitors and signal

Many parameters are involved at the interface of the perivitteline space and FCs. Previous models have considered the concentrations of ligand and of ligand-receptor complexes (Pribyl et al., 2003a) and variable concentrations of cell receptors (Pribyl et al., 2003b). Also, in tissue culture, there exist detailed models involving intact ligand, degraded ligand, surface receptors, internalized receptors, surface ligand-receptor complexes and internalized ligand-receptor complexes (Chu et al., 1996). We position ourselves at an intermediate level of complexity, and choose to model the concentrations of ligand, cell receptors, surface ligand-receptor complexes, internalized ligand-receptor complexes, and signal. This choice allows us to take into account feedback mechanisms through the action of inhibitors, as well as the dynamic recycling and degradation of internalized complexes.
All variables are function of time $t$ and of two space coordinates $(\eta, \theta)$ that parameterize the surface. The system of reaction-diffusion equations can be written as:

\[
\begin{align*}
\frac{\partial L}{\partial t} &= D \Delta_{\text{surf}} L + V - \frac{1}{H} \bar{k}_{\text{on}} R L + k_{\text{off}} C \\
\frac{\partial C}{\partial t} &= \frac{1}{H} \bar{k}_{\text{on}} R L - \left( k_{\text{off}} + k_{\text{ec}} \right) C + \alpha_{\text{rec}} k_{\text{rec}} C_i \\
\frac{\partial C_i}{\partial t} &= k_{\text{ec}} C - \alpha_{\text{deg}} k_{\text{deg}} C_i - \alpha_{\text{rec}} k_{\text{rec}} C_i \\
\frac{\partial R}{\partial t} &= -\bar{k}_{\text{on}} R L + k_{\text{off}} C - k_{\text{er}} R + Q_r \\
\frac{\partial S}{\partial t} &= \bar{k}_S C_i - k_{\text{d}} S
\end{align*}
\]

where $L = L(t, \eta, \theta)$ represents the concentration of ligand (GRK), $C = C(t, \eta, \theta)$ is the concentration of surface ligand-receptor complexes, $C_i = C_i(t, \eta, \theta)$ is the concentration of internalized ligand-receptor complexes, $R = R(t, \eta, \theta)$ is the concentration of surface receptors (EGFR) and $S = S(t, \eta, \theta)$ is the concentration of signal (dpERK).

All parameters of the model are either taken from literature or measured experimentally, see Table 1. The flux of ligand $V(t, \eta, \theta)$ is a function of time and space and determined by the observed shape and position of the source of ligand.

At this level of model construction, we have a system of ODEs-PDE (respectively *ordinary differential equations* and *partial differential equation*). Indeed the evolution of the surface complexes, internalized complexes, receptors and signal are so far described by pointwise dynamics. On the other hand, the evolution of ligand is modeled by a reaction-diffusion equation.

*Inhibitors:*

In addition to the dynamics given in the system of equations (1), we model the action of two EGFR inhibitors: Kekkon1 (Kek1) and Sprouty (Sty). Kek1 targets EGFR dimerization, thus reducing GRK uptake and leaving higher levels of free ligand. To account for this effect, we modify the receptor-ligand binding rate via Michaelis-Menten kinetics, as follows:
\[
\tilde{k}_{\text{on}}(t, \eta, \theta) = \frac{k_{\text{on}}}{1 + \gamma_{\text{Kek}} K \text{Kek}(t, \eta, \theta)}
\]

The parameter \(\gamma_{\text{Kek}}\) is the strength of inhibitory feedback of Kek1, and the constant \(K\) is defined by: \(K = V k_s / (k_d k_{\text{deg}})\).

The binding rate \(\tilde{k}_{\text{on}}\) is a space-time dependent variable, affected by Kek1. In the absence of Kek1, \(\tilde{k}_{\text{on}} \equiv k_{\text{on}}\) and we recover the constant binding rate previously defined.

Sty acts on the intracellular components, affecting signal propagation (Figure 5). We include Sty’s negative feedback network motif in the ODE for dpERK, also via Michaelis-Menten kinetics, with:

\[
\bar{k}_s(t, \eta, \theta) = \frac{k_s}{1 + \gamma_{\text{Sty}} K \text{Sty}(t, \eta, \theta)}
\]

where \(\gamma_{\text{Sty}}\) is the strength of inhibitory feedback.

In turn, as targets of the pathway, Sty and Kek1 depend on the concentration of dpERK and are modeled by standard linear kinetics:

\[
\begin{align*}
\frac{d \text{Sty}}{dt} &= k^{\text{Sty}} S - k_{d}^{\text{Sty}} \text{Sty} \\
\frac{d \text{Kek}}{dt} &= k^{\text{Kek}} S - k_{d}^{\text{Kek}} \text{Kek}
\end{align*}
\]

where \(k^{\text{Sty}}, k_{d}^{\text{Sty}}, k^{\text{Kek}}\) and \(k_{d}^{\text{Kek}}\) are the production rates and degradation rates of Sty and Kek1.

### 4.8.3 Ligand-Receptor Complex recycling

As represented in the system of reactions, a fraction \(\alpha_{\text{deg}}\) of the internalized complexes goes to degradation, while the fraction \(\alpha_{\text{rec}} = 1 - \alpha_{\text{deg}}\) is recycled and goes back to the membranes of the FCs to be reused. To model the amount of available receptor we consider a previous study that reported two different pathways for the EGFR internalization: clathrin-regulated endocytosis
(CME) and non-clathrin-mediated endocytosis (NCE) (Sigismund et al., 2008). This study found in culture cells that while 70% of the receptors internalized through the CME pathway are recycled, only 15% of the receptors undergoing NCE are recycled (Sigismund et al., 2008). Importantly, at low level of ligand, almost all receptors undergo clathrin-mediated endocytosis. At high level of ligand, 60% of EGFR undergo CME and 40% undergo NCE. We incorporate this data in our model, considering that the fractions of degraded and recycled receptors depend on the level of ligand. At low ligand, $\alpha_{\text{deg}} = 0.3$ and at high ligand, $\alpha_{\text{deg}} = 0.55$. At intermediate levels of ligand, we interpolate linearly as follows:

$$\alpha_{\text{deg}}(t, \eta, \theta) = 0.3 + 0.25 \frac{L(t, \eta, \theta) - L_{\text{min}}(t)}{L_{\text{max}}(t) - L_{\text{min}}(t)}; \quad \alpha_{\text{rec}}(t, \eta, \theta) = 1 - \alpha_{\text{deg}}(t, \eta, \theta)$$

where $L_{\text{min}}(t)$ and $L_{\text{max}}(t)$ are respectively the minimum and maximum values of $L$ at time $t$.

4.8.4 Movement of the oocyte nucleus

The oocyte nucleus, which acts as a source of ligand, moves from the posterior to the dorsal anterior of the oocyte during stage 7 of oogenesis. We take this movement into account in the function $V(t, \eta, \theta)$ which represents the time and space-dependent flux of ligand.

4.8.5 Growth of the egg chamber

Egg chamber measurements during oogenesis are categorized into six different time points, considering that each of the stages 7 to 10A lasts approximately 6 hours (Spradling, 1993). In addition, since egg chambers at stages 8 and 9 change drastically within this six hour time frame, we take measurements of S8 and S9 at two separate time points, early (here onward denoted by (S8E or S9E) and late (S8L or S9L), that are defined by the size of the egg chamber. To summarize, we group the measurements of the egg chamber dimensions into six time-points: 3hr (corresponding to S7), 7.5hr (S8E), 10.5hr (S8L), 13.5hr (S9E), 16.5hr (S9L), 21hr (S10A).

Experimental measurements show that as oogenesis progresses from Stage 7 to Stage 10A, the
anterior-posterior dimensions of the egg-chamber increase by a factor of 4 and the dorso-ventral ones by a factor of 3 (Supplement 1). This hints that growth may play a fundamental role in shaping the distributions of ligand and signal. We take growth into account in the model by adding a transport term to the equations. This transport is done by the flow of a vector field \( \nu \) that transforms the prolate spheroid representing the oocyte according to the experimental measurements. As another effect of growth, the diffusion operator becomes time-dependent, as at each instant, it depends on the new geometry of the surface. To highlight this time dependence, from here onwards we denote the Laplace-Beltrami operator of the surface at time \( t \) by \( \Delta_t \).

4.8.6 Shift of the overlying follicle cells

The FCs overlaying the perivitteline space are known to gradually shift from cuboidal to squamous (anterior) and columnar (posterior) of the egg chamber (Supplement 1.) (Spradling, 1993). Since the receptors, complexes, signal and inhibitors are located inside or on the membrane of the FCs, this shift affects them. This phenomenon can be transcribed mathematically by adding another transport term to the equations of these variables. We introduce a time-dependent vector field \( \omega \) tangent to the surface of the prolate spheroid. The full set of equations including the phenomena of growth and shift of the FCs can be rewritten as:

\[
\begin{align*}
\frac{\partial L}{\partial t} &= \nabla \cdot (\nu L) + D \Delta_t L + \nu - \frac{1}{H} \tilde{k}_{on} RL + k_{off} C \\
\frac{\partial C}{\partial t} &= \nabla \cdot (\nu C) + \nabla \cdot (\omega C) + \frac{1}{H} \tilde{k}_{on} RL - (k_{off} + k_{ec}) C + \alpha_{rec} k_{rec} C_i \\
\frac{\partial C_i}{\partial t} &= \nabla \cdot (\nu C_i) + \nabla \cdot (\omega C_i) + k_{ec} C - \alpha_{deg} k_{deg} C_i - \alpha_{rec} k_{rec} C_i \\
\frac{\partial R}{\partial t} &= \nabla \cdot (\nu R) + \nabla \cdot (\omega R) - \tilde{k}_{on} RL + k_{off} C - k_{er} R + Q_r \\
\frac{\partial S}{\partial t} &= \nabla \cdot (\nu S) + \nabla \cdot (\omega S) + \tilde{k}_S C_i - k_{d} S.
\end{align*}
\]
While the previous system (1) contained a reaction-diffusion PDE coupled with reaction ODEs, this new system (2) includes transport terms due to growth and cell shift, and we now have a system of coupled PDEs.

This set of equations is supplemented by initial conditions for each of the concentrations. All concentrations are initially considered to be zero, except for the initial concentration of receptors, $R_0$:

$$
L(0, \eta, \theta) = 0, \quad C(0, \eta, \theta) = 0, \quad C_i(0, \eta, \theta) = 0, \quad R(0, \eta, \theta) = R_0, \quad S(0, \eta, \theta) = 0,
$$

$$
K_{ek}(0, \eta, \theta) = 0, \quad St_{y}(0, \eta, \theta) = 0.
$$

4.8.7 Numerical simulations

The complete model that we are studying is composed of several components that pose numerical challenges in specific ways. Solving the system of partial differential equations numerically requires finding a suitable spatial discretization of the domain, in this case a two-dimensional prolate spheroid. The most natural parameterization of such a symmetric surface is done with the prolate spheroidal coordinates as done previously (Goentoro et al., 2006). However, this system of coordinates is degenerate at the two poles of the spheroid. In consequence, the corresponding mesh constructed with prolate spheroidal coordinates is ill-suited for the numerical approximation of diffusion. As an alternative to prolate spheroidal coordinates, we used cubed spheroidal coordinates, adapted from the cubed sphere coordinates developed in (Guo et al.) and (Nair et al., 2005). More specifically, the quarter prolate spheroid is divided into 4 zones, each parameterized by a separate set of coordinates $(x_i, y_i)$, with $i \in [0, ..., 3]$. Matching boundary conditions are set at the interfaces between zones. Neumann boundary conditions, provided by symmetry considerations and zero-flux conditions are set at the boundary of the quarter prolate spheroid. The other quarter prolate spheroid is obtained by symmetry.
The diffusion operator is approximated with finite differences in each zone. The ordinary
differential equations are solved using the forward Euler method. All computations and simulations
were done in MATLAB.

4.8.8 Parameterization of the perivitteline space

We represent the perivitteline space by a time-evolving prolate spheroid, parameterized at each
time $t$ by the coordinates $(\eta, \theta)$.

At time $t$, the perivitteline space is the set of points $\mathcal{S}(t) = \{P(t, \eta, \theta), \eta \in [0, \pi], \theta \in [0, 2\pi]\}$
where $P(t, \eta, \theta)$ is given by:

$$
P(t, \eta, \theta) = \begin{cases} 
  x(t, \eta, \theta) = L_{DV}(t) \sin \eta \cos \theta \\
  y(t, \eta, \theta) = L_{DV}(t) \sin \eta \sin \theta \\
  z(t, \eta, \theta) = L_{AP}(t) \cos \eta 
\end{cases}
$$

The parameters $L_{AP}$ and $L_{DV}$ denote the half lengths of the big and small axes, respectively, and
correspond to the anterior-posterior and dorso-ventral half lengths of the egg chamber, which
change dynamically with time. Their values are taken by interpolating the measurements done at
each stage of oogenesis (see Supplement 1). With these coordinates, the dorsal side of the egg
chamber corresponds to $y = \theta = 0$ (see Supplement 2).

4.8.9 Numerical discretization of the domain

Notice that the spheroidal parameterization is not a diffeomorphism from $[0, \pi] \times [0, 2\pi]$ to $\mathcal{S}(t)$.
Indeed, for all $\theta \in [0, 2\pi], (x, y, z)(t, 0, \theta) = (0, 0, L_{AP}(t))$ and $(x, y, z)(t, \pi, \theta) = (0, 0, -L_{AP}(t))$.

Because of this, the spheroidal mesh built from these coordinates contains two singularities, or
overlapping points, at $(0, 0, L_{AP})$ and $(0, 0, -L_{AP})$. As a consequence, the discretization points close
to the poles $z = L_{AP}$ and $z = -L_{AP}$ are much closer than those towards the equator $z = 0$. This
characteristic implies that the spheroidal mesh has irregular cell sizes, which makes it ill-suited for
the finite-differences approximation of the diffusion operator. For this reason, we present another
system of coordinates that provides a more regular discretization of the domain.

A way to construct a more regular discretization of the spheroid is to divide it into several subdomains, each endowed with their own coordinate system. We developed the cubed spheroid coordinate system by extending the “cubed sphere” approach described in [Nair et al] in the context of the discontinuous Galerkin numerical scheme (Supplement 2).

In order to extend the cubed sphere parameterization, we define a homeomorphism between each point of the prolate spheroid \( P \) of small axis length \( L_{DV} \) and big axis length \( L_{AP} \) and the sphere \( S_{AP} \) of radius \( L_{AP} \) given by the equation \( x^2 + y^2 + z^2 = L_{AP}^2 \).

Let \( \Phi_S \) be defined by \( \Phi_S: S_{AP} \rightarrow P \), with

\[
\Phi_S: (x_s, y_s, z_s) \mapsto (x, y, z) = \left( \frac{L_{DV}}{L_{AP}}x_s, \frac{L_{DV}}{L_{AP}}y_s, z_s \right).
\]

The homeomorphism \( \Phi_S^{-1} \) transforms each point \( P \) of the prolate spheroid \( P \) to a point \( P_s \) of the sphere \( S_{AP} \) by projection along the direction \( \overrightarrow{OP} \), where \( O \) has coordinates \((0,0,z)\).

The division of the sphere into “cubed” subdomains was introduced in [Nair et al]. We recall it here.

Let \( C_a \) be the cube of side \( 2a \) inscribed in \( S_{AP} \), oriented such that the 3D Cartesian axes are orthogonal to its faces (see Supplement Figure S2-C). By definition, \( a = \frac{1}{\sqrt{3}}L_{AP} \). We define the mapping \( \Phi_C: P_s \in S_{AP} \mapsto P_s \in C_a \) by projection along the direction \( \overrightarrow{OP} \). Then the point \( P_s \) can be parametrized by some coordinates \((x_C, y_C)\) and the parameterization depends on the face of \( C_a \).

Let \( F_0 \) be the face of \( C_a \) belonging to the plane \( z = a \).

Let \((x_C, y_C) \in [-a, a] \times [-a, a]\) be the local coordinates on \( F_0 \) (see Supplement 2C).

Geometrically, we have the following relation between \((x_C, y_C)\) and \((x_s, y_s, z_s)\):
\[
\begin{align*}
\begin{cases}
    x_C &= \frac{a x_s}{z_s} \\
y_C &= \frac{a y_s}{z_s},
\end{cases}
\end{align*}
\]

Then the mapping \( \Phi_C^0 : F_0 \rightarrow S_{AP} \) mapping the cube’s side \( F_0 \) to the prolate spheroid is defined by

\[
\Phi_C^0: (x_C, y_C) \mapsto (x_S, y_S, z_S) = \left( \frac{x_C L_{AP}}{\sqrt{\alpha^2 + x_C^2 + y_C^2}}, \frac{y_C L_{AP}}{\sqrt{\alpha^2 + x_C^2 + y_C^2}}, \frac{a L_{AP}}{\sqrt{\alpha^2 + x_C^2 + y_C^2}} \right).
\]

Similar parametrizations can be given by defining local coordinate systems on the other faces of the cube. Composing \( \Phi_C^0 \) and \( \Phi_S \) gives a parameterization of the prolate spheroid that we name \textit{cubed spheroid parameterization}. The respective images of the faces \( F_i \) of \( C_a \) by \( \Phi_S \circ \Phi_C^i \) (for \( i \in \{0, ..., 5\} \)) divide the spheroid into 6 domains \( F_i \). For instance, the local coordinates on \( F_i \) define a subdomain of \( S \) that we denote by \( D_0 \) and that can be parameterized combining the two maps as follows:

\[
(x, y, z) = \Phi_S \circ \Phi_C^0 (x_C, y_C) = \left( \frac{x_C L_{DV}}{\sqrt{\alpha^2 + x_C^2 + y_C^2}}, \frac{y_C L_{DV}}{\sqrt{\alpha^2 + x_C^2 + y_C^2}}, \frac{a L_{AP}}{\sqrt{\alpha^2 + x_C^2 + y_C^2}} \right).
\]

In practice, we restrict ourselves to a quarter prolate spheroid. In this case, only four faces of the cube are needed to parameterize it, which divides the spheroid into four subdomains, denoted by \( D_0, D_1, D_2 \) and \( D_3 \) (Supplemental 2). The coordinates on the total prolate spheroid can be obtained by symmetry. We create a cubed spheroidal mesh by discretizing these coordinates.

**4.8.10 Numerical approximation of the Laplace-Beltrami operator**

Given local coordinates \( (x_i)_{i \in \{1, ..., d\}} \) and a metric tensor \( (g_{ij})_{(i,j) \in \{1, ..., d\}^2} \), the Laplace-Beltrami operator is given by the explicit expression:
\[
\Delta_{\text{LB}} f = \frac{1}{\sqrt{|g|}} \sum_{i=1}^{d} \partial_{x_i} \left( \sqrt{|g|} g^{ij} \partial_{x_j} f \right).
\]

Using the cubed spheroidal parameterization, one can compute the metric tensor of \( S \) in each subdomain.

Let \( r = (x, y, z) \). Then in \( D_0 \), the metric tensor \( G_0 \) is given by:

\[
G_0 = \begin{pmatrix}
g_{011} & g_{012} \\
g_{012} & g_{022}
\end{pmatrix}
\]

where

\[
\begin{align*}
g_{011} &= |\partial_{x_c} r|^2 = \frac{1}{(a^2 + x_c^2 + y_c^2)^3} \left( L_{D^2}^2 (a^2 + y_c^2)^2 + L_{D^2}^2 x_c^2 y_c^2 + L_{A^2}^2 a^2 x_c^2 \right) \\
g_{012} &= |\partial_{y_c} r|^2 = \frac{1}{(a^2 + x_c^2 + y_c^2)^3} \left( L_{D^2}^2 (a^2 + x_c^2)^2 + L_{D^2}^2 x_c^2 y_c^2 + L_{A^2}^2 a^2 y_c^2 \right) \\
g_{012} &= \langle \partial_{x_c} r, \partial_{y_c} r \rangle = \frac{1}{(a^2 + x_c^2 + y_c^2)^3} \left( -L_{D^2}^2 (2a^2 + x_c^2 + y_c^2)^2 + L_{A^2}^2 a^2 x_c y_c \right).
\end{align*}
\]

The expression of the metric tensor allows to compute the Laplace-Beltrami operator in the cubed spheroid coordinates in each domain.

Using cubed spheroidal coordinates requires subdividing the prolate spheroid into several subdomains, and treating the interfaces between domains with appropriate boundary conditions.

Notice that due to the symmetry of the source function with respect to the (X0Z) plane, the full system is symmetric with respect to the (X0Z) plane. It is then sufficient to solve numerically the system of equations on a half prolate spheroid, and to recover the solution on the full domain by symmetry with respect to (X0Z). The boundaries between domains are treated with Dirichlet boundary conditions. The boundaries of the quarter spheroid inscribed in the (X0Z) plane are
treated with Neumann boundary conditions, for reasons of symmetry (Supplement 2C).

4.8.1 Extrapolation of parameter values from intensity measurements:

Since they cannot be evaluated by direct measurements, the inhibitors’ strengths $\gamma_{\text{Kek}}$ and $\gamma_{\text{Sty}}$ were determined by comparing simulation results for different values of these two parameters with intensity measurements of dpERK immunostainings.

Intensity measurements for dpERK were done at early and late Stages 9 and mid Stage 10A along the anterior-posterior axis and the dorso-ventral axis for wild-type, 1px, and 4px flies.

Simulations were run with our model for wild-type, 1px, and 4px, for four different values of $\gamma_{\text{Kek}}$ and four different values of $\gamma_{\text{Sty}}$. This provided us with 16 AP and 16 DV intensity plots for each of the three stages and each of the three perturbations. These simulation results are presented in the Supplement Figure 4A. Supplement Figure 4A shows the AP plots for the 20 different combinations of $\gamma_{\text{Kek}}$ and $\gamma_{\text{Sty}}$ at S10A. In each of the 20 plots, we represented the three experimental intensity curves for wild-type (2x GRK), 1x GRK, and 4x GRK, and in each of the 20 plots, we normalized the three simulation curves by the same factor $K_i$ (for $i \in \{1, \ldots, 16\}$) so that the experimental and simulated wild-type AP curves intersect at 20% of the total length at S10A.

The problem remained of using this wealth of information to select the combination of parameters $\gamma_{\text{Kek}}$ and $\gamma_{\text{Sty}}$ that provide the closest results to the experimental measurements.

This was done by computing a cost function for each of the 20 combinations of parameters. Let us denote by $u_{AP}^i, v_{AP}^i, w_{AP}^i, u_{DV}^i, v_{DV}^i, \text{ and } w_{DV}^i$ respectively the 6 AP and DV curves corresponding to wild-type, 1px and 4px, for the $i$-th combination of parameters, after normalization by the constant $K_i$. The corresponding experimental curves are respectively denoted by $U_{AP}^i, V_{AP}^i, W_{AP}^i, U_{DV}^i, V_{DV}^i, \text{ and } W_{DV}^i$. Then the cost $\Gamma^i$ of the $i$-th combination of parameters is:

$$\Gamma^i = l_1(u_{AP}^i - U_{AP}^i) + l_1(v_{AP}^i - V_{AP}^i) + l_1(w_{AP}^i - W_{AP}^i) + l_1(u_{DV}^i - U_{DV}^i) + l_1(v_{DV}^i - V_{DV}^i) + l_1(w_{DV}^i - W_{DV}^i),$$
where $l_1$ denotes the $L^1$ norm in 1D:

$$l_1(u_{AP}^i - U_{AP}^i) := \int_0^{100} |u_{AP}^i(\xi) - U_{AP}^i(\xi)| d\xi.$$ 

Notice that both experimental and simulation curves are horizontally normalized so that $\xi \in [0,100]$ represents the percentage of the length of the measured experimental data.

Supplement 5B presents the 16 costs $\Gamma^i$ in a heat map. The minimum is attained for the combination of parameters $\gamma_{Kek} = \gamma_{Sty} = 500 \text{ AU}$. 
Chapter 5 Supplemental data

Supplement 1: Dynamic measurements of the egg chamber from S7 to S10A

Supplement 1: Dynamic measurements of the egg chamber dimensions from S7 to S10A. Data was collected at 6 consecutive time-points: 3hr (S7), 7.5hr (S8E), 10.5hr (S8L), 13.5hr (S9E), 16.5hr (S9L), 19.5hr (S10AE). A. Three measurements were taken in the AP direction: the total length of the egg chamber \( L_E \), the length of the oocyte \( L_O \), and the length of the FCs \( L_{FC} \). B. A cartoon schematic showing positions of measurements along the AP.
Supplement 2: Modelling the PVS: Construction of the cubed spheroidal mesh.

The cubed spheroidal mesh is obtained by a two-step transformation, from the cube $C_a$ to the sphere $S_{AP}$, and from the sphere $S_{AP}$ to the spheroid $P$.

Consider the sphere of radius $S_{AP}$ centered at 0 and let $C_a$ be its inscribed cube of side $2a = 2 \frac{L_{AP}}{\sqrt{3}}$, also centered at 0. Each side of $C_a$ is discretized by a regular orthonormal mesh (Figure S2-D). Then the cubed spherical mesh of $S_{AP}$ is obtained by taking the radial projection of the mesh of $C_a$ onto $S_{AP}$ (Supplement 2C,A): each vertex $P_c(x_c, y_c, z_c) \in C_a$ of the mesh is projected radially onto $S_{AP}$, giving the point $P_s(x_s, y_s, z_s) \in S_{AP}$. By this transformation, the sphere $S_{AP}$ is meshed by the cubed sphere projection.

Secondly, each vertex $P_s \in S_{AP}$ of the cubed spherical mesh is projected onto the prolate spheroid $P_s$ orthogonally to the z-axis (Supplement 2B). This transformation defines the cubed spheroidal mesh (Supplement 2D).
### Supplement 3: Table of parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Parameter</th>
<th>Value or Range</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{FC}$</td>
<td>Length columnar FCs</td>
<td>Variable (See Fig. S1)</td>
<td>This study</td>
</tr>
<tr>
<td>$L_{AP}$</td>
<td>Length egg chamber</td>
<td>Variable (See Fig. S1)</td>
<td>This study</td>
</tr>
<tr>
<td>$L_{Oo}$</td>
<td>Length oocyte</td>
<td>Variable (See Fig. S1)</td>
<td>This study</td>
</tr>
<tr>
<td>$L_{DV}$</td>
<td>Width Oocyte</td>
<td>Variable (See Fig. S1)</td>
<td>This study</td>
</tr>
<tr>
<td>$H$</td>
<td>Perivitelline space thickness</td>
<td>0.5 µm</td>
<td>This study</td>
</tr>
<tr>
<td>$D$</td>
<td>Rate of Diffusion</td>
<td>3,600-360,000 µm$^2$ hr$^{-1}$ 36-360,000 µm$^2$ hr$^{-1}$</td>
<td>Pribyl et al., 2003</td>
</tr>
<tr>
<td>$k_{rec}$</td>
<td>Rate of internalization of complex</td>
<td>6 hr$^{-1}$</td>
<td>Pribyl et al., 2003</td>
</tr>
<tr>
<td>$k_{on}$</td>
<td>Rate of Ligand-Receptor binding</td>
<td>6 x $10^{22} - 6 x 10^{25}$ mol$^{-1}$ µm$^3$ hr$^{-1}$</td>
<td>Pribyl et al., 2003</td>
</tr>
<tr>
<td>$k_{off}$</td>
<td>Rate of Ligand-Receptor dissociation</td>
<td>6 hr$^{-1}$</td>
<td>Pribyl et al., 2003</td>
</tr>
<tr>
<td>$R_0$</td>
<td>Free receptor per surface area in the absence</td>
<td>6.7 x $10^{22}$ mol µm$^{-2}$</td>
<td>Pribyl et al., 2003</td>
</tr>
<tr>
<td>$k_{ir}$</td>
<td>Receptor internalization independent of ligand</td>
<td>0.6-6 hr$^{-1}$</td>
<td>Pribyl et al., 2003</td>
</tr>
<tr>
<td>$\alpha_{rec}$</td>
<td>Fraction of recycled receptor</td>
<td>0.45-0.7</td>
<td>Sigismund et al., 2008</td>
</tr>
<tr>
<td>$\alpha_{deg}$</td>
<td>Fraction of degraded receptor</td>
<td>0.3-0.55</td>
<td>Sigismund et al., 2008</td>
</tr>
<tr>
<td>$k_{rec}$</td>
<td>Receptor recycling rate</td>
<td>2.3 hr$^{-1}$</td>
<td>Sigismund et al., 2008</td>
</tr>
<tr>
<td>$k_{deg}$</td>
<td>Receptor degradation rate</td>
<td>2.5 hr$^{-1}$</td>
<td>Sigismund et al., 2008</td>
</tr>
<tr>
<td>$k_d$</td>
<td>dpERK degradation rate</td>
<td>2.3 hr$^{-1}$</td>
<td>Pinilla-Macua et al., 2016</td>
</tr>
<tr>
<td>$V_0$</td>
<td>Initial flux of ligand from the oocyte</td>
<td>2x$10^{-1}$ mol µm$^{-2}$ hr$^{-1}$</td>
<td>Pribyl et al., 2003</td>
</tr>
<tr>
<td>$Q_r$</td>
<td>Receptor production rate</td>
<td>4x$10^{-22}$ mol µm$^{-2}$ hr$^{-1}$</td>
<td>Pribyl et al., 2003</td>
</tr>
<tr>
<td>$k_s$</td>
<td>dpERK production rate</td>
<td>1 hr$^{-1}$</td>
<td>Arbitrary</td>
</tr>
</tbody>
</table>

*Supplement 3: Parameters of the model*
Supplement 4: Fitting parameters selection to intensity data

A. AP profiles of experimental intensity measurements for wild type (red), 4x grk (blue), and 1x grk (green) and of the respective simulations at Stage 10A (arbitrary units). This shows that values of Kek and Sty around 2000-5000 give a good fit.

B. Heat map comparing the L2 norms of the dpERK AP profiles of experimental measurements and of the simulations at Stage 10A. The lower the value, the better the fit. This shows that values of Kek and Sty around 2000-5000 give a good fit.
Supplement 5: An EGFR tagged with sfGFP

A

B

Supplement 5: Generating the EGFR-sfGFP. A. A cartoon schematic of the EGFR locus, the donor plasmid, and sfGFP tagged EGFR. B. Immunohistochemistry images of EGFR using GFP antibodies at stages 8 and 10A.
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