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Mobile computing is one of the largest untapped reservoirs in today’s pervasive computing world

as it has the potential to enable a variety of in-situ, real-time applications. However, the domain

of mobile computing suffers from the constraints of limited resources such as device battery, CPU,

and memory while at the same time users’ expectations in terms of response times, accuracy, and

data rates are increasing at a fast pace. As a result, achieving high energy efficiency while main-

taining a high quality of service is a crucial challenge. Many of the mobile applications that are

pervasive in our lives–such as localization, object/activity recognition, and mobile gaming to name

a few–are expected to perform seamlessly with near-instantaneous responses, but are also affected

by the same constraints. Current solutions based on offloading computationally-intensive applica-

tions from resource-constrained mobile devices to powerful remote computing platforms (such as

the Cloud) or nearby mobile devices, suffer from uncertainty in wireless network connectivity or

availability of devices in proximity, respectively.

To overcome the limitation of current works, the paradigm of approximate computing emerges

as a solution to enable resource-intensive mobile applications in resource-constrained environment.

Approximate computing reduces the amount of computation that an application is expected to per-

form, as a result of which the execution time reduces, which in turn reduces the energy consumption

of the application. The gain achieved via reduction in energy consumption, however, comes with a
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potential loss in the accuracy of the results (within acceptable limits). By leveraging approximate

computing, we achieve dynamically a tradeoff between accuracy (or optimality of the results pro-

duced by an application) and utilization of the available resources (such as battery, CPU cycles,

memory, and I/O data rate).

The goal of this thesis is to design new techniques so as to enable real-time computation-

intensive mobile applications in resource-limited and uncertain environments. In order to achieve

this goal, we leverage the paradigm of approximate computing and propose the following three so-

lutions. First, approximation at the application level is introduced by joint optimization of algorithm

and parameter space of different tasks in the application and a light-weight algorithm is developed

that selects the approximated tasks that should be executed to meet the application deadline un-

der uncertainties encountered at run-time. Second, temporal correlation between the continuous

stream of frames obtained from the camera sensors is exploited to learn the application parameters

that give acceptable accuracy in each frame of the video with significant savings in time and en-

ergy. The problem of selecting the algorithm and input parameters for a video is cast as a Markov

Decision Process. Third, to reduce the energy consumption of data-intensive applications in dis-

tributed camera networks a novel protocol is proposed to identify the camera nodes in the network

with correlated multimedia data. Low-computational-complexity metrics are used to quantify the

correlation across cameras nodes by using only local knowledge of the network available to the

camera nodes. Furthermore, the effectiveness of the proposed approaches is validated through ex-

tensive simulations on publicly available datasets and data collected by building multiple end-to-end

computationally-intensive applications from the computer vision domain. The proposed innovations

in this research will provide novel solutions to the issue of limited resource availability in mobile

devices and will foster the development of mobile research community.
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Chapter 1

Introduction

1.1 Resource-constrained Mobile Computing

Nature provides miraculous ways of sustaining life in resource-constrained environments. In a situ-

ation of limited availability of food, for example, snakes lower their metabolic rates up to 72% and

sand gazelles shrink their heart and liver size in order to survive. Humans, in a situation of starva-

tion, change their source of energy to fatty acids when their primary source of energy, glycogen, has

exhausted. These bio-inspired examples show how Nature provides a ‘graceful’ degradation of op-

eration rather than shutting down completely when resources are limited. Similarly, in computation,

compression and lossy encoding methods are routinely used to transmit smaller and faster data so

to meet real-time demands, and heuristics are applied to find (sub-optimal) solutions to otherwise

computationally infeasible problems.

Technology too has the power to adapt to the limitations in human perceptions. With high-speed

and time-lapse photography, we can appreciate and understand processes not visible to human eye

(as either happening too fast or too slowly); with the creation of overlays from multiple, spatially

separated data sources on Google Earth we can visualize information not naturally visible to human

senses; with deep-learning techniques we can achieve leaps of improvement in mature domains such

as speech recognition [11]. All these technologies, which help us understand phenomena unimag-

inable otherwise, have computation as their core infrastructure. We envision mobile computing to

become pervasive and bring all these technologies anywhere and everywhere.

The state of the art in mobile computing falls short in achieving this vision on hand-held devices.

This computing paradigm, in fact, suffers when the available resources – such as device battery,

CPU cycles, memory, I/O data rate – are limited. In spite of these limitations, many computation-

intensive applications from a variety of domains such as computer vision (e.g., object recognition,

panorama stitching), machine learning (e.g., natural language translator, speech recognizer), and
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artificial intelligence (e.g., gaming applications, online learning) are expected to work seamlessly on

smart hand-held devices and give results in real time. In fact, in an event of failure of the device (on

which the computation is being performed) due to exhaustion of battery, no result for the application

will be obtained. Major breakthrough in battery capacity came around the turn of the century when

due to the transition from nickel to lithium, the battery energy density nearly doubled [12]. The

impact of this advancement is witnessed by the fact that most of the mobile devices have lithium-

ion batteries. However, the improvement in battery since then has been slow and it is unlikely that

the fundamental problems limiting a faster trend will be solved in the near future. We have seen

new technologies aimed at replacing lithium-ion batteries such as super-capacitors, graphene-based

batteries, and solid state batteries, however, all these technologies are still at their infancy [13, 14].

To overcome the constraints of limited computational power of mobile devices a large body of

work on mobile cloud computing moves the application execution from the resource-constrained

mobile devices to powerful and centralized remote computing platforms such as the Cloud or static

idle device in the neighborhood. This concept has been named as cyber-foraging. Various offloading

methods based on Remote Procedure Call (RPC) procedure calls, Virtual Machine (VM) migration,

and mobile code and at different levels of granularity such as coarse partitioning (entire applica-

tion is offloaded) or fine-grained offloading (only resource-intensive tasks are offloaded) have been

proposed. However, offloading faces many challenges, for example, good connectivity from the

device to a WiFi network may not always be possible. Although 3G has a near-ubiquitous cover-

age, recent studies have shown that round-trip times are often long and that communication links

are bandwidth limited; the former have been shown to be consistently on the order of hundreds of

milliseconds and in some cases even reaching seconds [15]. This is unacceptable in real-time and

interactive applications, which require low response times.

Since physical resources appear to remain constrained for the foreseeable future and the software-

based approaches proposed in literature are not suitable for applications that require response in

real-time, we tackle the problem from another angle. We present an “energy-" and “accuracy-

aware" framework that exploits the new paradigm of approximate computing to enable near real-

time mobile applications in resource-constrained environments. Approximate computing reduces

the amount of computation that an application is expected to perform, as a result of which the exe-

cution time, i.e., the makespan, as well as the energy consumption, reduce. The gain achieved via
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reduction in makespan and energy expenditure, however, comes with a potential loss in the accu-

racy of the results (within acceptable limits). In a situation of resource scarcity a sudden breakdown

of an application due to the exact implementation of tasks (with higher resource demand), may

eventually lead to wastage of resources without generating meaningful results. To circumvent this

problem we provide an application-layer solution to provide a graceful degradation of service in

resource-constrained environments.

1.2 Research Challenges

One of the challenges of applying approximate computing to an application is to determine if it is

a good candidate for approximation, i.e., will there be significant gains in energy for small loss in

accuracy. An application is made up of number of tasks, hence, we have to determine the tasks that

can be approximated and which tasks are not approximable. We have to make sure that when dif-

ferent tasks of an application are approximated together, the overall accuracy loss of the application

is lower than the maximum acceptable accuracy loss.

One of the foremost question that a run-time execution of an approximate framework has to

handle if an application requires approximation given the available resources. Second, if approxi-

mation is required, when the number of resources (CPU cycles or battery) is not enough to perform

an exact execution of the application then how much accuracy loss should be incurred to execute the

applications with the given resources. We can prevent jeopardizing the execution of an application

at run-time due to limited resource availability by introducing approximate computing for the mo-

bile cloud computing domain. However, the execution of tasks at run-time faces uncertainty when

the execution time of the application during run-time does not mirror the behavior observed during

the offline profiling. Execution time of tasks depends on its implementation along with input pa-

rameters, size of input data, input value, and architecture of the device. For a given implementation

of a task and input parameter value, the task execution time can vary significantly with input data;

in certain situations, it can lead to missing the application deadline. In order to enable approximate

computation at run-time and get results in near real time, we should be able to answer the following

questions, (i) how much accuracy loss should be incurred to provide meaningful results within the

application deadline, (ii) which tasks should be executed to deliver results within the acceptable
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accuracy loss while simultaneously meeting such deadline, and (iii) how does the uncertainty in the

mobile distributed environment impact the performance gain of approximate computing. The first

item identifies how much accuracy loss an application should incur to meet the application deadline

and if this is within the acceptable accuracy loss range set up the application developer. If we are

able to get acceptable accuracy loss then the second item identifies all the approximate implemen-

tations of the application, which give result within the acceptable accuracy range and executes the

instance with minimum execution time.

1.3 Research Objectives and Contribution

In order to address the research challenges associated with ensuring quality of service in mobile

computing via approximation, we make the following contributions in this dissertation.

1.3.1 Mobile Distributed Computing Framework via Approximation

We introduce a new paradigm of approximate computing to enable real-time computation-intensive

mobile applications in resource-limited and uncertain environments. An energy- and accuracy-

aware approximate-computing framework to support real-time mobile applications in limited re-

source environments [16, 17]. We present an offline phase that 1.) determines if the application

is a good candidate for approximation, 2.) which tasks in the application are approximable, and

3.) statistical guarantees on the speed-up achieved for a certain loss in accuracy when the tasks

in the application are approximated. An online algorithm that selects the approximated tasks that

should be executed to meet the application deadline under uncertainties encountered at run-time is

also presented. Finally, our approach is validated through simulation and testbed experiments com-

paring the performance of approximate versus exact computing. We motivate our results via two

different algorithms for interactive perceptive object recognition, and observed that on our testbed

their approximate implementations performed better than their exact counterpart.
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1.3.2 Light-weight Object Detection and Decision Making via Approximate Com-

puting in Resource-constrained Mobile Robots

In the earlier research task we looked at the resources available at a mobile device to determine the

parameters of the application that should be executed. We now look at the problem of running com-

putationally applications on resource-constrained devices from another angle. Specifically, we see

how we can tailor the parameters of a computationally intensive algorithm to the incoming input

data stream and thereby achieve savings in time and energy. This approach leverages the offline

phase explained in the previous research task to identify the parameter space. We propose a deci-

sion framework that selects the parameters of computationally intensive algorithm that are “good-

enough", i.e., parameters that give acceptable accuracy in each frame of the video with significant

savings in time and energy. To this end, we use object detection and tracking for drone navigation

as a case study where we apply our proposed solution and study the effectiveness of our approach.

Most of the current solutions for autonomous flights in indoor environments rely on purely geo-

metric maps (e.g., point clouds). There has been, however, a growing interest in supplementing

such maps semantic information (e.g., object detections) using computer vision algorithms. Un-

fortunately, there is a disconnect between the relatively heavy computational requirements of these

computer vision solutions, and the limited capacities available on mobile autonomous platforms. In

this chapter we propose to bridge this gap with a novel Markov Decision Process (MDP) that adapts

the parameters of the vision algorithms to the incoming video data rather than fixing them apri-

ori [18, 19]. As a concrete example, we test our framework on a object detection and tracking task,

showing significant benefits in terms of energy consumption without considerable loss in accuracy

on a combination of publicly available and novel datasets. We identify via offline experiments the

algorithm and parameters of object detection application that can be approximated and show that we

can achieve an increase in speed. Finally, we validate the proposed solution on publicly available

datasets, and on a new dataset of videos collected with a Bebop drone.
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1.3.3 Robust Distributed Dictionary Learning for In-network Image Compression

In this chapter we move from a single camera system such as a mobile device, Google glass or

drones to a distributed camera system. Camera networks are resource-constrained distributed sys-

tems that communicate over (wireless) networks to make decisions collaboratively. Multiple cam-

eras enable redundancy and hence prevent against single point of failure and object occlusion. For

surveillance applications, the camera nodes in a network take decisions about an object of interest

within incoming videos by coordinating with neighboring nodes, which is a costly process in terms

of both time and energy. Data-compression methods can bring significant energy savings in camera

nodes while transmitting or storing data in the network. Signal representation using sparse approxi-

mations and overcomplete dictionaries have received considerable attention in recent years and have

been shown to outperform traditional compression methods. However, distributed dictionary learn-

ing itself relies on consensus-building algorithms, which involve communicating with neighboring

nodes until convergence is achieved. To this end, we design a novel protocol to enable energy-

efficient and robust dictionary learning in distributed camera networks by leveraging the spatial

correlation of collected multimedia data [20]. We employ low-computational-complexity metrics to

quantify the correlation across cameras nodes. We also present a feasibility study of the parameters

of the network that impact the performance of distributed dictionary learning and consensus process

in terms of accuracy of the algorithm and energy consumed by the camera nodes. The performance

of the proposed approach is validated through extensive simulations using a network simulator and

public datasets as well as via real-world experiments on a testbed of Raspberry Pi nodes.

1.4 Dissertation Organization

This rest of this dissertation is organized as follows.

Chapter 2 reviews the related and prior work in the fields of exact mobile computing that

includes mobile cloud computing and mobile device clouds. The proposed approaches are discussed

in detail along with their pros and cons. We also present via experiments the limits of exact mobile

computing in uncertain mobile environment and motivate the need of approximate computing. We

quantify the gain achieved by Mobile Device Cloud (MDC) in comparison to a centralized execution

and the effects of various factors that introduce uncertainty in MDCs. We also study self-healing
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based fault tolerance techniques for distributed mobile environment and finally, motivate the need

for approximate computing in MDCs.

Chapter 3 describes the entities of our approximate-computing framework. We present details

of an exhaustive offline phase which determines the that helps us identify promising applications

whose tasks can be approximated so to gain significant benefits in energy at the cost of marginal

loss in accuracy. We also provide a novel solution applying approximate computing to time-critical

applications under run-time uncertainties. We also study the performance of approximate versus

exact computing. We consider applications from computer vision domain. We provide details of

our experimental setup, input data sets, and software used to quantify this gain.

Chapter 4 describes a novel MDP framework that adapts the parameters of the vision algorithms

to the incoming video data rather than fixing them apriori. For this, we test our framework on

a object detection and tracking task, showing significant benefits in terms of energy consumption

without considerable loss in accuracy on a combination of publicly available and novel datasets.

We validate the proposed solution on publicly available datasets, and on a new dataset of videos

collected with a Bebop drone, achieving up to 30 fps for 480 X 270 video frames with an accuracy

drop of less than 2% with respect to a fixed choice of parameters.

Chapter 5 describes energy-efficient dictionary-learning techniques for distributed camera net-

works. First a feasibility study of the parameters of the network that impact the performance dis-

tributed dictionary learning in terms of accuracy and energy is presented. Next, a novel design for

energy efficient and robust dictionary learning framework specific to distributed camera networks

is presented by considering the spatial correlation of cameras, so that the consumed energy of the

nodes does not drop below a predefined threshold. The effectiveness of the proposed approach

is validated on image compression as an application through extensive simulation using network

simulator and public datasets.

Chapter 6 summarizes our main contributions and provides suggestions on future research di-

rections that will push the state-of-the-art in the area of enable computationally intensive applica-

tions on resource constrained devices.
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1.5 Summary

In this chapter we presented different works in the area of mobile computing to handle the issue

of limited resource availability to run computationally intensive applications. We introduced the

concept of approximate computing to solve this issue and studied the research challenges associ-

ated with applying approximate computing. Finally, we presented the contributions introduced in

different chapters of this thesis.
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Chapter 2

Exact Mobile Computing: Background and Limits

Cyber foraging was first introduced in [21] to overcome the challenges faced by resource-constrained

mobile devices. The term covers the opportunistic use of available computing resources by resource-

constrained mobile devices that surrogate computers, i.e., the stronger computers offering up their

services, may be in possession of. These resources could be battery capacity, CPU cycles, stor-

age, network connectivity, display capabilities, printers etc. Traditional mobile computing realized

the goal of cyber foraging by offloading resource-intensive tasks to nearby compute servers. The

advancements in different areas helped in making the vision of cyber foraging a reality. We now

explain the advancements that have made cyber foraging possible:

Advancements in wireless technology: Advancements in wireless networking have made it

possible to offload tasks from mobile robots to remote resource-rich entities with low commu-

nication delay and high reliability. Current standard IEEE 802.11n interfaces provide a net data

rate ranging from 54 to 600 Mbps, which is an increase of up to six times with respect to legacy

802.11a/b/g network performance.

Availability of public Clouds: A datacenter hardware and software constitutes a Cloud. Public

Cloud services open a large computation infrastructure (in terms of VMs, operating system, storage

space, RAM, etc.) to the scientific community as well as to the general public at a nominal price

(e.g., VMs with maximum number of CPU cores are sold at 0.8 $/hr) [22]. Public Clouds come

under the domain of utility computing, and their services are sold by many different companies such

as RackSpace, Amazon Web Services, and Microsoft Azure.

Advancements in virtualization technology: Virtualization provides the necessary abstraction

such that the underlying resources (e.g., raw compute, memory, storage, network interfaces) can

be unified as a pool of resources, and resource/service overlays (e.g., data storage services, Web

hosting environments) can be built on top of them. This technology improves scalability and overall
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Figure 2.1: Different concepts introduced in the mobile computing domain to overcome the
resource-constraints offered by limited battery capacity and CPU cycles: (a) Offloading to the cloud
via Virtual Machine (VM) migration or Mobile code (offloading executable code) or Remote pro-
cedure calls (RPC); (b) Mobile Device Clouds (MDCs); (c) Cloudlets [1]; (d) Approximate Com-
puting.

hardware-resource utilization, provides enormous cost benefits to the datacenter owners, and is one

of the main enabling technologies of Cloud Computing.

Classification of cyber foraging techniques: Research efforts towards realizing the vision

of cyber foraging can be broadly classified into works in the fields of Mobile Cloud Computing

(MCC), Opportunistic Computing (OC), and MDC as shown in Fig. 2.1. MCC offloads application

from resource-constrained mobile devices to powerful and centralized remote computing platforms

such as the Cloud. Therefore, many works in MCC have primarily focused on offloading expensive

(compute and energy-intensive) tasks to dedicated and trusted computing resources, either situ-

ated remotely (in the cloud [15, 23–26] or proximally (in cloudlets [27]) in a transparent manner.

However, these approaches are not suitable for enabling data-intensive applications in real time due

to prohibitive communication cost and response time, significant energy footprint, and the curse

of extreme centralization. The works in OC and MDC explored the feasibility of leveraging the

computing and communication capabilities of other mobile devices in the field to enable innovative

mobile applications. Recent research in the areas of MDC and OC have explored the potential of

code offloading to proximal devices by following two entirely different approaches. Solutions for

MDCs advocate a structured and robust approach to workflow and resource management; whereas
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Table 2.1: Comparison of various techniques in mobile computing domain to handle the issue of
limited resource availability to run computationally intensive applications.

Technique Pros Cons
Remote procedure call [28] Stable APIs Need prior installation

Virtual machine migration [15, 29] No code rewriting Time consuming VM synthesis
Mobile code [30] Dynamic deployment Security constraints

Mobile device cloud [31, 32] Low latency Scarcity of nearby devices
Approximate computing [17, 33] Speed up in execution Nominal loss in accuracy

OC depends entirely on direct encounters and is highly unstructured with little or no performance

guarantees. However, both these works do not take into account the inherent uncertain nature of

distributed mobile computing due to wireless network connectivity and mobility of mobile devices.

We will now discuss each of these techniques in detail. Interested readers can refer to Table 2.1 to

study the pros and cons of different techniques in mobile computing domain to handle the issue of

limited resource availability to run computationally intensive applications.

2.1 Mobile Cloud Computing

As mentioned earlier MCC offloads application from a resource-constrained mobile device to pow-

erful and centralized remote computing platforms such as the Cloud. In [1] the authors presented

“cloudlets" as an alternative to remote datacenters to provide crisp application response to the user

for interactive applications. The cloudlet is a collection of multi-core computers, with gigabit in-

ternal connectivity and high bandwidth wireless LAN. The mobile devices connect to the cloudlet

for low latency interactive applications and the cloudlet connects to the cloud. However, this ap-

proach requires existence of a cloudlet in a proximity which might not always be possible. The

MCC have been implemented in the literature via different techniques. These techniques differ in

type of offloading methods used (Pre-installed RPCs, VM Migration, Mobile code), surrogate type

(stationary or mobile), granularity of offloading (entire application or certain tasks), and objective of

offloading (reduction in execution time or energy). We will now cover how each of these techniques

can be implemented.

In offloading via RPCs [34, 35] static offloading was used, i.e., the program was partitioned

before the execution to indicate which methods or sub-routines of the program will be offloaded.
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In [15], the application developers annotated the programs which can be offloaded to gain savings

in energy and during run-time based on network connectivity decisions are taken on where the func-

tions should be executed, remote server or locally. RPC based approach requires that applications

are pre-installed in both the service-requester and the surrogate. This leads to small overhead and

application execution can start at the surrogate as soon as the application input data is received. Ap-

plication code need not be sent. Also, RPC based approach is language agnostic. Application can

be written in any language that supports RPC standard. The second method of offloading was VM

migration. VM migration refers to the transferring the memory image of a VM from a source server

(here, service requesting mobile device) to the destination server without stopping its execution.

This gives an impression of seamless migration to the user and also does not require any changes

to the application code. The third method was via mobile code, which requires installation of the

application on the surrogate devices. In [30] the entire application is offloaded via mobile code.

This is advantageous as it does not require any preparation and installation time will be short as in

the RPC approach. The decision to offload, including which tasks to offload and to which device is

determined via a cost-benefit analysis. This analysis estimates the cost of offloading to determine

if there is any gain from offloading to the remote resource, where gain is defined as a reduction in

execution time and energy expenditure achieved upon offloading.

The surrogate selection is restricted to devices that have the application installed. In terms

of surrogate type it could be offloading to a nearby mobile device or stationary entity such as a

remote server or nearby desktop. Granularity of offloading involves identifying how to partition the

application to identify the parts of the application that will be executed locally and in the cloud.

Finally, objective of offloading depends on the type of application. For interactive applications the

application is expected to give results in near real-time and hence the objective is to reduce time.

However, for applications that are not latency sensitive reduction in energy is used as the objective.

Limitations of MCC: As mentioned MCC offloads application from resource-constrained mo-

bile devices to powerful and centralized remote computing platforms such as the Cloud to save

battery capacity of local devices. However, this approach has its own drawbacks: For example,

good connectivity from the device to a WiFi network may not always be possible, leading to fre-

quent disconnections. Offloading to nearby static idle surrogates or remote cloud servers via mobile
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broadband technologies such as 3G or 4G Long-Term Evolution (LTE) have been studied [15]. Ac-

cording to this work although 3G has a near-ubiquitous coverage, recent studies have shown that

round-trip times are often long and that communication links are bandwidth limited in comparison

to wireless Local Area Network (LAN); the former have been shown to be consistently on the order

of hundreds of milliseconds and in some cases even reaching seconds [15]. This is unacceptable in

real-time/interactive applications, which require low response times. Higher round-trip times also

lead to higher energy consumption at the devices. Although the penetration of mobile broadband

internet is very high in developed countries (86.7%), it is much lower in the developing countries,

such as India, at around (39.1%) [36]. On the other hand, the roaming data rates offered by leading

service providers to tourist is very high, for example, Verizon offers a $40 per month international

travel plan that comes with only 100 MB of data. This fee will rise quickly if the user is relying

heavily on mobile data [37]. Other options for travelers or in developing countries is to search for

free WiFi hotspots.

2.2 Mobile Device Clouds

To address the limitation of MCC mentioned above, the concept of offloading computation in cloud

computing can be used to address the problem of limited resource availability in mobile computing

by using resource providers (mobile devices) in the vicinity other than the mobile device itself to host

the execution of mobile applications. A pool of proximal mobile devices that offer their resources

to a weak mobile device (i.e., a device with insufficient battery capacity to execute an application)

form a MDC. A weak mobile device can offload its tasks to a MDC and the devices forming the

MDC collaborate to execute tasks on behalf of the weak device. This paradigm aims to overcome

the problems experienced by traditional mobile computing by relying on nearby devices and hence

have lower latency and also relying only on existing infrastructure of mobile devices instead of

setting up new infrastructure for cloudlets.

The paradigm of MDC is based on splitting the tasks in an application and executing them in

parallel on nearby mobile devices. Many of the works on MDCs have focused on developing task

solutions to allocate tasks to nearby devices based on different objective such as conserving energy

of the device requesting service in an MDC, fairness (conserving energy of the whole device pool)
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[31, 38], and achieving speed-up [32]. A variety of MDC environment have also been evaluated

such as single-hop, multi-hop, highly collaborative, medium collaborative, opportunistic along with

various communication technologies such as WiFi and Bluetooth [39]. We present briefly our work

on energy-aware mobile device clouds [31].

Framework entities: The entities (i.e., the mobile devices in the vicinity) of the distributed

computing framework may at any time play one or more of the following three logical roles: i)

service requester, which places requests for workloads that require additional data and/or comput-

ing resources from other devices, ii) Service Provider (SP), which can be a data provider, resource

provider, or both, and iii) an arbitrator (usually, the base station), which processes the requests

from the requesters, determines the set of service providers that will provide or process data, and

distributes the workload tasks among them. The service requester offloads the task of executing

compute-intensive algorithms to the SPs by submitting service requests to one of the arbitrators.

Resource providers lend their computational (CPU cycles), storage (volatile and non-volatile mem-

ory), and communication (i.e., network interface capacity) resources for processing data.

Energy-aware resource allocation engine: The arbitrator is aided with an energy-aware re-

source allocation engine that distributes the workload tasks optimally among the service providers

by taking into account the different resource capabilities (in terms of residual battery capacity) in

the vicinity. To make this decision the arbitrator needs information about the resources available at

each SP. This is achieved via service advertisements from SPs. Service advertisements will include

information about the current position, amount of computing, in terms of normalized CPU cycles),

memory, and communication resources, the start and end times of the availability of those resources,

and the available battery capacity at each service provider. The arbitrator is aware of the instanta-

neous power drawn by the workload tasks of a specific application when running on a specific class

of CPU and memory as well as network resources at each service provider as the information about

the different types of devices is known in advance. Our framework applies to applications exhibit-

ing data parallelism as well as to applications exhibiting task parallelism. Also, our framework is

endowed with several autonomic capabilities such as self organization, self optimization, and self

healing. The self-organization capability (for handling service discovery and service request ar-

rivals as well as for task distribution and management) is imparted by the role-based architectural

framework. It also facilitates interactions among the mobile entities for coordination and seamless
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Table 2.2: Characteristics of the computing devices in our testbed.

Devices Samsung
Galaxy
Tab

ZTE Avid
N9120

Huawei
M931

Toshiba
Satellite

Dell Insp-
iron

Acer
Asprire

Type of devices Tablet Smart
phone

Smart
phone

Laptop Netbook Netbook

No. of devices 2 3 1 1 1 1
CPU 1 GHz

Dual-core
ARM

1.2 GHz
Dual-core

1.5 GHz
Dual-core

2.13 GHz
i3 Intel

1.66 GHz
N450 Intel

1.60 GHz
N270 Intel

OS Android
v4.0

Android
v4.0

Android
v4.0

Windows
7

Windows
7

Windows
XP

RAM [GB] 1 0.512 1 4 1 2
Battery [mAh]/[V] 7,000/4 1,730/5 1,650/10.8 4,200/10.8 5,200/11.1 4,840/11.1

switching among the three logical roles, namely, service requesters, service providers, and arbitra-

tors. Interested readers can read more about the framework on energy-aware resource allocation

engine developed for MDCs in [31].

Limitations of MDCs: The MDC might suffer from scarcity of devices to which computation

can be outsourced. If the number of devices forming the MDC is lower than the number of tasks

that can be executed in parallel, then the computation gain by distributed computing reduces. The

number of devices in MDC should be such that the computation gain by parallel execution of tasks

is higher than the communication gain. In cases of data-intensive applications, the computation

gain obtained by parallel execution of sub-tasks might not be able to surpass the communication

cost incurred by distributing tasks to nearby devices. The uncertain network connectivity might

lead to multiple transmissions by the SPs and service requester. Inherent uncertainty in mobile

computing due to device mobility may lead to unavailability of SPs and consequently unavailability

of results from SPs. This may result in wastage of resources of service requester. Also, it might

not be possible to split tasks in an application to independent sub-tasks to take advantage of their

parallel execution or the computation gain obtained by parallel execution of sub-tasks might not be

able to surpass the communication cost incurred by distributing tasks to nearby devices.
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Figure 2.2: Architecture of our mobile device cloud testbed to evaluate the performance of ex-
act mobile computing. This app communicates with our mobile distributed computing framework
(MobiDiC) which in turn communicates with the resource-task mapper to identify how tasks
should be distributed to nearby resources in the MDC.

2.2.1 Performance of MDCs

We now take an experimental approach to study the limits of exact mobile computing in MDCs.

Uncertainty in a MDC may arise due to device mobility, which determines the availability dura-

tion of devices, and network connectivity, which determines the communication cost of offloading

tasks to nearby devices. We compared the performance of centralized execution with Round robin

(RR) based task allocation. We now give details of our experimental setup and then quantify the

performance obtained.

Experiment testbed: We present the various devices of our experimental testbed, which form

the MDC as shown in Table 2.2. Our testbed comprises of state-of-the-art, heterogeneous comput-

ing devices (tablets, smartphones, laptops, and notebooks) that vary by type of device, platform,

RAM, and processing power. Figure 2.2 shows the architecture of our experimental testbed. The

device serving as the service requester contains the resource task mapper, which is responsible to

allocate task to different service providers. Our framework also includes self-healing [31] as the

fault-tolerance mechanism. We assume a fair, simple, and robust round-robin-based technique to

distribute tasks in an MDC.

AllJoyn framework: The communication between arbitrator and the service provider is achieved
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via AllJoyn framework [40]. The AllJoyn framework is an open-source platform-independent, soft-

ware system that provides an environment for distributed applications running across different de-

vice classes with an emphasis on mobility, security, and dynamic configuration. The AllJoyn ad-

vertisement and discovery mechanism takes care of seamlessly discovering these peers independent

of the underlying transport being used. An AllJoyn thin app is designed for energy-, memory-, and

CPU-constrained devices. The thin app is designed to have a very small memory footprint and is

typically single-threaded service running in the background of the application. This app commu-

nicates with our mobile distributed computing framework MobiDiC as shown in Fig 2.2 which

in turn communicates with the resource-task mapper to identify how tasks should be distributed

to nearby resources in the MDC. In Fig. 2.3 we show the timeline of communication between the

arbitrator and SP.

Fault-tolerance in MDC: Our testbed achieves fault-tolerance via Self-Healing. The goal of

self-healing is to reallocate the failed task to a new service provider. The arbitrator keeps track of the

tasks allocated to different SPs and if the device does not return tasks within a pre-allocated amount

of time the self-healing mechanism at the arbitrator aborts the thread responsible for collecting tasks

from that device and reallocates it to a new service provider.

Impact of uncertainty: Uncertainty here is used to include the effects arising due to mobility of

devices, i.e., the devices have moved out of the network or are no longer reachable by the arbitrator

and hence, cannot receive a new task from the arbitrator or return the results back to the arbitrator.

We do not consider the effect of poor network availability and consider a stable network connection

between service providers and arbitrator. We consider various parameters that impact the gain

achieved via distributed implementation. Specifically, we consider mean and standard deviation of

availability duration of devices, inter-arrival times, task sizes, buffer size (number of task allocated

to each device in RR), battery capacity, and processing power. We model the mobility patterns of

devices in the proximity as a normal distribution with mean availability duration of devices varying

with µ = {5, 100, 200} s and σ=5 s. Our first result shows the gain obtained by the execution in a

MDC in comparison to a centralized computation. In this scenario, we implement the Canny edge-

detection application on devices via exact computation. In Fig. 2.4, we plot the time taken to execute

an application as the mean availability duration of the devices in the MDC is varied. Interestingly,

as the arrival duration of devices increases, the rate at which tasks are completed increases. Also,
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Figure 2.3: Communication between Arbitrator and Service Provider. The blue block indicates the
execution of resource-task mapper, the green block indicates successful execution of a task, and the
red block indicates the failure to receive results from a SP and steps taken to reallocate a failed task.

in spite of the offloading cost, MDCs finish the execution faster than centralized exact computing.

However, as the uncertainty with the availability of mobile device decreases as identified by µ

decreasing from 200 s to 100 s, the application takes longer to execute. This is because as the

availability duration decreases, the SPs are leaving the network before they finish the task as a result

of which the arbitrator has to reallocate the tasks. The performance also gets worse as the task size

doubles (in our application it means image resolution doubles) because the availability duration of

SPs in the MDC is not enough to complete the tasks assigned to them. These experiments indicate

that performance of an MDC is sensitive to task size and the availability duration of SPs. We now

discuss the paradigm of approximate computing and how it can overcome the limitations in MDCs.
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Figure 2.4: Experiments: Comparison of performance of exact computing in a centralized imple-
mentation vs. in a mobile device cloud in the presence of uncertainty in i) device availability due to
network disconnections and device mobility and ii) variable task sizes.

2.2.2 Approximate Computing

As explained in the previous section, the MDCs suffer from various limitations such as, the local

resource pool might suffer from scarcity of devices to which computation can be outsourced or un-

certain network connectivity and device availability. Also, it might not be possible to split tasks in

an application to independent sub-tasks to take advantage of their parallel execution or the computa-

tion gain obtained by parallel execution of sub-tasks might not be able to surpass the communication

cost incurred by distributing tasks to nearby devices.

Researchers have developed energy-aware programming languages by introducing approxima-

tion at different levels such as mathematical operations and storage of data structures (in the form

of unreliable register, data cache, and main memory). One such language is EnerJ [41], which al-

lows the programmer to annotate data as ‘approximate’ or ‘precise’. The system then automatically

maps approximate variables to low-power storage, uses low-power operations, and applies more

energy-efficient algorithms provided by the programmer. In [33,42,43], the authors employ various

approximation techniques such as loop perforation and multiple implementations of tasks.

Earlier work in the field on AI involved work in imprecise computations [44] that focused on of-

fering a tradeoff between execution time and accuracy of an application. However, this work assume

a very rigid structure of task for the applications on which imprecise computations can be applied.
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Each task can be expressed to have an optional and mandatory part. They solve a scheduling prob-

lem to minimize the average time of optional tasks of the application subject to the constraints the

total error is less than a acceptable value. Authors in [45] have worked on estimating the resources

available for an application in terms of CPU cycles. In this work if the available computational

power is not enough to meet the accuracy requirements then an implementation of the application

which requires fewer resources and achieves lower accuracy is selected. This work does not explain

any technique on how to identify different implementations of the application with possibly lower

accuracy. In the next chapter we will give details on our novel approximate computing based so-

lution that will dynamically achieve a tradeoff between accuracy of the application and utilization

of the available resources on the device. We will also validate the effectiveness of the proposed ap-

proach through extensive simulations on publicly available datasets and data collected by building

multiple end-to-end computationally-intensive applications from the computer vision domain.

2.3 Summary

In this chapter we introduced the current work in the area mobile computing, specifically, in the

area of mobile cloud computing, mobile device clouds, and opportunistic computing and discussed

the pros and cons of each approach. We also presented experimental results to show the limitations

of mobile device clouds. Finally, we gave details of the work done in the area of approximate

computing and the limitations of those works.
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Chapter 3

Exploiting the Untapped Potential of Mobile Distributed Computing
via Approximation

In this chapter, the new paradigm of approximate computing is proposed to harness such potential

and to enable real-time computation-intensive mobile applications in resource-limited and uncertain

environments. A reduction in time and energy consumed by an application is obtained via approx-

imate computing by decreasing the amount of computation needed; such improvement, however,

comes with the potential loss in accuracy. Hence, a Mobile Distributed Computing framework, is

introduced to determine offline the ‘approximable’ tasks in an application and a light-weight online

algorithm is devised to select the approximate version of the tasks in an application during run time.

The effectiveness of the proposed approach is validated through extensive simulation and testbed

experiments by comparing approximate versus exact-computation performance.

3.1 Introduction

Our goal is to achieve dynamically a tradeoff between accuracy (or optimality of the results pro-

duced by an application) and utilization of the available resources (such as battery, CPU cycles,

memory, and I/O data rate). We first discuss a structural approach to approximation in mobile com-

puting. Then, we present the approximation techniques that can be applied to different tasks in an

application. We first define an offline phase that helps us identify promising applications whose

tasks can be approximated so to gain significant benefits in energy at the cost of marginal loss in

accuracy. Once we are able to identify the tasks within an application that can be approximated

and the accuracy loss that is incurred by the approximation, we are able to remove the dependence

on annotations from the programmer or manually-coded optimization. This is possible because

our framework allows the selection of the appropriate type of approximation at run-time based

on (1) the real-time available resources (e.g., available energy, CPU cycles, and memory) and (2)
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the application requirements (application deadline and accuracy). We present an offline algorithm,

Optimized Rich Workflow, that determines the tasks in an application that can be approximated. These

candidates provide speed up in execution time with a potential decrease in accuracy. Our next step

is to determine the speed up and accuracy achievable in an application when multiple tasks in an

application are approximated together. To this end, we extend a generalized workflow representa-

tion to a ‘rich’ workflow representation with approximation transformation applied to tasks. We

further reduce the approximable task space via a Pareto-optimality tests to generate ‘optimized’

workflow. Exact execution of a time-critical application is severely limited by resource availability

and resource uncertainty. To prevent such breakdown of an application due to the lack of resources

we propose a checkpointing mechanism to keep track of the resources available during online exe-

cution of the application. We will now explain the online phase of our proposed solution which is

executed at run-time. Next, we determine the acceptable loss acceptable at runtime and present a

light-weight algorithm (Heuristic MP− SP) that selects the approximable tasks that will be executed

at run-time given the application deadline, acceptable accuracy loss, and computational resources

available on the device.

3.2 Approximate Computing Framework

We now present an ontology of approximation that we have developed for mobile computing appli-

cations. We also present in detail the two types of approximation techniques that can be applied to

different tasks in an application. An offline phase is presented that helps us to identify promising

applications whose tasks can be approximated so to gain significant benefits in energy at the cost of

marginal loss in accuracy.

3.2.1 Ontology of Approximation

Types of tasks: An application consists of the execution of a set of tasks to obtain the required

result. We consider a task in an application to be “elementary" if it cannot be split further into

sub-tasks. Each task is represented by an executable code/function (to represent a functionality that

cannot be split further) and a set of input parameters. We divide tasks into two different categories,

namely, approximable and non-approximable. We assume that identifying to which category a task



23

belongs can be achieved via offline profiling (discussed later) or identified by an application devel-

oper. The two categories of task are:

Approximable: Tasks that can be approximated to achieve significant savings in energy and/or exe-

cution time, with however a potential loss of accuracy in the result.

Non-approximable: Tasks whose execution without any approximation is necessary for the success

of the application, i.e., if any approximation technique were applied on these tasks, the application

would not generate meaningful results.

Types of approximations: We introduce approximation through two transformations, namely

substitution and discarding, which are applied to different tasks (both at function and input param-

eter) of the application. Specifically, the former transforms the task(s) in exact computation with

those with lower degree of complexity; whereas the latter involves removing certain task(s) of an

application used for exact computation. We now briefly explain these transformations.

Substitution: This transformation requires substitution of a computation task (its execution code

or input parameter) by a simpler task. At the function level, this operation refers to the substitution

of a task in exact computation by a computationally less-demanding task with potential loss in

accuracy. This requires the availability of multiple implementations of a task, each with a different

degree of complexity (e.g., 2D Gaussian function serves as a filtering kernel in image processing;

however, it can be replaced with recursive Gaussian or box filters, which are both computationally

much less demanding albeit they provide lower accuracy [46]). Substitution transformation requires

domain knowledge.

At the parameter level, it refers to the scaling up or down of the exact implementation value of a

task parameter. A substitution factor f determines the factor by which the value of the approximate

parameter varies with respect to the exact parameter; for example, if the value of the parameter in

the case of exact computation is p, the new value via substitution will be p ∗ f . For example, in

Content Based Image Retrieval (CBIR) applications, whose aim is to retrieve image features via

histogram analysis, the number of bins can be decreased (here, f < 1) in such a way as to reduce

the computational cost at the cost of a decreased output accuracy. We introduce examples of various

applications where substitution transformation can be applied in Table 3.1.

Discarding: Applications consist of tasks that successively improve upon the results obtained

from previously executed tasks. Discarding transformation involves not executing these tasks so to
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reduce energy consumption at the cost, however, of reduced accuracy. At the function level, if the

user-specified accuracy is achieved by a subset of the tasks, the application can choose to skip the

remaining task and terminate early; hence, discarding certain redundant tasks can lead to significant

benefits in terms of energy and/or execution time.

At the parameter level, it refers to early termination or skipping of number of iterations in a

task. Skipping parameter space was introduced in [33], where only one every n scheduled iter-

ations was in fact executed, as a result of which the systems performs fewer computations than

its exact-implementation counterpart. Discarding transformation can be applied to traditional Fast

Fourier Transform-based algorithms to get suboptimal results with reduced computation cost [47].

We introduce examples of various applications where discarding transformation can be applied in

Table 3.2 of this chapter.

Accuracy metric: In our framework we compare the accuracy or quality of output of an ap-

plication by executing the application via exact computation and by applying the aforementioned

approximate techniques. Different metrics such as F1 Score (i.e., 2 Precision·Recall
Precision+Recall ), peak-signal-

to-noise ratio or any other application-domain metrics can be used to measure the output accuracy.

An exact-computation implementation gives the highest accuracy achievable for that application.

The percentage loss in accuracy of the output when applying approximation w.r.t. exact compu-

tation is calculated as T = Q−Q̂
Q · 100, where Q is the accuracy of the output obtained by exact

implementation of the application and Q̂ is the accuracy of the output obtained by the approxi-

mate implementation of the application. We now present our novel solution on transformation of

workflows to introduce approximation in mobile applications.

3.2.2 Transformation of Workflows

The order of execution of multiple tasks in an application can be specified by a workflow. Here, we

first explain our workflow representation for an exact computation implementation, and then show

how such workflow is transformed for an approximate-computation implementation. Transforma-

tion of workflows is accomplished offline and is leveraged at run-time to make decisions when the

application is executed.

Exact-workflow representation: Let the exact workflow G(V,E) be presented by a Directed

Acyclic Graph (DAG), as shown in Fig. 3.1 (Left). The workflow is composed of multiple stages
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Table 3.1: Various tasks and parameters in different applications that can be substituted to simpler
versions.

Algorithm Function Function Ver-
sion

Parameter

Su
bs

tit
ut

io
n

Box filter
Smoothing Filter Recursive filter Kernel size

Median filter
LoG

Canny/HoG Roberts operator
Gradient Sobel operator

Prewitt operator
HoG/SIFT/CBIRHistogram Number of orientation bins

HoG descriptor Cell and Block Size
HoG Normalization Type of norm
Canny Thinning Threshold

Number of octaves
SIFT Number of spatial bins

Number of levels

Table 3.2: Various tasks and parameters in different applications that can be discarded.
Algorithm Function Parameter

D
is

ca
rd

in
g Canny/HoG Smoothing Filter

Canny Thinning
HoG Normalization
Query
Matching

Number of matches

FFT Number of iteration

with a set of tasks to be performed at each stage. It is a graphical representation of the set of tasks,

V = {ki,j}, where ki,j is the jth task in the ith stage. The edges in the workflow indicate the

dependencies between tasks. Tasks at a stage cannot be executed unless all the tasks in the previous

stage have been completed as tasks at a stage accept data from the previous stages. In the workflow

representation, square nodes (�) represent the input data whereas circular nodes (©) represent the

computation tasks.

Determining approximable tasks: We explain now how to identify approximable tasks in

an application. For example, to determine if Task k1,1 is approximable, we first apply discarding

transformation separately to each of its input parameter and alternate functions available. We repeat

the same by using substitution transformation. Such procedure results in multiple approximate

versions of the task. Then, we replace Task k1,1 with one of its approximate versions while all other

tasks in the exact workflow are left unchanged. After such replacement, we calculate the resulting
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Figure 3.1: (Left) Exact workflow representation; (Right) Rich workflow constructed by extending
exact workflow to represent approximation transformations. Substitution transformation is repre-
sented by multiple (alternate) tasks in a stage (e.g., tasks k1

1,1, k2
1,1, are approximate substitute tasks

for task k1,1 in Stage 1); Discarding transformation is shown by skipping a task in a certain stage
(e.g., Task k2,2 in the exact workflow is skipped in Stage 2 and k2

3,1 is executed immediately after
k2

1,2).

makespan and accuracy (Q) of the workflow. The exact-computation implementation gives the

highest accuracy results for the application.

The speed-up (sp) obtained from one of the approximate versions is calculated by dividing the

makespan of the approximate version by the makespan associated with its exact implementation.

This is done for a large number of input data so to get the average speed up (sp) and average

accuracy (Q).

If any approximate version of Task k1,1 provides sp > 1 along with accuracy loss less than

the acceptable loss TA, then k1,1 is considered an approximable task. The approximate versions

that do not satisfy these constraints are discarded. If none of the approximate versions of a task

satisfies these constraints, then that task is deemed non-approximable. If multiple implementations

of a task are available, then substitution transformation can be applied; otherwise, only discarding

transformation is performed.

Rich-workflow representation: An approximate instance of an exact workflow is the one

whose tasks satisfy the constraints mentioned earlier. The collection of all the approximate in-

stances of an application forms a rich-workflow, GR(V R, ER). In Fig. 3.1 (Right), we can see that

each approximable task (ki,j) in the exact workflow has a corresponding approximate version (kli,j).
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Figure 3.2: Illustration of (a) Optimized Rich Workflow constructed from Rich Workflow (Fig. 3.1
(Right)) by reducing the task space; (b) Subgraphs formed for multiple independent tasks start-
ing at Stage-1 of the exact workflow (Fig. 3.1 (Left)). The subgraphs are created by Algorithm 2:
Construct_Subgraphs and are executed only when the exact workflow is task-parallel with multi-
ple independent tasks at different stages of the workflow; (c) Approximate Workflow extracted from
Optimized Rich Workflow at run-time.

Each approximate version (kli,j) in the exact workflow is selected via Algorithm 1 when sp > 1 and

Q < TA. The edge of the rich-workflow is represented as em,n,li,j,h = {<khi,j , klm,n>∈ ER}. Note that,

in Fig. 3.1(Right), non-approximable tasks are represented by triangular nodes (∇).

Reducing approximation space: We discard the approximate instances in the rich workflow

that give accuracy loss less than TA. To further reduce the approximation space in the rich work-

flow, we select only those approximate instances of the application that are Pareto Optimal. An

approximate instance is Pareto-optimal if there is no other approximate version of that task that

provides both better speed up and accuracy, i.e., t1 is a Pareto-optimal approximate instance iff it

there is not any other approximate instance t2 s.t. Q̂(t1) ≤ Q̂(t2) ∧ sp(t1) ≤ sp(t2), where at

least one of the inequality is strict. The collection of these approximate instances, which consist of

Pareto-optimal approximate instances that give percentage accuracy loss w.r.t. exact computation

less than TA, form an optimized rich workflow, i.e., GO(V O, EO). Figure 3.2(a) is an example of

optimized workflow formed by applying Pareto-optimal test on Fig. 3.1(Right).

Need for an offline phase: The offline tools mentioned above help the programmer identify

the subroutines and input parameters of the application that can benefit from various approxima-

tion techniques. However, these tools are too heavy to be used during run-time, as the cost of

executing these tools at run-time may paradoxically be greater than the savings in time and energy

obtained from approximation of the application. As a result, these tools are implemented only of-

fline. Selection of Pareto-optimal tasks reduces the complexity of online mechanisms as it reduces
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Algorithm 1: Optimized Rich Workflow (Offline)
Input: A-Application, B-set of approximate versions of all tasks in A, I-Test data set, TA-acceptable accuracy

loss of A
Output: GO(V O, EO)-Optimized rich-workflow

1 B̂ = ∅;
for b ∈ |B| do

for i ∈ I do
2 Replace an exact task in A with b;
3 Execute A with input i to get Q̂i and spi ;

end
4 Q̂ = 1

|I|
∑
i∈I

Q̂i , sp = 1
|I|

∑
i∈I

spi ;

if |Q−Q̂|
Q
· 100 < TA ∧ sp > 1 then

5 B̂ = B̂ ∪ b;
end

end
6 Construct Rich-workflow using tasks in B̂ ;
7 Select Pareto-optimal approximate instances to form the Optimized Rich-workflow;

the approximation space and helps the application select optimal approximated tasks from a much

smaller space as well as meet the deadline constraints.

3.2.3 Approximation via Input Data

So far we have focused on introducing approximation in the application at the algorithm level by

manipulating tasks in the applications. Specifically, we have focused on approximation via joint

optimization of function and parameters of the tasks in an application. We will focus now on how

approximation of input data can bring additional benefits to compute-intensive applications. Sub-

sampling of images to reduce the image resolution/size has been implemented in literature via a

variety of resampling filters such as point filters, box filter, and median filters of input data. To

prevent aliasing arising due to subsampling, the image needs to be pre-filtered (e.g., with Gaus-

sian filter) before applying resampling filters [48]. In point filters, one pixel value within a local

neighborhood is chosen (perhaps randomly) to be representative of its surroundings. This method is

computationally simple but can lead to poor results if the sampling neighborhoods are too large. The

second method interpolates among pixel values within a neighborhood by taking a statistical sample

(such as the mean or median) of the local intensity values. In this chapter we use nearest-neighbor

interpolation method for subsampling.

Our goal is to reduce the amount of input data processed by the application such that the overall

execution time of the application reduces. To this end, we reduce the spatial resolution of input
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data via various subsampling techniques and study how reduction in spatial resolution impacts the

accuracy of the application while bringing simultaneous gains by reducing the makespan. The

reduction of input data required for processing can be done at various levels of the input data, i.e.,

at the raw data (pixel level) and information level (after extracting semantic knowledge from the

image), and can be divided into three main classes:

• Data-dependent approximation;

• Information-dependent approximation;

• Hybrid approximation.

In this work we consider the data-dependent approximation and will leave the last two classes

for future work. The data-dependent approximation or identifying the sampling rate is done inde-

pendent of the task and parameter based approximation explained in earlier. At run-time, however,

a combination of data-dependent approximation and optimized rich-workflow (Pareto-optimal ap-

proximate instances) can be used. In Sect. 3.4 we will present the gains achieved by combining

these two approaches. We now give details of how approximation can be applied at run-time in

mobile applications.

3.3 Real-time Approximate Computing

Uncertainty at run-time arises when the execution time of the application during run-time does not

mirror the behavior observed during the offline profiling. Execution time of tasks depends on its

implementation along with input parameters, size of input data, input value, and architecture of

the execution location. For a given implementation of a task and input parameter value, the task

execution time can vary significantly with input data; in certain situations, it can lead to missing the

application deadline. In order to enable approximate computation at run-time and get results in near

real time, we should be able to answer the following questions:

• Given the resources available, how much accuracy loss should be incurred to provide mean-

ingful results within the application deadline?

• Which tasks should be executed to deliver results within the acceptable accuracy loss while

simultaneously meeting such deadline?
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Figure 3.3: Fitting offline profiling data with a non-linear model, A·exp( sp
B ), to estimate at run-time

the loss in accuracy that should be incurred to achieve a certain speed up.
• How does the uncertainty in the mobile distributed environment impact the performance gain

of approximate computing?

In this section we provide novel mechanisms to enable approximate computing in resource-

limited environment. An approximate workflow is constructed that consists of an approximate ver-

sion of each task in the exact computation workflow, which is selected from the optimized workflow.

We leverage the information obtained from extensive profiling of the application to construct the ap-

proximate workflow. This approximate workflow is estimated at run-time based on the resources

available with the mobile device and has to be determined only once “per-session", i.e., only once

before the application is to be executed.

Determination of accuracy loss: Let sp be the amount of speed up required to complete the

execution of the application within its specified deadline. Our goal is to specify to the user at

run-time how much accuracy loss needs to be incurred in order to achieve this speed up, given

the available computational resources. For this we fit the offline profiling data of the Canny edge-

detection application (black circles) with a non-linear model, A · exp( sp
B ), which is shown by red-

dotted line in Fig 3.3. Goodness of fit statistics such as root mean square error are used to estimate

the coefficients A and B. In this work we have learned this model and its parameters specifically for

the Canny edge detection application.

Construction of approximate workflow: Our next goal is to determine the approximate in-

stance of the optimized workflow that meets both the makespan and the estimated accuracy loss
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bound. Such approximate instance is called an approximate workflow. We now present a light-

weight solution to determine such approximate workflow at run-time by leveraging the results from

offline profiling.

Each edge, em,n,li,j,h , of the optimized rich-workflow gives the value of execution time of task klm,n,

denoted as d(em,n,li,j,h ), after task khi,j has been executed. For a particular device, the offline profiling

provides us with the execution time for running a task of an application with different input data, re-

sulting in varying execution times for the task. Hence, the execution time of an edge can be defined

as a real-valued random variable in (0, +∞) varying with the input data set. Theoretically, the distri-

bution of d(e) for any edge e can be captured by a Probability Density Function (PDF); however, in

reality, the PDF, fd(e), of d(e) is often unknown. Instead, a set of samples d̂(e) = [d1, d2, . . . dW ],

which are obtained from offline profiling, are used to approximate the distribution of d(e), whereW

is the number of trials in the offline profiling. Each sample of d̂(e) has a Pr{d̂(e) = dw} ∈ (0, 1],

where
W∑
w=1

Pr{d̂(e) = dw} = 1. For sake of compactness, we simply denote d̂(e) as d(e).

A path is a set of consecutive edges that connect the source (first task in the workflow) to

the destination node (terminal task in the workflow). The execution time (or makespan) of an

application is the sum of execution times of all the edges in a path p and is given by D(p) =∑
em,n,l
i,j,h ∈p

d(em,n,li,j,h ).

As d(em,n,li,j,h ) is a random variable, D(p) is also a random variable. The delay of a sample path,

w, of D(p), associated with a single trial (i.e., an input data) is given by
∑

em,n,l
i,j,h ∈p
w∈W

dw(em,n,li,j,h ).

Each edge is associated with W instances and there are multiple path edges in an application.

Our goal is to create a light-weight run-time algorithm; hence, we reduce the complexity of the

problem by transforming each edge d(e). We find the edge samplew that has the highest probability,

i.e., w := max pw(e), ∀e, and substitute d(e) with dw(e).

Now, given an application deadline M , our goal is to find a path p∗ = arg maxp Pr{D(p) ≤

M}, i.e., that path for which, for every other path p, it holds,

Pr{D(p∗) ≤M} ≥ Pr{D(p) ≤M}, ∀p. (3.1)

The probability of a path is given as the product of the probability of edges on that path. To solve
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Algorithm 2: Construct_Subgraphs (Online)
Input: GO(V O, EO)
Output: Gsub- Subgraphs

1 Child set: Child← ∅ ;
2 I contains all ith stages, where, j > 1 ;

for i′ ∈ I do
3 J = max j for i′th stage;

while j′ > J do
4 i_temp = i′ ;
5 Gsub(i

′, j′) = Gsub(i
′, j′) ∩ kh

i_temp,j′∀h ;
6 i_temp = i_temp+ 1 ;

if i_temp 6∈ I then
7 Gsub(i

′, j′) = Gsub(i
′, j′) ∩ Child(kh

i_temp,1);
end
else

8 break ;
end

end
end

Algorithm 3: Heuristic MP− SP (Online)
Input: GO(V O, EO), k, M , S, child_val(v)-number of children of node v, dh(e), ph(e)∀{e, h}
Output: GA(V A, EA)- Approximate workflow

1 count← 1;
2 d(e)← dw(e) & p(e)← pw(e), where w := max pw(e) ∀ e;

while GO(V O, EO) 6= ∅ ∪ count < k do
3 [P,D] =Dijkstra(GO(V O, EO)) ;

for v ∈ P do
4 child_val(v) = child_val(v)− 1 ;

end
if D >M then

5 break ;
end
else

6 GA(V A, EA)← GA(V A, EA) ∪ P ;
7 Remove tasks from GO(V O, EO) with child_val = 0;
8 count = count+ 1;

end
end

this problem, we transform each probability function as a cost function c() = − log(f(d(e))), which

makes the components additive. Now, as the probability associated with an edge increases, the cost

decreases; hence, our goal is to find the path, with the lowest cost function, that simultaneously

meets the makespan constraints. We formulate this problem as a Restricted Shortest Path (RSP)

Problem. Given a network GO(V O, EO), execution time and cost associated with each edge in E,

and application deadline M , our goal is to find a path (p∗) that solves the following problem,

min
∑

em,n,l
i,j,h ∈p∗

c(em,n,li,j,h ), s.t.
∑

em,n,l
i,j,h ∈p∗

d(em,n,li,j,h ) ≤M. (3.2)
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If our application is task parallel with independent parallel tasks at certain stages, then we first

construct subgraphs within the optimized workflow such that, in each subgraphs, there is only one

task per stage. Algorithm 2, illustrated in Fig. 3.2(b), shows our proposed algorithm to construct

subgraphs with one independent task per stage for task-parallel workflows. Algorithm 3, illustrated

in Fig. 3.2(c), shows our proposed heuristic to solve the restricted shortest path problem presented

above and extracts the approximate workflow. Complexity of the proposed algorithm is given as

O(|V |+|E|+k(|V |2+|V |)). Here. the first term the second term indicates time taken for statement

(2) and (3) in Algorithm 3. The third term indicates the time taken to run Dijkstra Algorithm and

statement (8) of Algorithm 3, k times. The time taken for Dijkstra algorithm can be reduced from

O(|V |2) to O(|E| + |V | log |V |) by implementation based on a min-priority queue implemented

by a Fibonacci heap. Figure 3.2(c) shows the approximate workflow extracted from optimized

workflow Fig. 3.2(a). Problem (3.2) can solved using a variety of commercial mixed integer linear

optimization problem (MILP) solving softwares such as CPLEX [49].

3.4 Performance Evaluation

This section is geared towards quantifying the gain of approximate computing over exact comput-

ing to support various computer-vision algorithms. We first present the results from offline profiling

giving statistical bounds on the speed up achieved via approximate computing along with the ac-

curacy loss incurred. We employ an open-source software system, AllJoyn [40], to implement a

distributed computing environment.

Experimental testbed: We present the various elements of our experimental testbed, which is

shown in Table 2.2. Our testbed comprises of state-of-the-art, heterogeneous computing devices

(tablets, smartphones, laptops, and notebooks) that vary by type of device, platform, RAM, and

processing power.

Applications implemented: We motivate and study the performance of approximate comput-

ing via three well-known and broadly-applied recognition algorithms, namely, Canny edge detec-

tion [50], Scale Invariant Feature Transform (SIFT) [51], and Histogram of Gradients (HoG) [52].

Figure 3.4 shows the different tasks and their functions and input parameters that are approximated

for the three aforementioned algorithms. All these exemplified applications extract different features
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Figure 3.4: Block diagram showing different tasks and parameters for object recognition using (a)
Canny edge detection, (b) Scale Invariant Feature Transform (SIFT), and (c) Histogram of Gradients
(HoG). Each dashed block contains multiple implementations of approximable task types (with
varying degree of complexities) and parameters.

from input data for evaluation. We implemented both the applications on computing devices in our

testbed using the OpenCV library. We implemented both the applications on computing devices in

our testbed using the OpenCV library. We estimate the energy consumption by an application via

Power tutor app [53]. It gives the power consumption in Watt at an interval of one second for all the

applications running on the mobile device.

Other applications: Our approach can be applied to a variety of other applications such as

content-based image retrieval from a database, lossy audio and video decoding such as x264 media

application that performs H.264 encoding on a video stream, delivering dynamic application accu-

racy in large datacenters depending on different factors (power, operating temperature), and other

computer-vision/robotic applications (such as panorama stitching and body/object tracking).

Input data set: We execute our application by using input data from the Berkeley image seg-

mentation and benchmark dataset [54]. For offline profiling, we used 200 grayscale images from the

training data set; to determine performance benefits at run-time we used 100 images from the test

data set, both available in [54]. Resolution of each image is 481× 321 pixels. To study the perfor-

mance gains obtained via approximation on HoG algorithm we used the INRIA Person dataset [55].

Light-weight run-time algorithms: We implement in Android the Heuristic MP− SP algorithm
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Table 3.3: Number of approximate instances selected in various stages of the offline profiling for
Canny edge-detection algorithm.

Accuracy
Loss
[%]

All
Work-
flows

Rich
Work-
flows

Optimized
Work-
flows

Discarded

20 150 55 18 130
40 150 59 18 126
65 150 82 23 98
80 150 97 24 82
100 150 97 24 82

Table 3.4: Gain achieved by approximating tasks of Canny edge detection and SIFT.
Function/Parameter Range Accuracy

Loss [%]
Speed Up

C
an

ny

Threshold [0,1) 2.76 1.75 ± 0.01
Sigma [0,1] 0.01 1.14 ± 0.01
Kernel Size [3:11] 7.04 1.13 ± 0.012
Prewitt Operator [3] 4.6 1.25 ± 0.90
Without Smoothing - 2.8 2.33 ± 0.45
Without Threshold - 2.1 1.65 ± 0.52
Without Thinning - 7.8 1.33 ± 0.19

SI
FT

No. of Octaves [1,10] 0.7 1.5 ± 0.022
No. of Spatial Bins [1,10] 0.8 2.0 ± 0.025
No. of Orientation [1, 23] 0.6 1.5 ± 0.034
No. of Level [1,10] 0.85 2.0 ± 0.025

H
oG

No. of Cells [2,4,8] 0.8 3.0 ± 0.075
No. of Blocks [2,4] 1 3.1 ± 0.01
No. of Orientation [3:2:11] 1.4 2.6 ± 0.076
Kernel Size [3:2:11] 1.3 3.0 ± 0.01

to select the approximation tasks. The algorithms to construct the approximate workflow need to be

of low complexity because the gain in reduction in makespan obtained from approximate computing

should not be eclipsed by the execution time of algorithms to select the approximate workflow at

run time, which would result in a paradox.

Offline profiling: The framework performs offline profiling (as explained in Algorithm 1) of

an application. In the profiling phase, we execute the algorithms on the computing devices in our

testbed and use as input data the images from the training dataset in [54]. In Table 3.3, we observe

how the number of approximate instances in rich workflow and optimized workflow will vary as

the acceptable accuracy loss is increased. The number of discarded workflows decreases as the

percentage of acceptable accuracy loss is increased; this is because the approximate instances that

achieve speed up, although at higher accuracy loss are also included. Table 3.4 quantifies the gain
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Figure 3.5: Experiments: Percentage loss in accuracy versus speed-ups achieved by applying ap-
proximate computing techniques on (a) Canny edge detection and (b) SIFT algorithm; (c) (Top)
Pareto-optimal instances for Canny edge detection algorithm, (Bottom) Pareto-optimal instances
for SIFT algorithm.

of applying approximation transformations to various tasks and parameters of the aforementioned

computer vision applications.

Performance of approximate vs. exact computation: Figs. 3.5(a) and (b) show the results

of percentage loss in accuracy obtained when different levels of speed up are achieved by applying

approximation transformation to the application. In Fig. 3.5(a), we see that for Toshiba we achieve

a speed up of 1.5 for 5% accuracy loss while for the other devices we get around 10% of accuracy

loss. The speed up of Toshiba continues up to 1.9 but it saturates at 1.7 as for the other devices.
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Figure 3.6: Experiments: (Top) Pareto-optimal instances for Canny edge detection algorithm, (Bot-
tom) Pareto-optimal instances for SIFT algorithm.

Similarly, in Fig. 3.5(b) we see that the speed up is 5 times when the percentage accuracy loss

is 3% for Toshiba. Similar trend is observed for the other devices. We can notice that, although

the makespan has decreased with different user-specified accuracy bounds, it does not come at the

cost of significant loss in accuracy. From the approximate instances, we can determine the Pareto-

optimal instances to reduce the approximable task space, as shown in Fig. 3.6. The red dots in the

figure indicate the Pareto Front for different applications. In Fig. 3.8(a), we see that for the devices

we achieve energy savings of 30% for around 5% loss in accuracy.

Performance of the online algorithm: We compare the performance of our solution “Optimized-

WF Probabilistic" against Optimized-WF Average technique. In the Optimized-WF Probabilistic

technique the delay value of an edge, d(e) in Algorithm 3 is substituted with the most probable de-

lay and in the Optimized-WF Average technique it is substituted with the mean delay (i.e., the most

frequent value obtained from different trials executed during the offline phase). We also compare

the performance when Algorithm 3 is applied to a rich workflow instead of the optimized work-

flow. We call this approach “Rich-WF Probabilistic". To implement “Optimized-WF Probabilistic"

we use our proposed algorithm Heuristic MP− SP, which is required to construct an approximate

workflow given the run-time application deadline and accuracy loss. We assume the value of count,

i.e., the number of shortest paths considered in Algorithm 3 to be 3.

In Fig. 3.7(a) we see that all the techniques are able to give the output within the requested

deadline. However, the difference in performance of the techniques is evident in Fig. 3.7(b) where
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Figure 3.7: Experiments: Comparison of probabilistic and deterministic framework in terms of (a)
makespan and (b) accuracy loss incurred.

we see that our Optimized-WF Probabilistic meets the percentage accuracy loss as estimated by

the non-linear model (shown in dotted red line). Conversely, for the other two techniques a much

higher accuracy loss is incurred in comparison to the accuracy loss as estimated by the non-linear

model (Sect. 3.3). This is because Rich-WF Probabilistic considers all the approximate instances

to select the approximate workflow and misses selection of Pareto-optimal instances. The instances

selected by Rich-WF Probabilistic have slightly lower makespan at the cost of higher accuracy

loss in comparison to Pareto optimal instances. Also, Optimized-WF Average considers average

performance (time and accuracy) and not the most probable ones so although those instances meet

the average time they which leads to higher accuracy loss. Now, although there is not large deviation

in average time taken and the most probable time, the average accuracy for a particular parameter

(accuracy averaged by executing the algorithm with the parameter over multiple data values) falls

below the expected accuracy level. This effect is seen more when the application deadline is low

and this deviation in accuracy reduces as the application deadline increases.

Overhead of the online algorithm: The overhead of online Algorithm 3 to select approximate

workflow at run-time is of the order of 6 ms. This is much lower than the reduction in gain in
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Figure 3.8: (a) Energy savings obtained by applying the approximation techniques to various tasks
in the algorithms; (b) Scenarios where approximate computing can be beneficial in comparison to
local exact computing and exact computing in the Cloud. The type of computation depends on
several factors such as type of application (interactive or non-interactive), accuracy requirements of
the application, resources available, and network latency.

makespan achieved by approximate computing, which is in the order of hundreds of milliseconds to

seconds, as depicted in Fig. 3.5(a). Hence, our online approximation algorithm incurs a very small

penalty, i.e., its overhead is almost negligible compared against the substantial performance benefits

it brings in terms of speed up.
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Applicability of approximate computing: In Fig. 3.8(b), we plot different regions of applica-

bility of approximate computing. If the user cannot tolerate any accuracy loss, e.g., face or finger-

print recognition application to unlock a device or financial website, then the user is ready to wait

for a longer duration and utilize higher resources without any sacrifice of quality. In such a situation,

exact computing is applied (seen in the rightmost pink region). Conversely, interactive applications

such as gaming or object recognition, where the user requires quick response and accuracy loss can

be incurred without any perceivable degradation of Quality of Service (QoS) for the user, are good

candidates for approximate computing (seen in the leftmost blue region). Also, the situations where

the mobile device is limited by battery or does not have enough CPU cycles to give a crisp response

to the user, approximate computation is beneficial. Response from cloud applications depend on

the network latency; hence, in situations with high cloud latency or with intermittent network con-

nectivity, approximate computing can be applied to give low response time (as can be seen in the

middle green region).

Data-dependent approximation: In Fig. 3.9(a) we see the performance of the HoG algorithm

when the image resolution is reduced by half, and we study the execution time and accuracy when

the approximate parameters (different cell sizes) are applied in conjunction with the reduction of

the input size. We see significant energy gains for all the cell sizes. In Fig. 3.9(b) we see the per-

formance of HoG algorithm when the spatial resolution of input data has been reduced by different

amounts. We see a reduction in the spatial resolution to be up to 80% for up to 25% loss in accuracy.

In Fig. 3.10 we see the comparison of various approximation techniques that are introduced in

this chapter. In Fig. 3.10 we first show the loss in accuracy obtained and then present the speed up

obtained by implementing various scenarios. For each scenario we vary the threshold parameter (α)

of the Canny-edge detection application, downsample the input data by a certain value (s). The size

of the resulting image after downsampling is 1
s times the original size of input image. We study the

effect of task-based approximation, input data approximation, and both combined together. Each

scenario reflects specific values of s and α. For Scenario-1 the value of threshold parameter for

task-based approximation (when input data is not downsampled) and sampling factor for input-data

based approximation (when tasks are not approximated) are 0.1 and 16, respectively; Scenario-2:

0.3 and 8; Scenario-3: 0.5 and 4 ; Scenario-4: 0.5 and 2. In Fig. 3.10(a) we see that, as expected, the

performance of the combination of approximation of both task and data is worse than that of other
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Figure 3.9: (a) Performance gains obtained by reducing the spatial resolution by half of the original
input image and executing HoG algorithm on them; (b) Varying the reduction in spatial resolution
of the input image to study the performance gains.

techniques; this is because when the two types of approximations are applied together, although they

give higher speed up, they also cause a higher loss in accuracy. Such increase in speed up for loss in

accuracy can be seen in Scenario 3 and 4 of Fig. 3.10(b). However, in Scenario 1 and 2 we see that

we get a reduction in speed up for the combination of approximation of task and data as compared

to when only data is approximated, although the accuracy continues to decrease as expected. This

result is specific to how Canny-edge-detection algorithm works. In this simulation result we have

introduced task approximation in the combination case by varying only the threshold parameter

(α) for task approximation and approximating data. The algorithm calculates a value called level,

which is a function of the pixel values of the image and of the approximated task parameter α. The

value of level along with the pixel values of the image impacts the number of iterations incurred in
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Figure 3.10: (a) Loss in accuracy and (b) Speed-up obtained in Canny-edge detection algorithm
by applying various approximation techniques, namely, task approximation, approximation of the
input data and combination of both techniques.

the next task “thinning" of the Canny-edge-detection algorithm, as seen in Fig. 3.4(a). There is a

possibility in the combination case (data and task approximation) that based on the value of level

and on the pixel values, the number of iterations is now higher (as in Scenario A) or comparable (as

in Scenario B). The gain achieved via approximation of input data is reduced due to an increase in

the number of iterations in the later stages of the algorithm. This is noticeable when the image pixel

values do not vary significantly. Such increase in the number of iterations leads to an increase in

execution time and a loss in speed up. In Fig. 3.11(a-b) we see similar results for SIFT algorithm.

For SIFT algorithm we vary the value of sampling factor (input data approximation) and the number
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of levels (task approximation) to study the performance gains. In Scenario-1 the value of number

of levels parameter and sampling factor is 2 and 16, Scenario-2: 4 and 8; Scenario-3: 6 and 4;

Scenario-4: 8 and 2.

Benefits of approximation to MDC: We study how much benefit can be achieved in MDC

by applying approximation. We consider mean and standard deviation of availability duration of

devices, inter-arrival times, task sizes, buffer size (number of task allocated to each device in Round

Robin), battery capacity, and processing power. We model the mobility patterns of devices in the

proximity as a normal distribution with mean availability duration of devices varying with µ =

{5, 100, 200} s and σ=5 s. We compare the performance of exact versus approximate execution of

an application in a MDC. In Fig. 3.12, we see that by applying approximation in a MDC we are able

to achieve a much higher Frames Per Second (FPS) rate. This is beneficial in case of interactive

applications that have to meet a time-critical application deadline.

Use cases of approximate computing in a mobile device cloud: We present example scenarios

where approximate computing can be applied to enable applications on devices limited by CPU

cycles and battery capacity.

Surveillance: Consider a team of mobile robots stationed in a restricted area to detect intruders.

Each of these robots have a different spatial view of the area, hence, they collaborate to detect in-

truders. In existing intruder detection systems compute-intensive exact algorithms are implemented.

In situations when the battery capacity of the robots is critically low running exact algorithms is

not constructive as the robots can exhaust their battery without generating any meaningful results.

These robots can include energy-aware approximate face detection algorithm that are able to tune

their tasks and parameters based on the available battery capacity of the device. As a result, the

devices can generate less accurate yet meaningful results that can help to alarm the authorities in

case of any potential danger.

Disaster damage assessment: During any disaster such as hurricane or earthquake, the goal of

the relief team is to assess the damage and provide prompt relief to the affected areas. In the recent

past rescue teams have collected Light Detection and Ranging (LiDAR) data by sensors mounted

on top of rescue vans [56]. These rescue vans are equipped with few computational device like

laptops and workstations which have limited computational and battery capabilities. Currently the

data collected by these vans is shipped to the datacenters where compute-intensive computer vision
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Figure 3.11: (a) Loss in accuracy and (b) Speed-up obtained in SIFT algorithm by applying var-
ious approximation techniques, namely, task approximation, approximation of the input data and
combination of both techniques.

algorithms are run on the data to determine the structural damage in the affected region. However,

because of the large scale of devastation caused by these natural calamities it takes a significant time

to run the algorithms to assess the structural damage caused which leads to delay in rescue process.

To reduce the execution time of these algorithms the compute nodes in the van can collaborate and

run approximate versions of these algorithm to bring down the reconstruction time significantly but

at the same time provide high-level information to the authorities. This information can include

determining areas with maximum damage which can help in channeling the resources.



45

Time elapsed [s]
0 50 100 150 200 250

P
ro

gr
es

s 
of

 a
pp

lic
at

io
n

0

0.2

0.4

0.6

0.8

1

MDC : µ = 50s,FPS = 0.2

AC : µ = 50s,FPS = 0.34

MDC : µ = 100s,FPS = 0.5

AC : µ = 100s,FPS = 0.8
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3.5 Summary

We considered the new paradigm of approximate computing to enable accuracy- and deadline-aware

applications in a resource-constrained mobile device cloud. We introduced an approximate comput-

ing framework that determines the approximable tasks in an application via a powerful workflow

representation scheme. We validated the effectiveness of our approach through extensive simula-

tions and testbed experiments taking as motivating example three key algorithms for interactive

perceptive object recognition, and observed that—under limited available resources—their approx-

imate implementations perform better than their exact counterpart. While so far we have studied

isolated applications running on a mobile device to which approximation can be applied, our ap-

proach can be extended to multiple applications running concurrently on the mobile device. For

example, approximation can be applied to simultaneous background sensing and foreground appli-

cations. Furthermore, while so far we have focused on approximation via accuracy-energy tradeoff,

we can also consider other resources available on the mobile device such as network bandwidth,

memory, and CPU cycles.



46

Chapter 4

Light-weight Object Detection and Decision Making via Approximate
Computing in Resource-constrained Mobile Robots

In this chapter we use object detection application implemented via popular computer vision algo-

rithms as a case study to solve the problem of limited resource availability in mobile robots. There

has been a growing interest in supplementing geometric maps used for indoor navigation with se-

mantic information (e.g., object detections) using computer vision algorithms. Unfortunately, there

is a disconnect between the relatively heavy computational requirements of these computer vision

solutions, and the limited computation capacity available on mobile autonomous platforms. In this

chapter, we propose to bridge this gap with a novel MDP framework that adapts the parameters of

the vision algorithms to the incoming video data rather than fixing them a priori. This approach

leverages the offline phase explained in the previous chapter to identify the parameter space. As

a concrete example, we test our framework on a object detection and tracking task, showing sig-

nificant benefits in terms of energy consumption without considerable loss in accuracy, using a

combination of publicly available and novel datasets.

4.1 Introduction

Autonomous navigation in indoor environments (e.g., with robotic drones) can be achieved through

the use of mapping, planning, and control solutions that rely purely on geometric information (such

as occupancy grids or point clouds). There exist an opportunity, however, to improve these tech-

niques for robots that need to work in close proximity to humans, e.g., in controlled environments

such as warehouses or in search and rescue missions. There has been a growing interest in sup-

plementing geometric maps with semantic information, by using vision information to reach some

understanding of the environment [57]. As a motivating application, we posit that the autonomous

robots could use the same existing infrastructure developed for humans, such as traffic signs, to
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navigate. In other words, signs that have intuitive meaning for humans can be used to influence the

behavior of robots; for instance, if a robot detects a “Stop" sign, it might pause its motion until some

environment-specific condition is met.

To realize these functions, it is necessary to run object detection algorithms on the incoming data

(video stream) in near real-time. However, running computationally-intensive vision algorithms us-

ing on-board processors can cause delay in detection and significant battery consumption leading

to reduction in the mission time. In robotics, offloading operations to clouds has been proposed as

a way to handle the constraints on the robots, targeting collaborative applications such as localiza-

tion [58, 59] and object recognition [60, 61]. However, such approach faces challenges such as a

variable network connectivity or a high latency, leading to performance bottlenecks, especially for

real-time/interactive applications that require low response times.

In recent years there has been tremendous improvement in the performance of detection algo-

rithms; however, these algorithms have been mostly designed for accuracy, and are too slow for

resource-constrained autonomous systems (since they typically rely on deep neural architectures or

model ensembles). We argue that the selection of the computer vision algorithm, along with its pa-

rameters, should depend on the input data, resources available with the device (battery capacity, and

CPU frequency), and the accuracy of the results that is acceptable to the user or application. To this

end, we propose a decision framework that selects the parameters of computationally intensive al-

gorithm that are “good-enough", i.e., parameters that give acceptable accuracy in each frame of the

video with significant savings in time and energy. A good-enough parameter for a particular frame

is selected from a parameter space that is created using the concept of transformation of workflows

explained in Chapter 3.

Our framework exploits the temporal correlation between the continuous stream of frames ob-

tained from the camera sensors, learns the good-enough parameters from the first few frames, and

applies these parameters to the subsequent frames. We cast the problem of selecting the algorithm

and input parameters for a video as a MDP. MDPs provides a mathematical framework for model-

ing decision making in a stochastic environment. We design a reward function for the MDP that

achieves acceptable accuracy for the application with minimum cost (in terms of time). While in

this chapter we focus on a specific case study, the selection of good-enough parameters via MDP

is a generic technique that may be applied to a wide range of computationally-intensive algorithms.
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Our proposed framework works well in variety of challenging conditions, such as those that exists

in object detection application (e.g., background clutter or poor illumination).

The problem of object detection has been considered exhaustively in the computer-vision litera-

ture. However, our focus is on reducing the computational requirement of state-of-the art detector to

better fit real-time applications on resource-constrained platforms. Likewise, MDPs have also been

used in the computer vision community for the problem of object detection [62, 63], multi-object

tracking [64], human path predictions [65], and videogame play [66]. However, they have not

been considered with the goal of achieving good-enough performance for video data on resource-

constrained devices.

We make these contributions in this chapter:

• We use object detection and tracking as a case study to motivate that traditional “one-size-

fits-all" approaches are energy and time inefficient for real-time applications, while we show

via simulations and experiments that our solution shows improved performance.

• We identify, via offline experiments, the algorithm and parameters of an object detection

application that can be approximated, showing 42% increases in speed while maintaining

80% accuracy.

• We validate the proposed solution on publicly available datasets, and on a new dataset of

videos collected with a Bebop drone; we achieve up to 30 fps for 480 × 270 video frames

with an accuracy drop of less than 2% with respect to a fixed choice of object detection

parameters.

In Sect. 4.2 we give different works in the area of object detection. In Sect. 4.3 we discuss the

application of object detection and tracking and explain two popular computer vision algorithms

to implement them. In Sect. 4.4 we introduce the entities of our decision framework, cast the

problem of selecting the parameter-algorithm combination as an MDP, and present its application

to a popular object detection algorithm. In Sect. 4.5, we present the application of our proposed

decision framework to object detection and tracking application. In Sect. 4.6, we provide details of

our experimental setup and study the performance of our solution under various conditions. Finally,

in Sect. 4.7, we conclude our work.
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4.2 Related Work

We review here how the issue of limited resource availability has been handled while implementing

object detection in mobile devices and also discuss the use of MDPs in computer vision applications.

Mobile computation offloading: Many applications using object detection in videos for exam-

ple mobile gaming, automatic landmark recognition [67], and face detection [68] rely on offloading

costly (compute and energy-intensive) tasks to cloud resources in a transparent manner. However,

these approaches are not suitable for enabling data-intensive applications in real time due to pro-

hibitive communication cost and response times, significant energy footprint, and the curse of ex-

treme centralization. To circumvent these challenges, the concept of mobile device cloud has been

introduced [32]. This paradigm was based on splitting the applications into tasks, and then execut-

ing the tasks in parallel on nearby mobile devices. However, the local resource pool may suffer from

scarcity of capable devices, or from uncertain network connectivity and device availability. Also, it

may not be possible to split tasks in an application to independent sub-tasks (so to take advantage

of their parallel execution) or the computation gain obtained by parallel execution of sub-tasks may

not be able to surpass the communication costs. Our work, on the other hand, introduces a layer of

approximation over tradition mobile computing to overcome the aforementioned challenges.

Object detection and tracking: The problem of tracking has been considered exhaustively in

the computer-vision literature [69] but the focus has been on developing on improving the accuracy

of trackers to handle various challenges arising due to variations in illumination and appearance

changes of the object due to variations in object viewpoints and rotation of object between frames.

However, our focus is on reducing the computational requirement of state-of-the art trackers to

better fit real-time applications in resource-constrained platforms. The use of MDPs in computer

vision is not new, and they have been applied to the problem of object detection [62, 63], multi-

object tracking [64], human path predictions [65], and videogame play [66]. However, they have

not been considered in the context of approximate computing with the goal of achieving good-

enough performance on mobile devices. In [63] the authors present an anytime object recognition

algorithm. Here, the focus is running object recognition application on static images whereas we

have focused on videos.
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Figure 4.1: One of the areas used in the Robotics Lab, Boston University for collecting our dataset.
The arena simulates a warehouse where human-interpretable signs (road signs) were used as cues
to help the drone navigate the warehouse. Each road sign is associated with a specific control
command.

4.3 Case Study: Drone Navigation via Object Detection and Tracking

To validate our novel approach, in this chapter we focus on the problem of road-sign detection

and tracking in videos. This particular problem is encountered not only in mobile computing, but

also in robotics. For instance, we envision that many warehouses in the future will use teams of

autonomous mobile robots that work in close proximity to humans to improve productivity. These

autonomous mobile robots could use a camera and the existing infrastructure developed for humans

to navigate, locate objects and prevent collisions, without the need of ad-hoc, machine-readable-

only signatures (e.g., QR codes). Recognition of objects (such as signs) that have common meaning

between robots and humans can also be used by the human operators to indirectly but intuitively

influence the behavior of the robots. For instance, an operator could put up a “Do not enter" sign

to avoid that human and robot alike cross an area that would be normally open, but that is currently

unavailable due to repairs or other similar operations.

Navigation via detecting such signs by using computer vision techniques is a computationally

intensive task that may delay the time taken to detect road signs and consume significant energy. Our

goal is to reduce to execution time of running these computer vision techniques and give results in

a timely manner. Lowering the execution time will also reduce the energy consumed by the drone’s

battery and hence effectively extend the possible mission time. We give a simple illustration of the

aforementioned setup using experiment spaces located in the Robotics Lab at Boston University, as

shown in Fig. 4.1. We now give details of computer vision algorithms that we will use to realize the

above mentioned scenario.
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Figure 4.2: Object detection workflow using Histogram of Gradients (HoG) and Edgeboxes [2]
algorithm. Each dashed block contains multiple implementations of approximable task types (with
varying degree of complexities) and parameters.

4.3.1 Technical Algorithms Considered

In this study we employ in conjunction two well known algorithm in the computer vision commu-

nity, namely, HoG and Edgeboxes [2] for object detection and tracking on video frames. Figure 4.2

shows the different tasks and their functions and input parameters that are approximated for the

object detection and tracking workflow. We now briefly explain the different components of this

computer vision workflow.

Edgeboxes: In an object detection workflow the first task (shown in first task in Fig. 4.2) is

to identify the region in the image where it is likely to find an object such as person, car, animal

as opposed to a background such as grass, cloud etc. These regions, called detection proposals

(or bounding boxes) in the computer vision literature, are represented as rectangular boxes on the

images. The object proposals are generated in a manner that is agnostic to the type of object being

detected, and they typically reduce the number of false positives detected in the video. They also

reduce the computational load, because instead of searching the whole image for the object we

only look for road-signs in the detection proposals. In Fig. 4.3 we motivate the need for adaptive

control of proposals generated by the algorithm. We can see that based on the background clutter,

illumination, and camera angle, different number of bounding boxes are required for successful

recognition. It is represented in Task 1 in Fig. 4.2.

Histogram of Gradients: HoG is a popular image feature used for object detection. The differ-

ent tasks in HoG feature extraction from an image are given in Tasks 2-5 in Fig. 4.2. It decomposes

the image into square cells of a given size, computes a histogram of oriented gradient in each cell,

and then normalizes the histogram in each cell.

Classifier: The features extracted using the HoG algorithm are given to the classifier and a score

(c) is given as output by the classifier. The score quantifies the quality of prediction at a location in

the image (in our case whether there is an object or not). Higher score values are typically correlated
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(a) (b) (c) (d) (e) (f)

Figure 4.3: Motivation figures to illustrate that parameters of the object detection algorithms can be
adapted to input data to achieve savings in time and energy. Figures (a,b,c) show variation in the
amount of background clutter; (d and e) show variation in illumination, and (f) shows variation in
camera viewpoint. These variation lead to differences in the minimum number of bounding boxes
parameter (detection proposals) required for object detection. Lower detection proposals translate
to lower execution time.

with better predictions. We calculate the threshold Tc over which the detection is successful from

the training data. Since during run-time we do not have the ground truth indicating the presence

and location of object in the image, we rely on the classifier score to assess the accuracy of our

prediction. In our case study we are focusing on object detection of certain road signs. HoG features

for each road sign are constructed from a set of training examples. Also HoG features from each

road sign are extracted from images that do not contain any road sign also called negative images.

Features from both positive and negative images are given to the classifier to create a model for the

road sign.

4.3.2 Applying Approximation to the Object Detection Workflow

We envision that instead of using fixed algorithm and input parameters for object detection we let

the system choose from a wide range of algorithm and parameters such that these actions achieve the

classifier score expected by the application at the lowest computational cost. As already explained,

we use the classifier score as a proxy for accuracy of detection, since this information is not available

at test time. We now explain how the paradigm of approximate computing is used to create the

parameter and algorithm space for the object detection workflow.

Each task represented in Fig. 4.2 of the object detection workflow is represented by an (i) ex-

ecutable code/function and (ii) a set of input parameters. The executable code/function represents

a functionality that cannot be split further e.g., in Task 3 gradient calculator, the function could be

using a Sobel filter or Gaussian filter. The object detection worklfow has the parameter tuple: {BB,

HoGi}, where BB is the number of bounding boxes or detection proposals used for an image and

HoGi indicates a set of parameters of different tasks in the HoG algorithm. These parameters are:
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HoGi = {bsize, csize, fsize, nhist}, block size (Task 2), cell size (Task 2), filter size (Task 3),

and number of orientation (Task 4), respectively. Interested readers can read the details on how to

construct the parameter space in Chapter 3. The approximation can be applied to the tasks in the

object detection workflow shown by applying the following transformations in Fig. 4.2.

Substitution transformation: as explained earlier in Chapter 3, substitution transformation

substitutes the task(s) of an application in exact computation (highest achievable accuracy) with

those with lower degree of complexity, i.e., it requires substitution of a computation task by a sim-

pler task, with potential loss in accuracy. This could be achieved at the function level, for example

by substituting the calculation of an image gradient (Task 3 in the object detection workflow) with a

simpler filter; or it could be achieved at the parameter level, for example by varying the number of

detection proposals or the cell size in the object detection workflow (Task 1 in the object detection

workflow). These transformations requires domain knowledge. In [6] the number of detection pro-

posals was fixed at 1000 detection proposals independently from the image. However, as mentioned

earlier we argue that this should not be fixed, and Fig. 4.3 visually shows an example to make the

case that the parameters of the object detection algorithm should not be fixed, but should be adapted

to the scene. For instance, in Fig. 4.3(a,b,c) the minimum number of bounding box required per

image varies as the background clutter (quantified using [70]) varies from 1 for image 4.3(a) to 100

for image 4.3(b). Similarly, due to variation in illumination, image 4.3(d) requires less detection

proposals than 4.3(e) and for image 4.3(f) the detection of the road sign (on the bottom-right corner)

is not possible because of the camera’s viewpoint.

Out of the HoG parameters ({bsize, csize, fsize, nhist}), csize variation in cell size in

the object detection workflow, shows the highest gains in terms of execution time for minor loss in

accuracy. We pick cell size 4 (HoG1), 8 (HoG2), 16 (HoG3) in our analysis. In Fig. 4.4 (a,b) we can

see the variation in accuracy with the number of detection proposals (Task 1 of the object detection

workflow) for a fixed cell size (Task 2 of the object detection workflow). We define accuracy here

in terms of Area Under Curve (AUC), which is the measure of overlap between ground-truth and

object location generated by the HoG detector. We see a 10% loss in accuracy for a 42% decrease

in execution time when the number of detection proposal is decreased from 1200 to 200 and AUC

decreases from 0.9 to 0.81. In Fig. 4.4 (c) we observe that in different videos of the dataset [3] the

“number of detection proposal (BBs)" parameter in the object detection workflow also varies.



54

# Detection proposals

200 400 600 800 1000 1200 1400 1600 1800 2000

A
re

a
 u

n
d
e
r 

c
u
rv

e
 (

A
U

C
)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Cell Size=4

Cell Size=8

Cell Size=16

(a)

# Detection proposals

200 400 600 800 1000 1200 1400 1600 1800 2000

E
x
e
c
u
ti
o
n
 t
im

e
 p

e
r 

fr
a
m

e
 [
s
e
c
]

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

Cell Size=4

Cell Size=8

Cell Size=16

(b)

Video number

0 2 4 6 8 10 12 14 16 18 20

N
u

m
b

e
r 

o
f 

d
e

te
c
ti
o

n
 p

ro
p

o
s
a

ls

0

50

100

150

200

250

300

350

400

450

500

IOU=0.5 IOU=0.7

(c)

Figure 4.4: Representing the tradeoff between (a) accuracy in terms of area under the curve (AUC)
and (b) execution time per frame for different values of parameters, namely, number of detection
proposals and cell size, of the object detection workflow in Fig. 4.2; (c) Figure motivates that for
computationally-intensive object detection and tracking algorithms “one size fits all" approach is not
optimal and the parameters required for the object detection and tracking algorithm varies with input
data. We observe that different videos of the dataset [3] the “number of detection proposal (BBs)"
parameter in the object detection workflow (Fig. 4.2) also varies.
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Discarding transformation: as explained earlier in Chapter 3, discarding transformation in-

volves not executing certain tasks in the application to reduce the execution time, incurring a reduced

accuracy. For example, we can discard the normalization step in the object detection workflow.

From the experiments we did not observe any significant gain in time by removing the normaliza-

tion tasks (Task 5). However, removal of any other task caused significant loss in accuracy, and

hence these have not been considered. We will now leverage these approximation techniques to

explain our proposed algorithm.

4.4 Proposed Algorithm

In this section we give the details of our proposed MDP-based decision framework for selecting

good-enough parameters for an object detection and tracking. In MDPs, an agent takes actions

based on its state, and receives a corresponding reward. The goal of the MDP is to maximize the

sum of rewards. In our case, the rewards are designed such that the system achieves acceptable

accuracy with minimum cost (in terms of execution time). To this end, a policy is learned for an

MDP, which gives the optimal action that should be taken from each state of the MDP to maximize

its sum of rewards achieved from that state. In our scenario the agent is represented by the vision-

based navigation system in the drone, actions corresponds to choices of the parameter of the object

detection workflow that will be used on the received frame, the current state is represented by

whether the object is likely to have been successfully detected in the current frame, and the reward

is given by a combination of execution time and confidence levels returned by the object detector

and tracker. We first detail our decision framework, and then show its application to a popular object

detection algorithm.

Decision framework: As the video is captured by the drone’s camera, the frames are given to

the MDP, which estimates the good-enough parameters of an object detection algorithm from the

first few frames, and then reuses them in the subsequent frames. The system continues to use the

good-enough parameters as long as the classifier score is above a threshold, otherwise the MDP is

triggered again to re-estimate the good-enough parameters. If, for a given frame, the MDP cannot

find parameters that lead to a sufficient score after a set number of attempts, we consider this as a

sign of an unlikely detection, and drop the frame. Our framework is composed of these entities:
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States: Each state s ∈ S of the MDP is represented by a tuple given as s .
= {c, params}, where c is

the classifier score and params includes all tunable parameters of an object detection algorithm. We

first identify all combinations of tunable parameters in params, thus generating different instances.

Next, only those instances of params that are on the Pareto-optimal front with respect to the accu-

racy/execution time tradeoff are considered in S. See Fig. 4.5 for an example. This is similar to

how the Pareto optimal parameters were selected in Chapter 3 to create the optimized workflow.

Actions: The action space of the MDP consists of choosing good-enough parameters (params) for

object detection, and applying them to the incoming frame.

Reward: The real-valued reward function R: R(s, s′, a), is the immediate reward received after

transition to state s′ from state s by taking action a. The exact definition of this function is explained

later in this section.

State transition function: P: P(s, s′, a) = Pr(st+1 = s′ | st = s, at = a) is the probability that

action a in state s at time t will lead to state s′ at time t+ 1.

Reward function: The reward is the way of communicating to the MDP the goal we want to

achieve, that is, the agent should obtain a high positive reward when it achieves the desired goal,

and a lower reward otherwise. Our goal is to achieve acceptable accuracy with minimum execution

time. We use the classifier score as a proxy for detection accuracy; while the latter, naturally,

cannot be computed at runtime due to the absence of ground truth annotations, the classifier score

correlates well with the quality of the prediction (e.g., see Fig. 4.6), with higher scores indicating

better predictions.

In order to define our reward function, we first delineate three categories for the classifier score

c that we obtain after running the object detection algorithm: optimal-accuracy score (copt), good-

enough score (cge), and unacceptable score (cua) with copt > cge > cua, and with associated

weights wopt, wge, wua, respectively. The category of weights are obtained from offline training of

an algorithm, as explained later for a specific object detection algorithm.

When an action is executed (i.e., the object detection algorithm is run with parameters corre-

sponding to a state s′), the MDP receives a classifier score, and thus a weight w ∈ {wopt, wge, wua}.

Our proposed reward function is:

R(s′, w) =
w

r(s′)α
, (4.1)
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Figure 4.5: Representing the tradeoff between accuracy in terms of area under the curve (AUC) and
speed up in execution time per frame for different values of parameter tuple of the object detection
pipeline, namely, number of detection proposals and cell size in object detection pipeline
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Figure 4.6: Illustration of variation of probability of successful detection with classifier score for
various road sign in KUL traffic sign dataset [4]. The SVM scores have been converted to prob-
abilities using Platt Scaling [5] and we determine the values of copt, cge, and cua for the reward
function.

where r(s′) =
Ts′
Tmin

, gives the factor of increase in execution time Ts′ when choosing the tuple

for state s′ with respect to the parameter tuple which takes minimum time Tmin, and α is a tuning

parameter. In order to encourage the MDP to select parameters with acceptable (good-enough or

better) accuracy and minimum execution cost we let wge � wopt.

Policy: In the context of MDP a “policy" is defined as a function π that specifies the action

π(s) that the agent will choose when in state s. The goal of an MDP is to choose an optimal policy

π∗, i.e., the optimal action from state s that will maximize some cumulative function of the random

rewards, Σ∞t=0γ
tR(st, st+1, π(st)), typically the expected discounted sum over a potentially infinite

horizon, where γ is the discount factor and satisfies 0 ≤ γ < 1. To estimate the optimal policy we

estimate a value function that expresses how good it is for the agent to be in a given state. The

notion of “how good" here is defined in terms of future rewards that can be expected starting from



58

state s and following π thereafter. For MDP we define vπ(s) formally as

vπ(s) :=
∑
s′

Pπ(s)(s, s
′)
[
Rπ(s)(s, s

′) + γv(s′)
]
. (4.2)

Value functions define a partial ordering over policies. There is always at least one policy that is

better than or equal to all other policies. This is an optimal policy, defined by the Bellman optimality

equation. The optimal policy or action from a state is the one that gives the maximizes the value

or function or expected sum of rewards for that state, i.e., optimal policy v∗(s) := maxπ vπ(s).

Also, higher the value of γ higher is the weight given to the future reward. When γ = 0, the agent

is myopic and is only interested in maximizing immediate rewards. When γ = 1, the rewards

are undiscounted and the agent is interested in maximizing rewards but is not concerned when it

achieves the rewards.

4.5 Application to Object Detection

We now apply our framework to the object detection workflow comprised of HoG and Edgeboxes

algorithms which were explained earlier. The parameter tuple for the object detection worklfow is

given by params .
= {BB, bsize, csize, nhist}, that is: number of bounding boxes or detection

proposals, block size, cell size, and number of bins in the histogram, where detection proposals is

a parameter of Edgeboxes, and the others belong to HoG. Fig 4.6(a) shows the tradeoff between

accuracy in terms of AUC and speed up in execution time. Each marker in the figure is one instance

of params, with red markers highlighting the Pareto-optimal instances. We see that we can achieve

a reduction in execution time by 50% for a 10% loss in accuracy.

Thresholds: We use a Support Vector Machine (SVM) classifier [71] for which the score c is

calculated as c = wTx+ b, where w is a weight vector, b is the bias term, and x is the HoG feature

extracted from a detection proposal. Features from images of both positive (containing road sign)

and negative (with no road sign) training sets are used to train the SVM classifier (i.e., find the

optimal values for w and b). Cross-validation is used to determine the threshold score Tc for each

road sign over which the probability of correct detection is high. In Fig. 4.6(b) we give an example

of how categories for a classifier score are selected. Here, the SVM scores have been converted to

probabilities using Platt Scaling [5]. Using this graph, we set the threshold classifier scores for the
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three categories as copt = 0.9, cge = 0, and cua = −0.5. We set the value of classifier threshold Tc

to be equal to cge. The parameter α is set in the interval [0, 1].

Run-time decision framework: When a new frame enters the navigation system, the MDP

framework identifies the good-enough parameters of the object detection algorithm that give classi-

fier score above the threshold Tc with minimum execution time. If after running the object detection

application on the frame with good-enough parameters we get score greater than Tc, we initialize a

Kanade Lucas Tomasi (KLT) object tracker [72] with the object location in that frame. The good-

enough parameters given by the MDP are used in the subsequent frames with the combination of

the results from the KLT tracker on those frames. In the previous chapter our goal was to identify at

run-time the parameters that should be selected to achieve the speed up that is expected by the user.

In this section we focus on selecting the parameters based on the input data and the MDP helps in

identifying which parameters will give us acceptable accuracy.

Object tracker: The KLT tracker produces a bounding box Bt for the current frame propagated

from the previous frame, with the results given by the detection algorithm, which gives another

bounding box Bd from the current frame. We calculate the overlap between the bounding boxes

from the good-enough object detector Bd and the KLT tracker Bt using the Intersection over Union

(IoU) metric:

θ(Bd, Bt) =
Bd ∩Bt
Bd ∪Bt

. (4.3)

The MDP is re-triggered when either the classifier score is below the threshold Tc, or when the

overlap of the bounding boxes θ(Bd, Bt) is lower than a pre-defined threshold (θth).

4.6 Performance Evaluation

This section focuses on how our proposed MDP-based decision framework can reduce the time

required for running object detection algorithms on resource-constrained robots. We evaluate our

solution on publicly available datasets and data collected by our team via a drone platform. Fig-

ure 4.7 shows our run-time experimental setup.

Experimental setup: As mentioned in the introduction, we envision aiding the navigation of

robots in a warehouse by using the same visual cues as humans to execute an associated control task
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Figure 4.7: The block diagram showing different elements of our run-time decision framework. The
Drone’s Robot Operating System (ROS) (acts as a master) communicates with the Laptop’s ROS
(acts as a slave). The decision block based on the label (’Stop’, ’Turn Left’) of the detected object,
sends control commands to the drone via ROS.

(e.g., reducing speed, changing direction). Currently, there is no public dataset for this specific ap-

plication; instead, as a proof of concept, we use the Katholieke Universiteit Leuven (KUL) dataset,

a traffic road sign dataset [4]. Videos taken from a moving camera containing traffic signs while

traveling along a road is very similar to those collected by a drone in a warehouse where road signs

can be used to guide its motion.

In addition, to test the performance of our system in more realistic conditions, we created the

BU-RU dataset [73], based on a setup similar to a warehouse in the Robotics Lab at Boston Uni-

versity; see Fig. 4.1 for an example. The dataset contains videos of a drone (Parrot Bebop) that

simulate a warehouse where human-interpretable signs (road signs) were used as cues to help the

drone navigate. Each road sign is associated with a specific control command. We collect videos

in three different locations in the lab, namely, an hallway, a dedicated flying arena, and an office

area. In each case, the drone is tele-operated with a laptop through a WiFi connection. The re-

sulting dataset contains scenarios with different conditions in terms of clutter and illumination (see

Figs. 4.3)

Data preprocessing: We give now a few more details about the two datasets used in this work.
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A14 B5 D1a E1 C1 C43 C31R C21
Figure 4.8: Traffic signs from the KUL dataset [4] (with the codes assigned to them in the dataset)
that we have considered for performance evaluation of our proposed solution.
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Figure 4.9: Illustration of the MDP state space for the object detection algorithm that the navigation
system accesses for an example video sequence from the BU-RU dataset.

KUL dataset: In Fig. 4.8 we show the different road signs used in our evaluation. This set of

signs was selected to span sufficient shape variability while appearing often enough in the dataset

(i.e., in a sufficiently high number of video frames) so to have statistically relevant results. We

extract the portion of the video frames from the dataset which continuously include the selected

signs. Typically only one road sign per video frame is present, with few exceptions. These extracted

videos are, in average, 40 frames long. Since the original dataset does not provide the ground truth

location of the objects in all the video frames, we manually annotated this information in our smaller

videos. Unfortunately, given the limits of the instances in which a sign appears continuously in the

KUL videos, this dataset is not sufficient to fully test our MDP-based approach. Thus, we have

collected a new dataset with longer sequences.

BU-RU dataset: The video streams for this dataset were shot by a 14 mega-pixel 180◦ fisheye

camera on a Parrot Bebop drone. The raw video stream is cropped and rectified to a plain video

with about 80◦ (horizontal) by 50◦ (vertical) field of view. The quality of the video stream is limited

to 480 × 270 px at 30 fps. We collected 10 videos each for different values of background clutter

(low, medium, high). Each video is about 10 s long (i.e., around 300 frames). We also collected 6

videos in poorly illuminated locations, where each video is also 10 s long. We also collected 200

negative training images with no road signs in them. Our framework is run on a laptop with an Intel

i7 CPU 3.4 GHz processor.

MDP states for an example video sequence: We now present an example video sequence
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Figure 4.10: Comparison of performance for an example video sequence in terms of (a) IoU of
ground truth with detected locations; (b) Frames per second achieved for an object detection algo-
rithm by parameter selection versus fixed parameter approach.

to show the advantage of selecting different parameters for road sign detection for HoG object

detection algorithm. We choose a sequence from the BU-RU dataset. When the first frame arrives,

the MDP decision framework is triggered and good-enough parameters {BB, bsize, csize, nhist}

are selected by the MDP. If after executing the object detection algorithm with these parameters the

classifier score is greater than the threshold Tc, then the navigation system uses the same set of

parameters for the next frame otherwise the MDP is triggered again. In Fig. 4.9 we can see that due

to the temporal correlation between frames, the same parameter values (i.e., state) are reused for

multiple video frames.

Note that, while the drone is processing a particular frame, all the other incoming frames are

dropped until the drone finishes its processing. Our decision framework focuses on reducing the

time taken to process each frame so that the number of frames processed is closer to the incoming

frame rate. We now compare the performance of our MDP-based framework against a fixed choice

of parameters; for the latter, we use the tuple {1000,2,8,9} as in [6]. The deviation of the detected

road sign from the ground truth is shown in Fig. 4.10(a). We see that our framework achieves up to

6 fps, while the fixed parameter approach tops out at 2 fps, as shown in Fig. 4.10(b). This is because

our framework adapts the parameters using the first few frames, lowering the execution time for the

other frames.
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Figure 4.11: Real-time performance of up to 30 fps for some frames and the lower bound of 10 fps
for frames in a sequence when MDP based parameter selection is implemented along with tracker.
The IoU is greater than 0.4 for majority of frames.

(a) (b)

Figure 4.12: Video frames from one of the video sequences in the KUL dataset. The tracker was
initialized using the location from given by the detector in (a) i frame. The tracker has drifted away
from the object location in the (b) i+ 5 frame and should be re-initialized via location generated by
object detection algorithm.

Achieving real-time performance: Even with the incorporation of our approach, the process-

ing rate achievable through pure object detection is far below the frame rate of the drone platform

(30 fps). To improve our real-time performance and also improve the IoU between detected object

and ground truth, we can choose to not trigger the MDP for every new frame. After the MDP fin-

ishes adapting from the first few frames, we can check the classifier score achieved on the successive

frame: if this score is greater than the predefined threshold Tc, the KLT tracker is initialized with

the detected object. Here, instead of discarding the remaining frames during processing, as we did
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Thresholds Value

Re-trigger MDP 100 frames
Re-initilize KLT 10 frames

Score thresh Tc (KUL) 0
Score thresh Tc (BU-RU) -1
Access MDP per image 5

KLT thresh θth 0.5
Template matching Tm 0.5
Max. object proposals 2000

IoU for evaluation 0.5

Figure 4.13: Various thresholds considered in the performance evaluation of our solution.

Average Good Enough

Codes P E [s] P E [s] Speed-
up [%]

Accuracy
Loss [%]

A14 0.85 1.85 ± 0.3 0.71 1.59 ± 0.3 14.05 16.40
B5 0.57 2.21 ± 0.11 0.46 2.6 ± 0.51 -
D1a 1 2.1 ± 0.13 0.78 1.10 ± 0.02 40.1 22.0
E1 0.99 2.1 ± 0.28 0.95 2.14 ± 0.06 45.7 4.0
C1 0.75 2.06 ± 0.16 0.61 1.59 ± 0.1 22.8 6.7
C43 0.82 2.09 ± 0.05 0.60 1.95 ± 0.01 6.7 26.8
C31R 0.85 2.04 ± 0.16 0.80 1.89 ± 0.7 7.4 5.0
C21 0.50 1.88 ± 0.1 0.50 1.56 ± 0.1 17.0 0

Figure 4.14: KUL dataset: Comparison of precision and execution time of road signs (codes) in
KUL dataset for fixed parameters [6] and good-enough parameters given by MDP approach for
object detection algorithm.

earlier, we run the KLT tracker on these frames in parallel. Interested readers can see the video

showing the real-time performance of our proposed framework at [74].

We use as template of the road sign an average of several images obtained from the training

data. We continue to track until the normalized distance between the histograms of the template

and detected region by the tracker is greater than a predefined threshold Tm (equal to 0.5 in our

experiments). In Fig. 4.11(a) we see that this approach leads to an improvement in performance and

we get up to 30 fps for some frames and the lower bounds on FPS achieved for this sequence is 10 fps

with IoU greater than 0.4 for majority of frames. Also, Fig. 4.11(b) shows that the MDP (shown

by black dots) is triggered when the pairwise distance between the histograms of the template and
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detected region by the tracker is below Tm. KLT tracker is computationally cheaper and gives us

higher FPS performance than using only an object detector. However, object trackers accumulate

error during runtime (drift) and typically fail if the object disappears from the camera view. Hence, a

combination of detector and tracking helps in achieving high performance with low execution time.

Our solution brings further benefits in reducing time by choosing parameters of the object detection

algorithm adaptively. Figure 4.12 gives an example of how we cannot solely rely on the tracker and

so we use a combination of detector and tracker.

Performance on the KUL dataset: We measure quantitatively the performance benefits in

terms of execution time and accuracy of our proposed MDP-based approach for selecting good-

enough parameters. The different thresholds considered in our performance evaluation are shown

in Fig. 4.13. We quantify the benefits of approximation in Fig. 4.14. Here the execution time

corresponds to the time taken to run the object detection workflow per frame. The results show

that approximation at the parameter level can indeed bring benefits in terms of execution time for

the KUL dataset. The first column of the table indicates the codes of these roads signs used in the

dataset as shown in Fig. 4.8; for most of the traffic signs we get a gain in execution time for a small

penalty of accuracy. For instance, for road signs E1, C1, and C31R, and C21 we are able to get a

speed up (in percentage) of 45.7, 22.8, and 7.4, and 17.0 and get accuracy loss of 4.0, 6.7, 5.0, and

0.0, respectively.

Performance with varying clutter and illumination: Here we test the performance of our

solution under different values of background clutter and illumination on our BU-RU dataset. In

Fig. 4.15(a,b,c) we show the performance of the MDP when the background clutter is low (e.g., as

in Fig. 4.3(a)) and when the background clutter is high (e.g., as in Fig. 4.3(c)). We quantify the

background clutter using [70] as 4.05 ± 0.53 for high clutter, and 2.0 ± 0.63 for low clutter. The

time taken by different components of our framework is given in Table 4.1.

We compare the following scenarios: (i) Detection via fixed parameters (we run the object

detection algorithm on each frame with the same parameters); (ii) Random parameter selection

with tracker (detection is done using a random parameter tuple); (iii) MDP-based detection (we

adapt the object detection parameters using our MDP, using the same parameters as long as the

IoU of location detected by tracker and object detector is higher than a pre-defined threshold θth);

(iv) Fixed parameter detection with tracking (fixed parameters are used for object detection, but the
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Figure 4.15: BU-RU dataset: Performance of object detection in a video under different scenarios,
(i) Fixed parameter, (ii) Random parameter, (iii) MDP-based parameter, (iv) Fixed parameter and
tracking, and (v) MDP-based approach and tracking for different conditions (a) low and (b) high
background clutter; (c) poor illumination.

object detector is only run when the overlap of location detected by object tracker and template is

less than a pre-defined threshold Tm); and finally (v) MDP-based detection with tracking (as the

previous one, but the parameters of the object detector are identified by the MDP).

Background clutter: Figure 4.15(a) shows results for low background clutter condition. The

fixed parameter approach (Scenario i) of [6] has the best performance but it also takes the highest
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Component Runtime [ms]

Communication < 3
ROS preprocessing 5.4

MDP Parameter search 36
Feature extraction (variable) 100-800

Object tracker 3.7

Table 4.1: Time taken by different components of the framework for object detection in a video
frame on an Intel i7 CPU 3.4 GHz processor.

execution time. The MDP approach (Scenario iii) brings 39% gain in time 4% loss in accuracy.

In the case where tracking is used (scenarios (i) and (iv)), we see that MDP based brings further

gains in execution time of 35%. Triggering the MDP only at specific intervals (Scenario (v)) when

the performance of tracker fails gives us a 50% better performance than triggering the MD at ev-

ery frame (Scenario (iii)). The benefits of the MDP approach are visible also in the case of high

background clutter, as shown in Fig. 4.15(b). In particular, we see that MDP-based approach with

tracking (Scenario (v)) brings a 38% gain in execution time at a cost of 2% loss in accuracy.

Poor illumination: In Fig. 4.15(c) we show the performance of the MDP when the illumination

is low (e.g., as in Fig. 4.3(e)). We see that MDP approach (Scenario (iii)) again achieves a gain of

35% in comparison to fixed parameter approach (Scenario (i)). However, along with the tracker both

fixed parameter and MDP-based approach give similar results because the detector is not triggered

frequently and is able to achieve acceptable performance (overlap of tracker and template above

Tm) with the tracker. As, a result the execution time of this two scenarios is significantly lower than

other results (since the tracker is computationally much cheaper than the object detector).

4.7 Summary

In this chapter, we presented a method to handle the problem of resource constraints in mobile

robots. We targeted the object detection problem and presented a solution based on Markov De-

cision Processes to select the parameters of computationally-intensive computer vision algorithms

and bring benefits in terms of time for long-term object-detection in videos. We showed the benefit

of our formulation with experiments on a public dataset and a new dedicated dataset via experi-

ments. We showed a decrease in the execution time of a object detection application by 20-70%

with an accuracy of 98-100% in comparison to fixed parameter approach in existing works.
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Chapter 5

Robust Distributed Dictionary Learning for In-network Image
Compression

In this chapter we move from a single camera system to a distributed camera system. Camera

networks are resource-constrained distributed systems that communicate over wireless networks to

make decisions collaboratively. For surveillance applications, these camera nodes take decisions

about an object of interest within incoming videos by coordinating with neighboring nodes, which

is a costly process in terms of both time and energy. Data-compression methods can bring significant

energy savings in camera nodes while transmitting or storing data in the network. Signal represen-

tation using sparse approximations and overcomplete dictionaries have received considerable atten-

tion in recent years and have been shown to outperform traditional compression methods. However,

distributed dictionary learning itself relies on consensus-building algorithms, which involve com-

municating with neighboring nodes until convergence is achieved. We design a novel protocol to

enable energy-efficient and robust dictionary learning in distributed camera networks by leveraging

the spatial correlation of collected multimedia data. To this end, we employ low-computational-

complexity metrics to quantify the correlation across cameras nodes. The performance of the pro-

posed approach is validated through extensive simulations using a network simulator and public

datasets as well as via real-world experiments on a testbed of Raspberry Pi nodes.

5.1 Introduction

Cameras networks are real-time distributed systems that cover large spaces and communicate over

(wireless) networks to make decisions collaboratively. These cameras refer to a system of physically

distributed camera nodes that may or may not have overlapping fields of view [75] and that allow

us to see a subject of interest from several angles, helping resolve the problem of occlusion faced

by individual cameras. Camera networks have been used in surveillance applications where the
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videos by the cameras are sent to a centralized location and are analyzed offline. Sending video

data (generated throughout the time of operation at 30-60 fps) from a large number of cameras

in a network to a central server is expensive (in terms of time and energy of camera nodes) and

inherently unscalable. The combination of large numbers of nodes, security concerns, expectation

of fast response times, and delay in communicating data to the central node pushes us away from

server-based architectures.

There has been some recent works focusing on smart distributed camera networks that com-

bine video sensing, processing, and communication on a single embedded platform. These cam-

era nodes analyze the object of interest online on incoming videos and take decisions by running

computationally-intensive computer-vision algorithms for detection and tracking of object of in-

terest [76]. This requires communication between the camera nodes that involves multiple trans-

missions of raw data, which is a costly process (in terms of time and energy) for the resource-

constrained nodes and reduces the mission lifetime of the nodes. These limitations call for efficient

image-compression methods for transmission and storing of data in the network. Signal represen-

tation using sparse approximations and overcomplete dictionaries [77] have received considerable

attention in recent years in the area of image feature extraction, data compression, and bit-rate re-

duction [78–80] for both storage and transmission. The goal of dictionary learning is to learn an

overcomplete dictionary D such that data samples, represented as a matrix Y , are well approxi-

mated by no more than T0 columns of D. Mathematically, the problem of dictionary learning can

be expressed as (
D,X

)
= arg min

D,X
‖Y −DX‖2F s.t. ∀s, ‖x‖s ≤ T0, (5.1)

where D ∈ Rn×K with K > n is an overcomplete dictionary having unit l2-norm columns, Y is

the data available at a centralized location, X ∈ RK×S are the sparse coefficients of the data having

no more than T0 � n nonzero coefficient per sample, and xs represents the sth column in X . The

value of T0 is selected based on the sparsity expected by the user.

Once a dictionary is learned, each node can learn a sparse approximation of the signal that can

be used along with an image-compression technique to help save significant space when storing the

data and energy when offloading data to a centralized location or to neighboring nodes. Consensus

forms the communication primitive to be used between neighboring camera nodes for dictionary
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(a) (b) (c)

Figure 5.1: Illustration of three different types of distributed camera networks where image com-
pression using dictionary learning can bring potential benefits in saving battery capacity of cam-
era nodes in the network. Each sensor node can serve as a Data Provider (DP) or a Resource
Provider (RP). The RP nodes have sophisticated computational capabilities and higher battery ca-
pacity than DP nodes. (a) Mars exploration with Curiosity rover [7]; (b) Underwater environment
covered with a network of Autonomous Underwater Vehicles (AUVs). AUV serving as DP continu-
ously capture raw data, while RPs—such as Mesobot and Sentry [8]—can create bathymetric maps
and perform sidescan of the seafloor by taking and processing images in deep sea and oceans; (c)
Deployment of multiview distributed cameras in a smart home application designed using [9].

learning in a setting where the data is distributed such as in distributed camera networks [81,82]. In

particular, consensus is an iterative process where the camera nodes communicate with their neigh-

bors for a fixed number of iterations or until convergence. This iterative communication introduces

an additional overhead of energy consumption on nodes in the network.

We focus on developing energy-efficient dictionary-learning techniques for distributed camera

networks. We consider a distributed camera network where the camera nodes have heterogeneous

capabilities in terms of battery capacity and processor capabilities. We divide these camera nodes

into two categories, namely, Data Provider (DP) and Resource Provider (RP). The DP nodes are

dumb nodes in the sense that they are severely resource constrained and have limited computa-

tional capabilities. The RPs, on the other hand, have sophisticated computational capabilities and

higher battery capacity than DP nodes. Figure 5.1 shows examples of various futuristic applications

of the proposed distributed solution in harsh environments—such as on Mars and in underwater

environments—as well as for consumer applications—such as in smart home cameras.

We design a protocol to identify the camera nodes in the network with spatial correlated data by

using only local knowledge of the network available to the camera nodes. We use computationally

cheap metrics to quantify the correlation of data among camera nodes. We also present a study of

the performance of different parameters of the distributed dictionary learning algorithm in terms

of accuracy of the algorithm and energy consumed by the nodes to implement the algorithm. Dis-

tributed dictionary learning can be used to enable a variety of applications in a distributed camera
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network such as background modeling and object classification [82, 83]; in this chapter, we focus

on in-network image compression.

The following are the main contributions of this chapter.

• We present via simulations the scalability of consensus in a wireless distributed computing in-

frastructure by varying the wireless network environment variables (i.e., density, connectivity,

and number of consensus iterations).

• We develop a protocol to enable energy-efficient, robust consensus process on resource-

constrained camera nodes by identifying the network nodes with correlated data.

• We quantify the trade-off in energy savings and loss in accuracy achieved for in-network

image compression by implementing our protocol on a testbed of Rasberry Pi nodes.

The remainder of this chapter is organized as follows. In Sect. 5.2, we cover the work done in

the area of distributed systems employing consensus and analyze the difference of these approaches

from ours. In Sect. 5.3, we study how different consensus parameters impact the feasibility of

convergence. In Sect. 5.4, we present details of the design of our protocol that is proposed to bring

energy savings to the distributed dictionary-learning algorithm executed in a camera network. In

Sect. 5.5, we provide quantitative results that demonstrate the merits of our contributions. Finally,

in Sect. 5.6, we conclude our chapter.

5.2 Related Work

We compare here the work done in the area of distributed camera networks, dictionary learning, and

image compression. We cover different communities in which distributed consensus was studied

and consider works that tackled the problem of energy-efficient consensus.

Mobile cloud computing: In Chapter 2 we have discussed the various works done in the domain

mobile computing to solve the issue of limited computational capability of devices. We now briefly

reiterate some of these works here. These works have been divided into two categories: (i) where

the resource-constrained device offloads its tasks to a remote cloud. This research involves code

partitioning to determine which tasks in the application will be executed locally and which in the

cloud [84]. COSMOS (proposed in [85]) suggests a system to fill the gap between the demands for
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computing resources by individual mobile devices and the ones cloud providers offer; and (ii) of-

floads tasks to mobile devices in the vicinity, which execute the tasks in parallel and return results

back to the device. Authors in [86] have implemented a preliminary ad-hoc distributed prototype to

offload portions of a service from a resource-constrained device to a nearby server. A participatory

computing system is proposed in [38] to derive the minimal workload for individual participating

devices to achieve the overall system performance requirement. Serendipity [87] also exploits the

remote computational resources available in other mobile systems in a collaborative manner.

Similar solutions can be seen in the area of distributed camera networks. These works have fo-

cused on conserving energy for applications via (i) offloading or handover [88] of computationally

intensive to other nodes and (ii) using dynamic power management schemes [89]. Our solution

looks at the problem of energy-efficient computation in distributed networks from a different angle.

Dictionary learning is a energy-intensive algorithm because of the high communication between the

nodes. The computation cost of executing distributed dictionary learning on nodes is much lower

than the communication cost. In the later sections we give more detail on the energy cost of both

computation and communication tasks in dictionary learning algorithm. To reduce the energy cost

in distributed dictionary learning we focus on identifying a subset of nodes on which dictionary

learning can be executed. To identify these nodes we rely on the data captured by the nodes as a

result of which the lifetime of nodes is extended.

Distributed consensus: Many existing works have considered consensus for ad-hoc networks

via gossip algorithms where each node uniformly at random contacts a neighbor within its trans-

mission range and exchanges data [90]. There have been a few recent works that have focused on

gossiping via broadcasting [91] and geographic gossiping [92]. However, these works make some

unrealistic assumptions that are not consistent with real-word deployment scenarios such as knowl-

edge of topology, unit disk graph models, uniform distribution of nodes, and homogeneous battery

capacity of nodes. In our work we do not make such assumptions and rely on the local knowledge

available to the nodes to make decisions.

Dictionary learning: Dictionary learning can be performed in either centralized [77] or dis-

tributed structures [81]. Centralized dictionary learning is not efficient as (i) the nodes have to

communicate with a central node (usually at a far distance), which imposes high communications

costs, especially in extreme environments; (ii) move the nodes in order to get closer to the central
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node imposes extra delays, which challenges the real-time processing; (iii) the structure is vulner-

able to break if the centralized node fails to provide the required support. This failure can happen

for energy, communication, or computational restrictions in a network. On the other hand, when

there are multiple sensors in the network, e.g., camera network, where images are collected and

stored in multiple geographic locations, a distributed solution is energy efficient, avoids a single

point of failure, and provides more flexibility and robustness against the topology variations of the

network. Our focus in this chapter is to present a solution to make distributed dictionary learning

energy-efficient so that it can be beneficial to run on resource-constrained nodes.

Image compression: Image compression is a popular tool for image data size reduction, so

that data transmission in bandwidth-limited and error-prone channels become feasible and efficient.

Compared to the traditional lossy image compression methods—such as in Joint Photographic Ex-

perts Group (JPEG) and Discrete Wavelet Transform—dictionary learning can be used to enhance

image compression algorithms. A sparse model seems to fit the natural images as well as the human

visual perception of the images [93]. An improved sparse representation algorithm was proposed

in [94], in which dictionaries with overlapping atoms are generated in the wavelet coefficient do-

main and in the pixel domain so as to remove blocking artifacts. Distributed dictionary learning has

shown to achieve dramatic improvement over JPEG/JPEG2000 compression techniques [79,95]. In

our work, we utilize image-compression via distributed dictionary learning and provide an energy-

efficient way to implement it. In the next section we will explain the different tasks of distributed

dictionary learning algorithm.

5.3 Dictionary Learning and Consensus in a Distributed Camera Network

In this section we first present different steps of the distributed dictionary learning algorithm. We

then show the performance of consensus and distributed dictionary learning in terms of accuracy of

the algorithms and energy consumed by the nodes to run these algorithms in a network. This section

will help us to motivate the need to save energy during the execution of a distributed dictionary

learning algorithm.
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Figure 5.2: Workflow for distributed dictionary learning executed at each camera node in the net-
work. Task 1, 2, and 3 are executed locally at each node; whereas Task 4, i.e., consensus, involves
communication between nodes that are in communication range of each other.

5.3.1 Distributed Dictionary Learning

Assume N camera nodes used for surveillance form an ad-hoc network and communicate over

a wireless network. Any wireless communications technology such as Bluetooth, WiFi Direct,

802.11 ad-hoc mode, or Near-field Communication can be used in this scenario without relying on

any existing fixed infrastructure. Two camera nodes are considered neighbors when they are in the

communication range of each other. Each node is capable of storing some local data, performing

computations on it, and exchanging messages with its neighbors. Next, we assume each node i has

a collection of local data, expressed as a matrix Yi ∈Rn×Si , with Si representing the number of data

samples at the ith node. In case of distributed camera networks, each camera node is taking images

of a scene from a different angle, which form the data samples at the ith node. We can express all

this distributed data into a single matrix Y = [Y1 · · ·YN ] ∈ Rn×S , where S =
∑N

i=1 Si denotes the

total number of data samples distributed across the N nodes.

In a distributed setting, the goal of dictionary learning is to have individual nodes collaboratively

learn dictionaries {D̂i}i∈N from global data Y such that these collaborative dictionaries are close

to a dictionary D that could have been learned from the global data Y in a centralized fashion. We

now explain the different tasks of this algorithm, as described in [82] (Fig. 5.2).

Task 1–Sparse coding: Each ith node uses the local estimate D̂i of the centralized dictionary

D and calculates the sparse coefficients of its local data by solving the following equation without
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collaborating with other nodes,

x̃
(t)
i,s = arg min

x∈RK
‖yi,s − D̂(t−1)

i x‖22 s.t.‖x‖0 ≤ T0, ∀s ∈ {1, . . . , Si}, (5.2)

where yi,s and x̃(t)
i,s represent the sth sample of the data and its coefficients at node i at the tth

dictionary learning iteration.

Task 2–Dictionary update: Dictionary update stage involves computing the dominant left (u1)-

and right-singular (v1) vectors of the “reduced" error matrix Ê(t)
i,k,R. The Cloud K-SVD algorithm

of [82] defines d̂(t)
i,k = u1 and x̂(t)

i,k,R = d̂
(t)T

i,k Ê
(t)
i,k,R, where u1 is the dominant vector of a matrix

M̂ (t) that is formally described in [82]. We need to only worry about calculating u1 collaboratively.

To this end, at each node, M̂ (t)
i = Ê

(t)
i,k,RÊ

(t)
i,k,R is calculated. Our goal now is computing the

dominant eigenvector of M̂ (t) in a collaborative manner. In order to estimate the eigenvectors in the

distributed network, Cloud K-SVD algorithm uses the distributed power method.

Task 3–Power method: Power method is an iterative procedure used to estimate the eigenvec-

tors of a matrix. Power method is run for a fixed number of iterations (tp) or until convergence.

Cloud K-SVD algorithm is interested in distributed power method asMi’s are distributed in the net-

work. To this end, each site calculates zi = M̂
(t)
i q̂

(tp−1)
i locally, where q̂(tp−1)

i denotes an estimate

of the dominant eigenvector of M̂ (t) at ith site after (tp − 1) power method iterations. We initialize

each site with the same value (qinit). In Cloud K-SVD, one of the ways that this can be achieved

is if each node uses the same seed for a random number generator. Next, the sites collaborate to

calculate v̂(tp)
i =

∑
i M̂

(t)
i q̂

(tp−1)
i at each site. The normalized v̂(tp)

i is an estimate of the dominant

eigenvector of M̂ (t).

Task 4–Consensus averaging: To calculate the approximation of
∑

i M̂
(t)
i q̂

(tp−1)
i , nodes in

the network make use of the distributed consensus technique. Each node is initialized as z(0)
i =

M̂
(t)
i q̂

(tp−1)
i at each node. We now give an example of how the consensus-averaging problem in a

network can be defined. Let Z(0) = [z
(0)
1 , · · · , z(0)

N ]> be the initial value at each node. Each node

achieves perfect consensus averaging as tc → ∞, where tc is the number of consensus iterations,

and obtains Z(∞)>

i,T = 1
N

∑N
j=1 z

(0)
j = 1

N

∑N
j=1 M̂

(t)
j q̂

(tp−1)
j .

We take advantage of the wireless medium being inherently broadcast, and hence use a broad-

casting based consensus method proposed in [91]. The asynchronous broadcast consensus assumes
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each node i broadcasts its own data to its Ni neighboring nodes within its communication range.

The neighbors, which received the data, update their data according to the weighted average of their

current data as follows [91]:

z
(tc+1)
k = γz

(tc)
k + (1− γ)z

(tc)
i ,∀k ∈ Ni, (5.3)

where γ ∈ (0, 1) stands for the mixing parameter, which gives the weight assigned to data values

from each node, and Ni denotes the neighboring nodes of the ith node. The remaining nodes in the

network update their values as,

z
(tc+1)
k = z

(tc)
k , ∀k /∈ Ni. (5.4)

The optimal mixing parameter, minimizing a worst-case convergence rate, is given by γ∗ =

N−λN−1(L)
2N−λN−1(L) , whereN is the number of nodes in the network, λN−1(L) is referred to as the algebraic

connectivity of the graph and L is the Laplacian matrix of the graph [96]. Both distributed power

method (Task 3) and broadcast consensus (Task 4) are part of dictionary update stage, i.e., both these

tasks are executed to update each column (atom) of the dictionary. As a result, for each execution

of the dictionary update stage Task 3 and Task 4 are run for K times, where K is the number of

columns in a dictionary. Dictionary update stage is itself run td times, which is the number of

dictionary learning iteration.

Image compression scheme: Once a dictionary has been learned by the algorithm explained

above, it can be used in an image-compression scheme in the following way. At the ith node, for

a new incoming image or an image that is to be sent to the centralized server, we first form the set

of vectors from non-overlapping patches of the image. This is denoted by {yj}Lj=1 or Y , where L

is the number of patches. Next, we estimate the sparse approximation X of Y using the estimated

dictionary D̂i. The non-zero coefficients are quantized, for which a uniform quantization scheme

along with thresholding is used [97]. The quantized X matrix is then entropy coded to form a bit

sequence before ending to the server.

5.3.2 Network Performance of Distributed Dictionary Learning

We now provide the specifics of our simulator in which consensus and dictionary learning algo-

rithms are implemented and present the public datasets used to study the performance of these
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algorithms.

Simulation setup: We consider a static network of 20 randomly deployed digital nodes in a

1000 × 1000 region in a discrete-event Network Simulator (NS), NS-2 [98]. For our experiments,

NS-2 was configured to use (i) a physical layer including a two-ray ground radio propagation

model supporting propagation delay, wireless effects, and carrier sense as well as (ii) the IEEE

802.11 Medium Access Control protocol based on Distributed Coordination Function [99]. The

NS-2 packet class only allows to define the size of the packet and does not allow to include the

payload with real data values. Since, in Task 4 of distributed dictionary learning we are interested

in identifying when the nodes have reached consensus for which we have to transmit actual data

values between nodes. To this end, we create a new packet class and use byte arrays to handle the

data exchanged between nodes. In the new packet class created we initialize variables for packet

size, offset which points to the position in the NS-2 byte array where the header is stored, and array

to store data values.

Datasets: We consider both simulated dataset and publicly available datasets to study the per-

formance of our algorithms. For the simulated dataset, we assume that the data at the nodes have

dimension n = 64 and they follow a Gaussian distribution with fixed mean and standard deviation.

We also use the publicly available Multi-camera Pedestrian Videos dataset by EPFL [10].

Distributed consensus: We first study the performance of the consensus algorithm for a con-

nected network topology of 20 nodes. We modify the existing node functionality in NS-2 to make

the nodes work asynchronously, which is done via a timer functionality. The value of the delay vari-

able supplied to the timer function determines the time delay from the present instant after which

a node should broadcast its data. In our simulator, each node broadcasts 20 times after which the

timer is not rescheduled. We calculate the mean square error at each node as the mean square of

the difference between average of the data values under perfect consensus (tc → ∞) and the data

values at the nodes after a fixed number of consensus iterations. In Fig. 5.3(a), we plot mean square

error of data value averaged over number of nodes; we see that, as the standard deviation of the data

is increased from 0.3 to 0.9, the consensus algorithm converges with a higher error due to the finite

and fixed number of iterations.

Battery capacity: We now show the battery consumed by nodes in a distributed camera network

when the consensus is implemented. These measurements have been made using the energy model
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Figure 5.3: Average mean square error of consensus as the standard deviation of data is varied; (b)
Average energy consumed per node in the network for different number of consensus iterations.

defined in the NS-2 simulator. This model sets the transmit power of the node at 0.2 W and the

received power at 0.1 W. In Fig. 5.3(b), we show the percentage of battery capacity consumed by

the nodes for different values of consensus iterations, i.e., number of consensus iterations as 5 and

10. We see that for battery consumed for consensus iterations tc = 10 along with tp = 10 power

iterations, the battery consumed by the nodes is up to 12%. To extend the mission lifetime of the

nodes, we will present in the next section how the communication cost in a network can be reduced

with a small loss in accuracy.

Graph connectivity: To study the impact of graph connectivity on the distributed power method

algorithm, we implement a network graph in MATLAB. We generate a random graph based on the

Erdős-Rényi model, which takes as input the number of nodes/vertices and ρ gives the probability

of an edge between any two nodes in the network, with ρ = 1 indicating that the network graph is
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Figure 5.4: (a) Average error in eigenvector estimates of distributed power method obtained by
varying the connectivity parameter ρ in Erdős-Rényi graph; (b) Average representation error of
Cloud K-SVD as a function of the number of non-zero coefficients per sparse representation (spar-
sity constraint) with 95% confidence interval; (c) Average representation error of Cloud K-SVD as
the dictionary learning iterations are varied for different values of consensus and power iterations.

fully connected. Erdős-Rényi model is used because of its simplicity of analysis due to the indepen-

dence of the links between the nodes [100]. These edges can be considered wireless links which are
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represented by independent channels that are either on (with probability ρ) or off (with probability

1 - ρ) [101]. Other models such as unit disk graph model [102] popularly used in wireless com-

munication can also be used. In Fig. 5.4(a), we study the impact of graph connectivity on average

error in eigenvector estimates of distributed power method. We observe that as the connectivity

parameter increases ρ, i.e, the probability of an edge between two nodes in the network increases,

the estimation error in distributed power method also decreases. This is because as ρ increases each

node is able to reach a higher number of neighboring nodes in every broadcast transmission, which

causes faster information dissemination in the network. As a result of which, for a fixed number of

consensus iterations when ρ increases the consensus error decreases which leads to lower error in

distributed power method.

Sparsity constraints: We now study the impact of the sparsity of sparse representations, i.e.,

maximum number of non-zero coefficients per sample xs on the average representation error of

Cloud K-SVD, defined as 1
nS

∑N
i=1

∑Si
j=1 ‖yi,j −Dxi,j‖2. We first create a set of training and test

images using the dataset [10]. Next, we learn the dictionary using the Cloud K-SVD algorithm. The

learned dictionary is used to find sparse representations of the test dataset, and we then calculate the

representation error. In Fig. 5.4(b), we plot the average representation error and observe that, as the

number of non-zero coefficients per sparse representation is decreased, the error increases.

Number of iterations: In the distributed dictionary learning algorithm [82], three iterations are

defined, namely, dictionary-learning iterations, power-method iterations, and consensus iterations.

In Fig. 5.4(c), we see that the dictionary-learning iterations have the highest impact on the represen-

tation error, i.e., for different values of consensus and power iterations, when the dictionary-learning

iterations are increased we observe a decrease in the representation error. Among the power and

consensus iterations we see that increase in power iterations for fixed consensus iterations lead to

higher reduction in representation error. As we increase the number of power iterations from tp = 5

to tp = 15, with tc = 5, we observe the representation error falls by 38.2%, however, when we

increase consensus iterations from tc = 5 to tc = 15, with tp = 15, the representation error of the

dictionary learning algorithm falls by 26.5%.
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5.4 Energy Efficient Dictionary Learning

Dictionary learning is an energy-intensive technique which reduces the mission lifetime of nodes

in the network and if the nodes shutdown due to exhaustion of battery it can cause the network to

be disconnected and as a result of which the network fails to achieve consensus. Our goal in this

chapter is to reduce the energy consumed by the nodes to perform dictionary learning in a camera

network. To this end, we design a protocol to select a subset of nodes in the network to perform

distributed dictionary learning and extend the lifetime of the network.

5.4.1 System Model

We consider a scenario with a number of heterogeneous camera nodes, e.g., in an Internet of Things

scenario, as shown in Fig. 5.1(c). The nodes have different roles, i.e., DPs and RPs, where RPs are

camera nodes with sophisticated computational capabilities and higher batter capacity than DPs.

In a homogeneous environment where there is no difference between the hardware capabilities of

devices, we can assume that the role of RPs can be randomly selected or given to nodes that have

residual battery capacity over a certain value. The configuration of camera at each node is given

by its Field of View (FoV), which refers to the directional view of a camera sensor and is assumed

to be an isosceles triangle (two-dimensional approximation) with vertex angle θ and length of the

congruent sides Rs (sensing range of the sensor), and orientation α [103].

5.4.2 Quantifying Spatially-correlated Nodes

We now present various techniques to identify nodes in a camera network that have correlated

camera data. Silencing nodes, i.e., these nodes do not participate in the consensus process, with

redundant data will help save the battery capacity of the network and will extend the mission life-

time of the camera network. The cameras with spatially correlated data can be identified in two

ways, namely, (i) using camera configuration, i.e., area of overlap between FoV of two cameras and

(ii) using data collected by the nodes. The former technique is more helpful when the nodes have

been deployed with known FoV whereas the latter is helpful when the camera configuration is not

known in advance. We allocate a fixed energy budget for the RPs for this phase, i.e., we assume

that each RP can only spend a pre-defined Esetup [kWh] to identify spatially correlated nodes in its



82

neighborhood. This is done in such a way that the overhead of our solution is kept low. We now

explain in detail how these two techniques are implemented.

Identifying correlated nodes: Since the FoV of cameras is limited to the area they observe, the

information they get is directly related to the directional sensing and configuration of the cameras.

Assume a camera’s FoV is described by (P,R, ~V , α) as in [103], in which P stands for the location

of the camera, R represents the sensing radius, ~V indicates the sensing direction (i.e., the center line

of sight of the camera’s FoV), and α is the offset angle. Focal length of each camera, its location,

and its sensing direction (shown by f , P , and ~V , respectively) can be estimated as shown in [104].

A model for the spatial correlation can be derived based on the above parameters as can be seen

in [103]. However, this information is not always available or may change over time.

If the camera configuration is not available, then the online data collected by the nodes is used

to estimate the nodes in the network that have correlated data. Each DP identifies the RP node

with which it will communicate based on metrics such as max received signal strength or residual

battery capacity. Next, the RPs have to identify which of the DPs are spatially correlated and for

that the DPs send a histogram of their collected online image data; such payload would include

{nodeID, HnodeID}. We choose a normalized similarity metric S(i, j) that gives the intersection

between the histograms of two images [105]. This metric is used to quantify data correlation be-

tween different camera nodes as,

S(i, j) =

∑b−1
k=0 min(Hk

i , H
k
j )∑b−1

k=0H
k
i

(5.5)

where histogramHi of node i is a b-dimensional vector. The data collected by the cameras are in the

RGB space. So to calculate S(i, j) we first calculate the histogram (10 bins) of each color channel

separately for both image i and j. Next, we calculate the intersection of histogram of each channel

separately for the two images and then take an average across the channels.

5.4.3 Challenges to Selection of Correlated Nodes

We now present the challenges associated with selection of correlated nodes, namely, critical nodes

and field of view.

Critical nodes: A node is defined as a critical node if, when removed from the network, it will
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(a) (b)

Figure 5.5: (a) Field of View (FoV) and the communications range of the cameras for scenario
that was mentioned in Fig. 5.1(c)—as an example, the FoVs’ of nodes n1–n3 are overlapping,
but the FoVs’ of n7–n8 have zero overlap although they are in the communication range of each
other; (b) Connectivity of the cameras, based on their communication range and FoVs’ overlap—the
subsets of nodes are selected in such a way as to leverage the overlap of the neighboring nodes.

cause any of its neighboring nodes to be disconnected from the rest of the network. For example, in

Fig. 5.5(a) n7 is critical to node n8 because when node n7 is removed, n8 cannot communicate with

the rest of the network. We identify the nodes that have only one neighbor as the end nodes (ne).

Any of the end nodes cannot be critical because removing the end nodes will not make the wireless

network disconnected.

FoV: We make a note here that the nodes that have overlapping FoVs or are spatially correlated

may not necessarily be within the communication range of each other or can communicate with

the same RP. For example, in Fig. 5.5(b), we see that nodes n1–n3 have overlapping FoVs and are

also in the communication range of each other, while nodes n4–n6 have overlapping FoVs, but are

not in the communication range of each other and only have n5 as their common communication

neighbor; finally, nodes n7 and n8 are only in communication neighborhood of each other but do

not have overlapping FoVs. In such a scenario, each RP broadcasts the data packets that it has

received from its neighboring RP. This will be only done if the RP has not exhausted its energy

budget (Esetup). In Fig. 5.6, we illustrate the timing diagram for nodes in the network and the

corresponding tasks performed by them in order to enable robust in-network image compression.
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Figure 5.6: Illustration of the proposed protocol to reduce energy consumption of the nodes in the
network to execute distributed dictionary learning. Tasks performed locally at each node are shown
using black dots. Task 1 identifies neighbor of each node in the network, Task 2 involves critical
node selection procedure at the DPs, Task 3 involves selecting the nearest RP of each DP, and Task 4
involves identifying the spatially-correlated nodes.

5.4.4 Selecting a Subset of Nodes

We now present our protocol to intelligently select a subset of nodes in the network on which dictio-

nary learning algorithm will be implemented while also keeping in mind the challenges mentioned

above. Only the subset of nodes that are selected run the dictionary learning algorithm to collabo-

ratively learn the dictionary for the network. Since, only a subset of nodes are run it leads to saving

the energy of the network and increasing the mission lifetime of the network.

Neighborhood discovery: Neighborhood discovery is a two-step process where each camera

node identifies its own neighbors as well as the neighbors of its neighbors. To this end, each node

broadcasts a packet with the following information: node ID and residual battery capacity {nodeID,

ResBatCap}. Once each node receives the information from its neighbors, it updates its data struc-

ture storing nodeID of its neighbors. Each node also broadcasts its neighbor’s nodeID by using the
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packet payload: {nodeID, NnodeID}. Upon receiving this packet, the neighboring node updates its

data structure, which stores information about the neighbors of its neighbors.

Identifying critical nodes: We present three steps that each node can use based on its local

information available in order to identify if it is a critical node. For illustration of these steps, we

consider two neighboring nodes, ni and nj , and assume the following:

1. All RPs are considered critical nodes;

2. If a node has no neighbor other than critical nodes and it is not a ne, then that node is identified

as a critical node;

3. If the neighbors of node nj are a subset of node ni’s neighbors, then node ni becomes critical

to node nj .

Various works have been done in this area that use distributed Depth First Search (DFS) and

other spanning tree based algorithms to find the critical nodes in the network [106, 107]. These

methods require passing multiple messages and increase the network traffic and total consumed

energy by the nodes. We on the other hand, use only local knowledge available to the nodes to find

the set of critical nodes. The conditions mentioned above may not identify the critical nodes of the

network as the global knowledge of the topology of the graph is not available to the nodes. They

however, help each node in making a local decision if it is a critical node to its neighboring nodes

and on removing the node its neighbors will become disconnected from the network.

Communication protocol: Figure 5.6 illustrates the timing diagram for the set of nodes and the

corresponding tasks. Here we consider two DPs that are exchanging their data with the chosen RPs.

Broadcast signal is propagated from RPs and the DPs acknowledge the signal with the requested

information. Our first goal is to identify nodes whose data collected is highly correlated by utilizing

the techniques mentioned earlier. Once each node has identified the node to which it is spatially

correlated, they inform each other. One of the node among the pair of spatially correlated node is

considered as the member of the subset of nodes selected to execute distributed dictionary learning.

The nodes among the group that is spatially correlated are members of the subset. If there are

multiple nodes with data correlation higher than a threshold then only one of those is active and

other nodes to not participate in the dictionary learning process. If one or more nodes among the
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.7: Example scenarios—(a-d) room and (e-f) terrace—at a particular time slot taken from
cameras with varying viewing angles and field of view. These images are part of a multiview
dataset [10] and are used in our experiments to study the energy-efficiency performance of dis-
tributed dictionary learning.

Figure 5.8: Illustration of how the training data Y is collected from the Berkeley Segmentation
Dataset for dictionary learning. We collect patches of size 8× 8 from an image, which are flattened
and placed at random column indices in Y . We repeat this with multiple images to create training
data matrix Y .

group of nodes is critical then the critical nodes are part of the subset of nodes that participates in

dictionary learning. This is because we have to make sure that the topology in the subset remains

connected otherwise some of the nodes will not be able to take part in the consensus process. If none

of them is critical, then the node that has the highest number of neighbors within its communication

range is in subset. The packets forwarded by RP to its neighboring RP consists of {RPnodeID,

DPnodeIDs, Hi, Hj}.
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Figure 5.9: Average mean square error of consensus as the number of nodes participating in the
consensus process is varied.

5.5 Performance Evaluation

The goal of this section is to present the performance of distributed dictionary learning algorithm

in terms of energy consumed and accuracy achieved using our proposed protocol. We present our

results on publicly available multiview camera datasets and dataset collected via experiments. We

also discuss experimental results obtained on a testbed composed of Raspberry Pi nodes to study

the performance of the proposed solution in a real-world setting.

5.5.1 Energy-efficient Dictionary Learning

We now present performance of our proposed solution on a public dataset. We use the Multi-camera

Pedestrian Videos dataset [10] by EPFL. We will discuss the different steps required to prepare the

data for distributed dictionary learning, cost of dictionary learning, and performance of distributed

learning on this dataset and using our proposed solution.

Datasets: The dataset [10] consists of three different scenarios captured by four digital video

cameras placed in different locations. Unfortunately the dataset does not provide any information

about the camera configuration; hence, we identify nodes that are spatially correlated using online

data. The video format is DV PAL, downsampled to 360×288 pixels at 25 fps. The dataset consists

of 4 different locations and we show two example sequences from the dataset in Fig. 5.7.

Reducing the data size: To start the dictionary-learning process, each camera node captures

images. The matrix Yi is an n × Si matrix, where Si is the number of training samples. We can
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Figure 5.10: (a) Average representation error achieved in distributed dictionary learning when nodes
with spatially correlated data (above a threshold) are identified and one of them is selected along
with nodes which do not have correlated data with any other node; (b) Average representation error
achieved over incoming test frames by using dictionaries learned by using training dataset that
has removed data that is spatially correlated with other nodes; (c) Energy savings obtained in the
dictionary learning process by removing spatially correlated nodes.

consider each image captured by the camera to be a training sample. However, this would require the

cameras to capture a large number of images and also would increase the computational complexity

of the problem. For example, each image in the dataset [10] is of size 360×288 pixels, which leads

to n being greater than 10, 000, which would increase tremendously the computational complexity

of the problem. To overcome this problem, we give an example in Fig. 5.8, where we take 8 × 8

patches from the image, convert each patch to one-dimensional array, and put it in a column of data

matrix Y . We combine multiple such samples from different images taken by the camera node and
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place them at random column indices. This method significantly reduces the computational cost

at each node. We also pre-process each image by first converting the color images to gray scale,

subtracting the mean from the images, and normalizing the images.

Inactive nodes: We consider a scenario where a certain percentage of randomly selected nodes

from the network are not allowed to participate in the consensus process. As mentioned earlier, we

assume there are 20 nodes in the network and we fix the number of times a node can broadcast its

data to be 20. We again plot average mean square error, averaged over the number of nodes. We

observe in Fig. 5.9 that, as the number of nodes participating in the consensus process reduces, the

mean squared error of the network increases. We also see that the consensus process ends earlier as

fewer nodes are broadcasting in comparison to when all the nodes are participating in consensus.

Spatial correlation: In this scenario, since no information is given about the camera configu-

ration and the nodes are located in a small room, we assume all the nodes to be fully connected.

We vary the threshold of correlation coefficient and identify the nodes that have correlated data. We

divide this dataset into training and testing frames, and use the training images to estimate the dic-

tionary. To this end, we first identify the nodes whose data will be part of the training process. We

use the intersection of histogram metric to quantify the spatial correlation between data at different

nodes. Each node creates a set that includes itself and the other nodes with which it has correlated

data above a certain threshold. We randomly select one of the nodes from this set. Nodes that do

not have data correlated with any other node are also included in the dictionary-learning process.

In Fig. 5.10(a), we plot the average representation error of distributed dictionary learning; as the

threshold for spatial correlation changes from 1.0 to 0.7, we get an accuracy loss of 3.7% and the

energy consumption per node reduces from 12% to 9% in Fig. 5.10(c). In Fig. 5.10(b) we note that

the dictionary created for lower threshold coefficient performs worse and for a particular threshold

coefficient the performance remains constant over the next 35 incoming frames for which the tests

are performed.

5.5.2 Energy vs Accuracy Tradeoff

The existing work in the development of dictionary learning algorithms have focused on maximizing

the performance of the algorithm in terms of accuracy achieved by the algorithm. Our work on

the other hand, as explained in Chapter 4, focuses on identifying “good-enough" parameters, i.e.,
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parameters that give acceptable accuracy in each frame of the video with significant savings in time

and energy as these algorithms have to be run on resource-constrained devices. To this end, we study

the accuracy energy tradeoff of various parameters in the dictionary learning algorithm and use it to

select the parameters that can be used in the implementation of dictionary learning algorithm on a

resource-constrained device for a real-world application.

To this end, we study the impact of the following three parameters, namely, dictionary size or

number of atoms in the dictionary (K), number training samples (L), and dictionary learning itera-

tions (td) on the performance of these algorithms. We show the performance of dictionary learning

algorithm using the Mean Squared Error (MSE) metric which is the pixel wise mean squared dif-

ference between image reconstructed using estimated dictionary and sparse coefficients and the

original image. To study the performance of object detection algorithm, we use Single-shot detec-

tor [108] convolution neural network and use AUC metric to quantify its performance. AUC is the

area under the Receiver Operating Characteristic (ROC) curve. Since our goal is to compress image

and process them at the server for detecting authorized or unauthorized objects of interests, we study

the object detection accuracy achieved at the server. We also calculate the energy consumed by the

Raspberry Pi device in kWh to quantify the cost of using a particular parameter of the algorithm.

To measure the power we use a power monitor, PortaPower 3-20V Dual USB Power Monitor that

displays current, voltage, and amount of current received by devices. We now present the accuracy

energy tradeoff of various parameters of the distributed dictionary learning algorithm.

Number of atoms: We now see the performance as the number of dictionary atoms (K) are

varied. We observe that as we increase the number of dictionary atoms, the performance of the

dictionary learning algorithm increases. We see that in Fig. 5.11(a) the left y-axis shows the MSE

of dictionary learning algorithm and right y-axis shows the object detection accuracy. MSE reduces

by 1.33% and the object detection accuracy increases by 2% as the number of dictionary atoms are

increased from 100 to 300. At the same time there is significant increase in energy costs as shown

in Fig. 5.11(b). The energy cost increases by 45% as the number of dictionary atoms are increased

from 100 to 300. This increase in energy costs can be attributed to the increase in communication

cost with the increase in number of dictionary atoms. Nodes in the network communicate with each

other to update each atom of the dictionary sequentially. Now, as the number of dictionary learning

atoms increase the communication cost in the network also increases.
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Figure 5.11: Accuracy-energy tradeoff of different parameters of distributed learning algorithm. (a)
Accuracy obtained by varying number of atoms (K) in a dictionary. Left y-axis is mean squared
error and Right y-axis is the object detection accuracy in terms of area under curve of ROC curve; (b)
Energy consumed by the dictionary learning algorithm by varying number of atoms in a dictionary;
(c) Accuracy obtained by varying number of training samples in the data (L). Left y-axis is mean
squared error and Right y-axis is the object detection accuracy in terms of Area Under Curve (AUC)
of the Receiver Operative Characteristic (ROC) curve.

Number of training samples: We now see the performance as the number of training samples

(L) are varied. We observe that as we increase the number of training samples , the performance

of the dictionary algorithm increases. In Fig. 5.11(c) We see that the MSE reduces by 50% and the

object detection accuracy increases by 10% as the number of training samples are increased form

100 to 400. The object detection rises steeply and then saturates. However, since increasing the

training samples only impacts the sparse coding task which is executed locally at the nodes (Task 1

in Fig. 5.2) it does not significantly increase the energy consumed as can be seen in Fig. 5.12(a).
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Figure 5.12: (a) Energy consumed by the dictionary learning algorithm by varying number of train-
ing samples (L) in the data; (b) Accuracy obtained by varying the number of dictionary learning
iterations (td). Left y-axis is mean squared error and Right y-axis is the object detection accuracy in
terms of area under curve of ROC curve; (c) Energy consumed by the dictionary learning algorithm
by varying the number of dictionary learning iterations.

Number of dictionary learning iterations: We now see the performance as the number of dic-

tionary iterations (td) are varied. In Fig. 5.12(b) we see that as we increase the number of dictionary

learning iteration increases from 1 to 9 the MSE decreases by 62% and the object detection accu-

racy increases by 16%. However, this comes at the cost of significant increase in energy as shown

in Fig. 5.12(c). The increase in cost can be quantified in Fig. 5.12(c) as the cost increases by 50%

as the number of dictionary learning iterations are increased from 1 to 9. This increase in energy

costs is due to increase in communication costs with increase in number of iterations.

Parameter selection at run-time: Among the parameters we have discussed above, the size
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Figure 5.13: Our envisioned pipeline for image compression using dictionary learned collabora-
tively and the compressed images are send to the cloud for storage or further processing. The figure
shows different tasks pf this pipleine and the location where they are implemented.

of dictionary, i.e, number of atoms in the dictionary, impacts the cost of image compression at run-

time. This is because the sparse coefficients are estimated using estimated dictionary and input data

and these sparse coefficients are later used as input to the image compression algorithm. The size of

dictionary to use can be calculated at run-time depending on the resources available with the device.

Higher the energy available with the nodes, higher size of dictionary can be used which will result

in lower accuracy loss in object detection done on compressed images (as shown in Fig. 5.11(a)).

As the energy of the nodes decreases over time the nodes can also switch to lower dictionary sizes.

This selection of dictionary size can be dynamic and the decision can be based on the current energy

of each node. To this end, our proposed decision framework in Chapter 4 can be trained to select

the dictionary size at run-time.

5.5.3 Experimental Testbed

We now give details for our experimental setup used to test the performance of distributed dictionary

learning algorithm in terms of accuracy and energy consumption of the nodes. We also study the

benefits obtained by our proposed solution.

We now present our envisioned scenario in a distributed surveillance systems as shown in

Fig. 5.1(c). We assume that a set of resource-constrained nodes with camera as the sensor and

limited battery capacity are used. Our scenario as shown in Fig 5.13 is that a network of local nodes

perform distributed dictionary learning. The estimated dictionary is the used for compression of

incoming images. The compressed images are then send to the cloud for storage or person detection

or detection of unauthorized objects (such as detection guns and alarming the building security).

Setup: Our testbed consists of 10 Raspberry Pi. We use Raspberry Pi nodes, which are small

single-board computers with the following characteristics—Model 3B, 1.2GHz 64-bit quad-core
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Figure 5.14: Testbed set up in the ECE Department at Rutgers University. The goal of the testbed is
to simulate a surveillance system in which images that are sent to the server for further processing
are compressed using distributed dictionary learning. The testbed of 10 raspberry Pi nodes and
camera covers a region in a hallway with thee elevators and two doors.
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Figure 5.15: Communication workflow implemented at the Raspberry Pi nodes our testbed. The
communication workflow is used to enable consensus in the network. Two separate threads for
receiving and transmitting data at each node.

Figure 5.16: Pre-processing using frame differencing and thresholding of incoming images at the
local nodes is done to identify if there is a significant change in the consecutive images. If the
number of non-zero pixels in the difference image is above a pre-determined threshold value then
the image is compressed and sent to the cloud. Frame differencing is a low-complexity technique to
identify that we are not sending frames with redundant information. (Top) High movement; (Below)
Low movement
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Figure 5.17: (a) Mean squared error (MSE) performance of our testbed; (b) Energy consumed by
the nodes when we vary the threshold for histogram intersection coefficient. Only nodes that have
value above value above this participate in the dictionary learning algorithm.

processor, 1 GB RAM and with Wireless LAN and Bluetooth capabilities. The camera used in

our testbed is Sony IMX219 8-megapixel sensor 1080P, along with Picamera Python library. To

measure the power we use a power monitor, PortaPower 3-20V Dual USB Power Monitor that

displays current, voltage, and amount of current received by devices. Figure 5.14 indicates our

setup for a surveillance application.

Communication workflow: Figure 5.15 shows the workflow that is used by the nodes to com-

municate with other nodes in the network to achieve consensus. Each node maintains two threads,

a main thread which is responsible for receiving data and another thread which is responsible for

broadcasting data. Each node has a pre-defined value of number of times it will broadcast its data

values. Each node waits a predefined amount of time before it transmits the data. Each time a node
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Figure 5.18: (a) Latency (time taken from the instant image is captured by the camera till the im-
ages reaches the server) in our experimental testbed when estimated dictionary is used to compress
images; (b) Precision of the object detection algorithm for various percentage of non-zero pixels in
the difference image of consecutive images.

receives data it takes an average of its current data and received data and update it as its current data

value. Once a node broadcasts its value for a fixed number of times the transmit thread is shutdown.

Image differencing: We want a camera in the network to send a frame to the server for object

detection only when there is a significant change from the last frame that was sent by the camera

node. This will help in reducing the energy required to compress and transmit images which have

redundant information. To identify which image to send, we first take the difference of the consec-

utive images at the camera node and use Otsu thresholding [109] to calculate a global threshold.

See Fig. 5.16 for visualized results. All the pixels in the difference image which are below the

threshold are given a zero pixel value. In the binary image if the percentage of pixels that are above

the threshold (selected as 0.02 in experiments) are greater than 10% then we compress those frames
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Figure 5.19: Comparison of energy costs consumed by the network of raspberry nodes in the net-
work (a) Raw images are send to the cloud vs Compressed images are send to the cloud after com-
pressing using the estimated dictionary. We consider here two image resolutions high resolution
(1920, 1080) and low resolution (366, 288); (b) Images are compressed using optimized dictionary
learning at various thresholds of histogram intersection.

and send them to the remote server.

Communication with remote server: We initialize an Amazon EC2 compute instance (t2.micro

instance) where the object detection algorithm is run on the compressed image. We use the public

DNS of the created instance to securely transmit data from the Raspberry Pi to the server. Once the

images have been received at the server the object detection algorithm is executed. To this end, we

use single-shot detector [108] convolution neural network for object detection.

Performance in the testbed: We study the performance of our testbed in terms of mean squared

performance, energy costs, and latency incurred by processing images in our testbed. We vary the

threshold for histogram intersection from 1.0 to 0.7 and see that in Fig. 5.17 the cost of dictionary
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learning falls by 75% and the MSE increases by 35%. We also study the latency as the percentage

of non-zero pixels vary in Fig. 5.18. Latency is the time taken to compress the image and send

to the server. We see that as we increase the percentage of non-zero pixels, the latency decreases

and the precision also decreases. This is because fewer images are sent to the server. Since the

object detection algorithm misses detecting the object in the frames that were not sent, the precision

decreases.

Energy costs: We now discuss the long term energy costs of running image compression

using estimated dictionary. In Fig. 5.19 (a) we see the impact of resolution on energy cost of

compressing image using dictionary and sending to the cloud. We study two resolutions, high

resolution Raspberry Pi with 1920 × 1080 and low resolution EPFL with 366 × 288. For the high

resolution images we see that after sending 2000 compressed images we see that sending raw data

leads to more energy consumption of the nodes in comparison to compression using dictionary

learning whereas for low resolution it is after 100, 000 images. In Fig. 5.19 (b) we see that we

use dictionary created using our proposed algorithm at different threshold of histogram intersection.

We see that sending raw data leads to more energy consumption of the nodes in comparison to

compression using dictionary learning much faster than when we used only all nodes in the network.

This is because the energy cost of initially estimating the dictionary is much lower when we use our

proposed method and hence we are able to gain benefits much faster.

5.6 Summary

In this chapter we presented an energy-efficient technique to reduce the cost of dictionary learning

algorithm in a distributed camera network to support real-time in-network image compression. We

designed a protocol that identifies spatially-correlated nodes using local knowledge of the network

available to the camera nodes. To this end, we utilized low-computational-complexity metrics to

quantify the correlation of data among camera nodes. We also presented via simulations the per-

formance in terms of accuracy and energy consumed by the nodes to run consensus and dictionary-

learning algorithms. The performance of the proposed approach was validated through extensive

simulations using a network simulator and public datasets as well as via real-world experiments on

a small testbed of Raspberry Pi nodes.
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Chapter 6

Conclusion and Future Directions

This chapter summarizes the main contributions of this dissertation and discusses future research

directions that are worth investigation and can leverage the frameworks proposed in this dissertation.

6.1 Summary of Dissertation Contributions

This dissertation describes novel solutions to enable real-time computation-intensive mobile appli-

cations in resource-limited and uncertain environments. To this end, this dissertation leverages the

paradigm of approximate computing to exploit the untapped potential of mobile distributed com-

puting and to enable real-time pervasive applications in a resource-constrained. Firstly, an accuracy

and resource aware framework is introduced that determines offline the approximable tasks in an

application via powerful workflow representation and data approximation schemes. Also, a light-

weight, online algorithm to select in real time the approximable tasks to be executed is proposed.

The effectiveness of the proposed approach was validated through extensive simulations and testbed

experiments by taking as motivating example three different computer vision algorithms. Secondly,

a new method to handle the problem of resource constraints in mobile robots was presented. A

solution based on MDPs to select the parameters of computationally-intensive computer vision al-

gorithms, and bring benefits in terms of time and energy for long-term object-detection in videos.

The benefit of our formulation in a robot navigation setting with experiments on a public dataset

and a new dedicated dataset via experiments. Finally, an energy-efficient technique to reduce the

cost of dictionary learning in a distributed camera network to support real-time in-network im-

age compression was proposed. A protocol was designed that identifies spatially-correlated nodes

using local knowledge of the network available to the camera nodes. To this end, we utilized low-

computational-complexity metrics to quantify the correlation of data among camera nodes. Also

the performance of the solution was validated using experimental and public datasets.



100

6.2 Future Directions

The avenues for further research in the following areas have been identified:

Applying approximation to concurrent applications: While so far we have studied isolated

applications running on a mobile device to which approximation can be applied, our approach can

be extended to multiple applications running concurrently on the mobile device. For example,

approximation can be applied to simultaneous background sensing and foreground applications.

Furthermore, while so far we have focused on approximation via accuracy-energy tradeoff, we can

also consider other resources available on the mobile device such as network bandwidth, memory,

and CPU cycles.

Light-weight object detection: To estimate good-enough parameters so far we have looked at

estimating parameters of the input data via MDP. As a next step we can extract certain features from

the image which quantify the clutter, illumination, uniformity etc. This feature will then be used to

classify the parameters of the object detection algorithm.

Dynamic dictionary learning: So far we have looked at estimating dictionary for a fixed

environment and as future work, it can be identified when the dictionary-learning algorithm should

be re-triggered as the environment in which camera nodes are situated changes. Our goal will be

to obtain high-accuracy results from the algorithm while at the same time not incur high energy

consumption due to frequent re-triggering of the algorithm. Another, interesting question is how

the current estimation of dictionary be used to speed up or improve the accuracy of the dictionary

in a new environment. The network can collaborate to learn dictionary of various sizes (number

of atoms). At run-time a decision can be made to select the size of dictionary based on the energy

available at nodes. Higher the energy available with the nodes, higher size of the dictionary can be

used which will result in lower accuracy loss in object detection done on compressed images. As

the energy of the nodes decreases over time the nodes can also switch to lower dictionary sizes. This

selection of dictionary size can be dynamic and the decision can be based on the current energy of

each node. To this end, our proposed decision framework in Chapter 4 can be trained to select the

dictionary size at run-time.
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