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This Thesis is an amalgamation of research I conducted as a physics graduate student at Rutgers University. Each chapter stands independently of the others with its own introduction and set of references, though Chapters 4 and 5 treat the same subject and may be read in succession. The chapters are presented roughly in reverse chronological order, so that the first chapters are my most recent work.

The common threads of this research program are the statistical and dynamical properties of many body systems, both in and out of equilibrium. Save for Chapter 6, the works are strongly associated with physical models called integrable, whose Hamiltonians have a comparatively large number of conservation laws with respect to generic models. Using numerical and analytical techniques, we shall explore the effects of integrability on a diverse set of phenomena including far-from-equilibrium steady states in Chapter 2, heat conductivity in Chapter 3, and Hamiltonian level statistics in Chapters 4 and 5. We also characterize these phenomena for systems that are not quite integrable, but are in certain ways close to integrable.
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Chapter 1

Introduction

As is reflected in the wider world of many body theory, the various results found in these chapters range from abstract mathematical constructions to concrete statements about collective phenomena. On one end of this axis we develop the basis invariant construction of ensembles of random matrices modelling quantum integrable models introduced in Ch. 4 and the subsequent numerical study of the level statistics of these ensembles of Ch. 5. Slightly less esoteric is the discussion of the location of the zeros of grand canonical partition functions (Lee-Yang zeros) in Ch. 6 where we find connections between the distributions of these zeros and bounds on macroscopic statistical properties. In Ch. 2 we lead a detailed discussion into the far-from-equilibrium coherent phases of a large class of nonintegrable superconducting models undergoing a sudden change in the system Hamiltonian, i.e., a quantum quench. Important results here include an expanded taxonomy of steady states, a long time scale associated with integrability breaking, and a physically motivated description of the nonequilibrium phase transitions. Finally, Ch. 3 is a numerical study of the classic problem of heat conductivity in a one-dimensional classical system. We find that the Toda lattice, which is integrable, perturbed by an on-site harmonic pinning maintains a nearly ballistic conductivity for rather large system sizes before true diffusive scaling appears.

It will now be useful to introduce each of these works individually.
1.1 Consequences of integrability breaking in quench dynamics of pairing Hamiltonians

We study the collisionless dynamics of two classes of nonintegrable pairing models. One is a BCS model with separable energy-dependent interactions, the other – a 2D topological superconductor with spin-orbit coupling and a band-splitting external field. The long-time quantum quench dynamics at integrable points of these models are well understood. Namely, the squared magnitude of the time-dependent order parameter $\Delta(t)$ can either vanish (Phase I), reach a nonzero constant (Phase II), or periodically oscillate as an elliptic function (Phase III). We demonstrate that nonintegrable models too exhibit some or all of these nonequilibrium phases. Remarkably, elliptic periodic oscillations persist, even though both their amplitude and functional form change drastically with integrability breaking. Striking new phenomena accompany loss of integrability. First, an extremely long time scale emerges in the relaxation to Phase III, such that short-time numerical simulations risk erroneously classifying the asymptotic state. This time scale diverges near integrable points. Second, an entirely new Phase IV of quasiperiodic oscillations of $|\Delta|$ emerges in the quantum quench phase diagrams of nonintegrable pairing models. As integrability techniques do not apply for the models we study, we develop the concept of asymptotic self-consistency and a linear stability analysis of the asymptotic phases. With the help of these new tools, we determine the phase boundaries, characterize the asymptotic state, and clarify the physical meaning of the quantum quench phase diagrams of BCS superconductors. We also propose an explanation of these diagrams in terms of bifurcation theory.

Based on:

1.2 Nonequilibrium transport in the Toda chain with harmonic pinning

We investigate, via numerical simulation, heat transport in the nonequilibrium stationary state (NESS) of the 1D classical Toda chain with an additional pinning potential, which destroys momentum conservation. The NESS is produced by coupling the system, via Langevin dynamics, to two reservoirs at different temperatures. To our surprise, we find that when the pinning is harmonic, the transport is seemingly ballistic. We also find that on a periodic ring with nonequilibrium initial conditions and no reservoirs, the energy current oscillates without decay. Lastly, Poincaré sections of the 3-body case indicate that for all tested initial conditions, the dynamics occur on a 3-dimensional manifold. These observations suggest that the \( N \)-body Toda chain with harmonic pinning may be integrable. Alternatively, and more likely, this would be an example of a nonintegrable system without momentum conservation for which the heat flux is ballistic.*

Based on:


*More recent work shows that the heat flux is indeed diffusive, but that this model’s finite size effects are very strong. We shall refer to a recent paper by P. Di Cintio, S. Iubini, S. Lepri and R. Livi, as well as the expanded version of this work by A. Dhar, A. Kunda, J.L. Lebowitz and J.A. Scaramazza.

1.3 Rotationally invariant ensembles of integrable matrices

We construct ensembles of random integrable matrices with any prescribed number of nontrivial integrals and formulate integrable matrix theory (IMT) – a counterpart of random
matrix theory (RMT) for quantum integrable models. A type-$M$ family of integrable matrices consists of exactly $N - M$ independent commuting $N \times N$ matrices linear in a real parameter. We first develop a rotationally invariant parametrization of such matrices, previously only constructed in a preferred basis. For example, an arbitrary choice of a vector and two commuting Hermitian matrices defines a type-1 family and vice versa. Higher types similarly involve a random vector and two matrices. The basis-independent formulation allows us to derive the joint probability density for integrable matrices, similar to the construction of Gaussian ensembles in the RMT.

Based on:


1.4 Integrable matrix theory: Level statistics

We study level statistics in ensembles of integrable $N \times N$ matrices linear in a real parameter $x$. The matrix $H(x)$ is considered integrable if it has a prescribed number $n > 1$ of linearly independent commuting partners $H^i(x)$ (integrals of motion) $[H(x), H^i(x)] = 0$, $[H^i(x), H^j(x)] = 0$, for all $x$. In a recent work, we developed a basis-independent construction of $H(x)$ for any $n$ from which we derived the probability density function, thereby determining how to choose a typical integrable matrix from the ensemble. Here, we find that typical integrable matrices have Poisson statistics in the $N \to \infty$ limit provided $n$ scales at least as $\log N$; otherwise, they exhibit level repulsion. Exceptions to the Poisson case occur at isolated coupling values $x = x_0$ or when correlations are introduced between typically independent matrix parameters. However, level statistics cross over to Poisson at $O(N^{-0.5})$ deviations from these exceptions, indicating that non-Poissonian statistics characterize only subsets of measure zero in the parameter space. Furthermore, we present strong numerical evidence that ensembles of integrable matrices are stationary and ergodic with respect to nearest neighbor level statistics.
1.5 A note on Lee-Yang zeros in the negative half-plane

We obtain lower bounds on the inverse compressibility of systems whose Lee-Yang zeros of the grand-canonical partition function lie in the left half of the complex fugacity plane. This includes in particular systems whose zeros lie on the negative real axis such as the monomer-dimer system on a lattice. We also study the virial expansion of the pressure in powers of the density for such systems. We find no direct connection between the positivity of the virial coefficients and the negativity of the L-Y zeros, and provide examples of either one or both properties holding. An explicit calculation of the partition function of the monomer-dimer system on 2 rows shows that there are at most a finite number of negative virial coefficients in this case.

Based on:

Chapter 2

Consequences of integrability breaking in quench dynamics of pairing Hamiltonians

1 Introduction

The past fifteen years have borne witness to impressive advances in the ability to experimentally control many-body systems where dissipative and decoherence effects are strongly suppressed. Studies of cold atomic gases [1, 2, 3, 4, 5, 6, 7, 8, 9, 10], solid state pump-probe experiments [13, 11, 12, 14, 15] and quantum information processing [16, 17, 18, 19, 20, 21, 22, 23] can now explore coherent many-body dynamics for long time scales, paving the way for the characterization of new phenomena. In particular, cold atomic gases with tunable interactions [24, 25, 26, 27, 28, 29] are an instrumental experimental tool in the quest to understand previously inaccessible aspects of far from equilibrium many-body dynamics.

A major focus of recent theory and experiment has been the unitary time evolution of a system, initially in the ground state, subject to a sudden perturbation [30, 31, 32]. This experimental protocol, known as a quantum quench, can induce long-lived states with properties strikingly different from those of equilibrium states at similar energy scales. In this work, we focus on the quench dynamics of various superconducting models, which is a modern reformulation of the longstanding problem of nonequilibrium superconductivity in the collisionless regime [33, 34, 35, 36]. A canonical result is that the infinitesimal perturbation of a Bardeen-Cooper-Schrieffer (BCS) s-wave superconductor leads to power law oscillatory relaxation of the order parameter amplitude $|\Delta|$ to a constant value [35].
Decades later, it was discovered that larger deviations could give rise to different dynamical phases identified by the asymptotic behavior of the amplitude of the order parameter \[37, 38, 39, 40, 41, 42, 43, 44\]. Consider the dynamics of \(\Delta\) after quenches of the coupling \(g\) in various superconducting models. When the final coupling \(g_f\) is small enough, \(\Delta\) vanishes rapidly in time; this behavior characterizes what we call Phase I. For intermediate \(g_f\), \(|\Delta|\) exhibits oscillatory power law decay to a nonzero constant (Phase II). For larger \(g_f\), \(|\Delta|\) exhibits persistent periodic oscillations (Phase III) – a nonlinear manifestation of what is known in the literature as the Higgs or amplitude mode \[45, 46, 47, 48, 49, 50, 51, 52\].

The exact quantum quench phase diagrams of the \(s\)-wave superconductor were eventually constructed using a sophisticated analytical method that relies on the model’s integrability \[53\]. It turns out that the integrable \(p + ip\) topological superconductor exhibits the same three phases, and similar analytical tools lead to the construction of its phase diagrams \[54\]. Thus, there may appear to be some profound connection between integrability and these three dynamical phases, but nonintegrable models also have Phases I and II \[45, 40, 55, 56, 57\] and Phase III-like behavior is thought to persist in some nonintegrable models as well. On the other hand, the existence of Phase III in such models has not been convincingly established beyond the linear regime and aspects of quench dynamics unique to the nonintegrable case have not been explored.

Overall, the description of these nonequilibrium dynamical phases lacks a unifying mechanism applicable to finite quenches of nonintegrable pairing models. Here we present an in-depth study of the nonequilibrium phases of various nonintegrable superconducting models with and without spin-orbit coupling. A common feature of models we consider is that the order parameter takes the form of a single complex number. We establish that Phase III persists when integrability is broken \[58\] and give strong numerical evidence that the persistent oscillations are always elliptic, which generalizes the known behavior of integrable models \[37, 53, 54\].
Although the integrable and nonintegrable phenomenology are similar, we find that integrability breaking has profound consequences. Unique to nonintegrable models is an extremely long relaxation time scale $\tau$ which diverges as one approaches integrable points and is most prominent in quenches to Phase III. One must analyze dynamics beyond $\tau$ to truly observe Phase III, which has not been done in other studies. As illustrated in Fig. 2.1 for $t < \tau$, $|\Delta|$ may oscillate with several frequencies and a slowly evolving amplitude, both of which undermine naive analyses restricted to $t < \tau$. One may incorrectly conclude from the transient dynamics that the asymptotic nonequilibrium phase has several undamped frequencies, or that $|\Delta|$ is oscillating periodically while in fact the amplitude is still changing. Nonintegrable Phase III oscillations further require comparatively more elaborate elliptic functions to describe the oscillations.

To complicate the picture even further, certain quantum quenches of nonintegrable pairing models genuinely do not fit into any of the Phases I, II and III. Here the asymptotic $|\Delta|$ is truly quasiperiodic, leading us to conclude that there are regions of quasiperiodicity – a new Phase IV – in the quantum quench phase diagrams of these models.

Another consequence of integrability breaking arises in the analytical description of the three nonequilibrium phases. In the integrable case, there is a dynamical reduction in the number of degrees of freedom of the system [53, 54] such that Phases I, II and III correspond to an effective classical spin Hamiltonian with 0, 1 and 2 spins, respectively. Phase III in the general case, however, does not admit such a 2-spin representation. As a surrogate to this analytical method, we propose a stability analysis of Phases I and II that applies generally to finite quenches. The stability analysis is based on linearizing around the asymptotic solutions to the equations of motion in each of the phases. We can then nonperturbatively determine the phase I-II boundary as well as the phase II-III boundary in nonintegrable pairing models. Finally, we return to Phase III and argue that the self-consistency condition (gap equation) is responsible not only for the existence of persistent periodic oscillations of $|\Delta|$, but also for selecting elliptic functions amongst all possible periodic functions.
Figure 2.1: Illustration of the large time scale \( \tau \) that emerges in Phase III quenches \( g_i \to g_f \) of nonintegrable pairing models. In all plots, the equilibrium gap corresponding to the initial coupling \( g_i \) is \( \Delta_{0i} = 1.33 \times 10^{-3}W \), while that for the final coupling \( g_f \) is \( \Delta_{0f} = 0.4W \), and we took \( N = 2 \times 10^5 \) equally spaced single-particle energy levels on the interval \([-W/2, W/2]\). The lines in the plots on the right are the local minima and maxima of the oscillations. In terms of the single-particle level spacing \( \delta \), the evolution in the right column goes out to \( t_{\text{max}} = 0.94\delta^{-1} \). In (a) and (b), we see that the persistent elliptic oscillations in the integrable s-wave case stabilize after a small number of oscillations. In (c) and (d), the amplitude of the oscillations takes roughly a thousand times longer to stop changing. In (e) and (f), integrability is strongly broken and it is not even clear whether the oscillations stabilize to a constant amplitude. The nonintegrable model used was the separable BCS model (2.9) with \( f(\varepsilon) \) from Eq. (2.23). The nearly integrable version uses \( \gamma = W \), while the far from integrable one has \( \gamma = 1.33 \times 10^{-2}W \).
2 Models and pseudospin representation

In this paper, we consider quantum quenches in two types of nonintegrable pairing models

\[ \hat{H}_f = \sum_{j, \lambda} \varepsilon_j \hat{c}_{j, \lambda}^\dagger \hat{c}_{j, \lambda} - \frac{1}{g} \hat{\Delta}^\dagger \hat{\Delta}, \quad \hat{\Delta} = g \sum_j f_j \hat{c}_{j} \hat{c}_{j}^\dagger, \]

\[ \hat{H}_{so} = \sum_{kab} \left( (\varepsilon_k \delta_{ab} - h \sigma_z^{k}) + \alpha (k_y \sigma_x^{k} - k_x \sigma_y^{k}) \right) \hat{c}_{k \sigma a}^\dagger \hat{c}_{k \sigma b} - \frac{1}{g} \hat{\Delta}^\dagger \hat{\Delta}, \quad \hat{\Delta} = g \sum_k \hat{c}_{-k \downarrow} \hat{c}_{k \uparrow}. \]

(2.1)

The Hamiltonian \( \hat{H}_f \) is a separable BCS Hamiltonian where the \( \varepsilon_j \) are \( N \) single-particle energy levels, \( \hat{c}_{j, \lambda}^\dagger (\hat{c}_{j, \lambda}) \) is a fermion creation (annihilation) operator for an electron with energy \( \varepsilon_j \) and spin index \( \lambda \), \( g > 0 \) is the pairing interaction strength and \( f_j \equiv f(\varepsilon_j) \) is a generic function of \( \varepsilon_j \). The Hamiltonian \( \hat{H}_{so} \) describes a 2D topological spin-orbit coupled superconductor with s-wave interactions \[59\] \[60\]. Here \( \mathbf{k} = (k_x, k_y) \) is a two-dimensional momentum vector, \( \sigma^j \) are Pauli matrices, \( h \) is a Zeeman field and \( \alpha \) is the Rashba spin-orbit coupling. We will take the density of states to be constant for both models, which is the case in 2D or at weak coupling, so that the single-particle energy levels are distributed uniformly on an interval of length \( W \), called the bandwidth.

Apart from certain choices of \( f(x) \), the separable BCS Hamiltonian \( \hat{H}_f \) is a toy model for breaking integrability. The choice of \( f^2(x) = C_1 + C_2 x \) produces a quantum integrable Hamiltonian \[61\] \[62\]; for example, \( f(x) = 1 \) and \( f(x) = \sqrt{x} \) correspond to the s-wave \[39\] and \( p + i p \) \[63\] \[64\] BCS models, respectively. A notable nonintegrable case is the \( d + id \) model \[65\], where \( f(x) = x \). The spin-orbit Hamiltonian \( \hat{H}_{so} \), on the other hand, can be realized with cold Fermi gases \[66\] \[67\] \[68\] \[69\] \[70\] \[71\] \[72\] \[73\] \[74\] \[75\].

As both Hamiltonians in Eq. (2.1) have infinite range interactions, the mean-field approximation is expected to be exact in the thermodynamic (\( N \rightarrow \infty \)) limit. We therefore replace 2-body operators as follows \( \hat{c}^\dagger \hat{c}^\dagger \hat{c} \hat{c} \approx \langle \hat{c}^\dagger \hat{c}^\dagger \rangle \hat{c} \hat{c} + \hat{c}^\dagger \hat{c}^\dagger \langle \hat{c} \hat{c} \rangle - \langle \hat{c}^\dagger \hat{c}^\dagger \rangle \langle \hat{c} \hat{c} \rangle \) in the equations.
of motion. We also diagonalize the noninteracting part of $\hat{H}_{so}$ through a unitary transformation $U_k$ which is detailed in Appendix A. Up to additive constants, the effective mean-field Hamiltonians of Eq. (2.1) are

$$
\hat{H}_f = \sum_{j\lambda=\uparrow\downarrow} \varepsilon_j \hat{c}^\dagger_{j\lambda} \hat{c}_{j\lambda} - \sum_{j} f_j \left[ \Delta^* \hat{c}^\dagger_{j\lambda} \hat{c}_{j\lambda} + h.c. \right],
$$

$$
\hat{H}_{so} = \sum_{k\lambda=\pm} \varepsilon_{k\lambda} \hat{a}^\dagger_{k\lambda} \hat{a}_{k\lambda} - \left( \frac{\Delta}{2} \sum_{k\lambda} e^{-i\theta_k} \left[ \lambda \sin \phi_k \hat{a}_{k\lambda} \hat{a}^\dagger_{-k\lambda} + \cos \phi_k \hat{a}^\dagger_{-k\lambda} \hat{a}_{k\lambda} \right] + h.c. \right) \quad (2.2)
$$

The new parameters in $\hat{H}_{so}$ are

$$
\cos \phi_k = \frac{h}{R_k}, \quad \sin \phi_k = \frac{\alpha_k R_k}{\sqrt{h^2 + \alpha^2 k^2}},
$$

$$
R_k = \sqrt{h^2 + \alpha^2 k^2}, \quad \varepsilon_{k\lambda} = \varepsilon_k - \lambda R_k, \quad \lambda = \pm, \quad \bar{\lambda} = -\lambda,
$$

$$
k = k_x + i k_y = k e^{i\theta_k}. \quad (2.3)
$$

Note that both $\alpha = 0$ and $h = 0$ correspond to integrable points of the spin-orbit model; in both cases, $\hat{H}_{so}$ becomes a Hamiltonian for two bands of independent $s$-wave BCS models. Most importantly, the mean-field order parameters $\Delta \equiv \Delta(t)$ are defined in terms of expectation values

$$
\Delta = g \sum_{j} f_j \langle \hat{c}^\dagger_{j\lambda} \hat{c}_{j\lambda} \rangle,
$$

$$
\Delta = \frac{g}{2} \sum_{k\lambda=\pm} \langle \hat{a}^\dagger_{-k\lambda} \hat{a}_{k\lambda} \rangle \quad (2.4)
$$

for their respective models.

We will discuss the mean-field dynamics generated by Hamiltonians (2.2) in terms of Anderson pseudospins $\hat{s}_j = (\hat{s}^x_j, \hat{s}^y_j, \hat{s}^z_j)$ which will allow for intuitive visualizations of the
dynamics of different nonequilibrium phases. The transformation from fermions to pseudospins is given by

\[ \hat{s}^-_j = \hat{s}^x_j - i \hat{s}^y_j = \hat{c}_{j\uparrow} \hat{\epsilon}_{j\uparrow}, \quad \hat{s}^z_j = \frac{1}{2} (\hat{c}_{j\uparrow}^\dagger \hat{\epsilon}_{j\uparrow} + \hat{\epsilon}_{j\uparrow}^\dagger \hat{c}_{j\uparrow} - 1). \] (2.5)

In the spin-orbit case the pseudospin representation requires an additional set of auxiliary variables. For the sake of brevity, we relegate the derivations of the pseudospin equations of motion to Appendix A and simply state them here.

In the mean-field equations of motion that follow, \( \mathbf{s} = \langle \hat{\mathbf{s}} \rangle \) are to be understood as classical variables satisfying the angular momentum Poisson brackets \( \{ s^a_j, s^b_k \} = -\delta_{jk} \epsilon_{abc} s^c_j \).

In the separable BCS model, we have

\[ \dot{s}_j = b_j \times s_j, \quad b_j = (-2 f_j \Delta_x, -2 f_j \Delta_y, 2 \varepsilon_j), \] (2.6)

where self-consistency requires

\[ \Delta = g \sum_j f_j s^-_j = \Delta_x - i \Delta_y. \] (2.7)

The spin-length \( s_j = 1/2 \) is conserved by Eqs. (2.6), which together with Eq. (2.7) are the equations of motion of the following classical spin Hamiltonian:

\[ H_f = \sum_j 2 \varepsilon_j s^z_j - g \sum_{j,k} f_j f_k s^+_j s^-_k \]
\[ = \sum_j 2 \varepsilon_j s^z_j - |\Delta|^2 / g. \] (2.8)

Note that without loss of generality, we can choose \( f_j \) to be real and nonnegative as we have done above. Indeed, let \( f_j = |f_j| e^{-i \theta_j} \) be general complex numbers and

\[ H_f = \sum_j 2 \varepsilon_j s^z_j - g \sum_{j,k} f_j f_k^* s^+_j s^-_k. \] (2.9)
We redefine the spins by making local rotations around the z-axis, \( s_j^− \rightarrow s_j^− e^{-iθ_j} \). In terms of the new spins the Hamiltonian becomes

\[
H_f = \sum_j 2\varepsilon_j s_j^z - g \sum_{j,k} |f_j||f_k|s_j^+ s_k^-, \tag{2.10}
\]

and the order parameter is \( ∆ = \sum_j |f_j|s_j^− \). This transformation does not affect spin (angular momentum) Poisson brackets and therefore the equations of motion retain their form. We thus arrive at the same problem only with \( f_j \rightarrow |f_j| \).

We use capital letters \( S_{kλ} \) to denote the classical pseudospins in the spin-orbit model and must introduce (see Appendix A) a set of auxiliary variables: the scalars \( T_k \) and vectors \( L_{k±} \), where \( L_{k+} \) and \( L_{k−} \) differ only in sign of the z-component. The equations of motion are

\[
\begin{align*}
\dot{S}_{kλ} &= B_{kλ} \times S_{kλ} + m_k \times L_{kλ} - m_k T_k, \\
\dot{L}^x_{kλ} &= -2\varepsilon_k L^y_{kλ} + \frac{m_k}{2} [S^x_{k+} + S^x_{k−}] + B^x_{kλ} T_k, \\
\dot{L}^y_{kλ} &= 2\varepsilon_k L^x_{kλ} - \frac{m_k}{2} [S^y_{k+} + S^y_{k−}] + B^y_{kλ} T_k, \\
\dot{L}^z_{kλ} &= -2R_k Λ T_k + \frac{m_k}{2} [S^y_{kλ} - S^y_{kλ}] - \frac{m_k}{2} [S^x_{kλ} - S^x_{kλ}], \\
\dot{T}_k &= 2R_k L^x_{k+} - B^x_{k+} L^x_{k+} - B^y_{k+} L^y_{k+} + \\
& \quad + \frac{1}{2} m_k \cdot [S_{k+} + S_{k−}],
\end{align*}
\]

(2.11)

where the momentum dependent fields \( B_{kλ} \) and \( m_k \) are defined in terms of the order parameter \( ∆ \)

\[
∆ = \frac{g}{2} \sum_{kλ} \left[ \sin φ_k S_{kλ}^− + \cos φ_k L_{kλ}^− \right]
\]

\[
= ∆_x - i∆_y, \tag{2.12}
\]

\( B_{kλ} = (-2 \sin φ_k ∆_x, -2 \sin φ_k ∆_y, 2\varepsilon_{kλ}), \)

\( m_k = (-2 \cos φ_k ∆_x, -2 \cos φ_k ∆_y, 0). \)
The first of these equations is the self-consistency relationship for the spin-orbit model. The equation for $\hat{S}_{k\lambda}$ in Eq. (2.11) corrects an error in a previous paper [56], which is missing the last term. For each $k$, there is a conserved quantity analogous to pseudospin length

$$N_k^2 = 2T_k^2 + \sum_{\lambda} \left[ S_{k\lambda}^2 + L_{k\lambda}^2 \right] = \frac{1}{4}.$$  

(2.13)

Similar to Eq. (2.8), the classical spin-orbit Hamiltonian in pseudospin notation has a simple and compact expression

$$H_{so} = \sum_{k\lambda} 2\varepsilon_{k\lambda} S_{k\lambda}^z - 2|\Delta|^2/g.$$  

(2.14)

Because of the simple relationship connecting $L_{k+}$ to $L_{k-}$, each momentum vector $k$ corresponds to ten dynamical variables ($S_{k+}, S_{k-}, L_{k+}, T_k$) constrained by Eq. (2.13). Note that $T_k$ and $L_{k\lambda}^z$ do not appear in (2.14), but as discussed in Appendix A, they are necessary for the closure of the equations of motion. From now on we simplify notation to $L_k \equiv L_{k+}$ and define the 10-dimensional vector $\Gamma_k \equiv (S_{k+}, S_{k-}, L_k, T_k)$.

Finally, the conservation of the total number of fermions $N_f$ in each model corresponds to the conservation of total $z$-component in the pseudospin language

$$N_f = \sum_j (2s_j^z + 1),$$  

(2.15)

for the separable BCS model and

$$N_f = \sum_{k\lambda} \left( S_{k\lambda}^2 + \frac{1}{2} \right),$$  

(2.16)

for the spin-orbit model.
3 Main results

The main purpose of this work is to compare the nonequilibrium phases of quenches from the ground state of nonintegrable pairing Hamiltonians, such as those in Eq. (2.1), to those of the integrable s-wave [53] and p-wave [54] models. Some qualitative aspects of the primary phases are independent of integrability insofar as the squared modulus of the order parameter $\Delta$ may exhibit any of three distinct asymptotic behaviors in the continuum limit: it can relax to zero (Phase I), relax to a nonzero constant value (Phase II), or display persistent periodic elliptic oscillations (Phase III).

We first show the existence of these three phases in Sects. 5.1-5.3 through direct numerical simulation of the dynamics. In Sect. 5.2 we present a stability analysis of the phases of the separable BCS models which leads to conditions for nonequilibrium phase transitions. The stability analysis applied to integrable cases reduces to the known results that relied on exact solvability [54, 53]. Our analysis provides a physical explanation for the transitions in terms of the frequencies of linearized perturbations $\delta \Delta(t)$ of the asymptotic $\Delta$. The transition from Phase I to Phase II occurs through an exponential instability characterized by a pair of conjugate imaginary frequencies in the linearization spectrum, while that of Phase II to III occurs either when small harmonic oscillations fail to dephase or when an exponential instability occurs.

The appearance of some or all of Phases I-III in nonintegrable models suggests an underlying universality to quench dynamics, but we show that the story is less straightforward. One the one hand, these phases are understood in the integrable cases [53, 54]. There is a dynamical reduction of the number of effective degrees of freedom, so that at large times the dynamics are governed by a Hamiltonian of the same form, but which has just a few collective degrees of freedom. The three phases correspond to 0, 1 or 2 effective spins for each phase, respectively. On the other hand, the nonintegrable dynamics admit no known
analogous reduction because the 2-spin solutions to the equations of motion do not reproduce the observed asymptotic behavior of $\Delta$ in Phase III. If such a reducing “flow” in time of the Hamiltonian occurs in the nonintegrable case, then the form of the Hamiltonian itself must change. For specifics on this latter point, see Appendix C.

Importantly, nonintegrable pairing models also display dynamics markedly different from those in the main three phases. We illustrate this behavior with two examples in Sect. 7 – one for the spin-orbit Hamiltonian and one for a particle-hole symmetric separable BCS Hamiltonian – where the magnitude of the order parameter oscillates quasiperiodically. We interpret this observation as an indication of a new quasiperiodic phase (Phase IV) unique to quantum quench phase diagrams of these models.

More subtle details of the dynamics in the main three phases change drastically once integrability is broken. We show in Sect. 5.3 that nonintegrable models take an extremely long time to relax to Phase III. This time scale is absent in the integrable case, yet it diverges when one approaches the integrable limit. One must take this time scale into account when studying Phase III on the basis of numerical simulation alone. For example, in the weak coupling regime, the nonintegrable $d + id$ model may appear to quickly enter Phase III [76] while in fact the minima of $|\Delta|$ oscillations have not converged to a fixed value. The further into the weak coupling regime one explores, the longer the relaxation time. Quenches outside of weak coupling have faster dynamics, but exhibit behavior that markedly contrasts with Phase III, and above a certain energy threshold the asymptotic state collapses rapidly to Phase II. This long relaxation time is typical in the nonintegrable case.

Despite these consequences of breaking integrability, our mixed strategy of simulation and stability analysis applies to the two rather different classes of nonintegrable pairing models found in Eq. (2.1). The separable BCS permits a standard Anderson pseudospin representation and is a single band model, while the spin-orbit model requires an expanded pseudospin representation, has multiple bands and a topological quantum phase transition.
Yet both models have a single complex order parameter, which we believe is the essential characteristic that leads to the three phases.

The self-consistency relationship \( (2.7) \) for the order parameter is central to both our stability analysis of Phases I and II in Sect. 5.2 and our investigations of Phase III in Sect. 6. In the former case, the frequencies of harmonic perturbations of a given nonequilibrium phase are constrained by the self-consistency requirement. As for Phase III, we show in Sect. 6 that there is always a periodic solution to the spin equations of motion when \( \Delta(t) \) is periodic, and that the general spin solution precesses around the periodic one. We then argue through numerical examples that further imposing the self-consistency requirement on \( \Delta(t) \) selects elliptic functions amongst all possible periodic \( \Delta(t) \).

4 Ground state and quench protocol

In a quantum quench, we prepare the system in the ground state with an initial order parameter \( \Delta = \Delta_0 e^{-2i\mu t} \), which corresponds to system parameters such as the interaction strength \( g \), the equilibrium chemical potential \( \mu \), the magnetic field \( h \) and the spin-orbit strength \( \alpha \). The amplitude \( \Delta_0 \) is constant in the ground state. At time \( t = 0 \), we suddenly change one of these parameters, which throws the system out of equilibrium. In the separable BCS model we will consider quenches \( g_i \to g_f \), but we will label the initial and final states by the coordinates \( \Delta_{0i} = \Delta_0(g_i) \) and \( \Delta_{0f} = \Delta_0(g_f) \). In the spin-orbit model, we will consider quenches of the magnetic field \( h_i \to h_f \). The fermion number \( N_f \) is fixed across the quench in both cases, which implies that the equilibrium chemical potential \( \mu \) changes with \( h \).

For a given \( \Delta_0 \) and \( \mu \), we express the ground state configuration of the separable BCS model in a frame that rotates around the z-axis with frequency \( 2\mu \). We then orient each \( s_j \)
against the magnetic field \( b_j \), the z-component of which is shifted by \( 2\mu \),

\[
\begin{align*}
    s_{j0}^- &= \frac{f_j \Delta_0}{2E_j}, & s_{j0}^z &= -\frac{\varepsilon_j - \mu}{2E_j}, \\
    E_j(\Delta) &= \sqrt{(\varepsilon_j - \mu)^2 + f_j^2(\varepsilon_j)|\Delta|^2}.
\end{align*}
\]

(2.17)

The relationship between \( \Delta_0 \), \( g \), \( N_f \) and \( \mu \) obtains from the application of the definition of \( \Delta \) in (2.7) to (2.15) and the configuration in (2.17),

\[
\frac{1}{g} = \sum_j \frac{f_j^2}{2E_j}, \quad N_f = \sum_j \left( 1 - \frac{\varepsilon_j - \mu}{E_j} \right)
\]

(2.18)

We will assert without loss of generality that \( \Delta_{0i} \) is real in both models, which can always be achieved by a time-independent rotation in the \( xy \)-plane in pseudospin space.

Unless otherwise stated, we will simplify the analysis of the separable BCS model by restricting ourselves to cases where the order parameter \( \Delta \) remains real for all time, i.e., \( \Delta_y(t) = 0 \). To achieve this, we will consider the particle-hole symmetric case where the energies \( \varepsilon_j \) are symmetrically distributed around the chemical potential \( \mu \), which is set to zero without loss of generality. We will also only consider even functions \( f(x) = f(-x) \).

Under these conditions, any initial spin configuration that satisfies the symmetry conditions \( s^z(\varepsilon_j) = -s^z(-\varepsilon_j) \), \( s^+(\varepsilon_j) = s^-(-\varepsilon_j) \), as does the ground state (2.17), will do so for all time. This fact can be verified with the equations of motion (2.6) by considering time derivatives of quantities such as \( s^z(\varepsilon_j) + s^z(-\varepsilon_j) \), which vanish under the aforementioned assumptions. We will not use particle-hole symmetry in the \( d + id \) model, where \( f(x) = x \) and \( \varepsilon_j \) will be distributed on a positive interval. Further, Eqs. (2.6) and (2.7) are invariant under the time-reversal transformation

\[
\begin{align*}
    s_j^z(t) &\to s_j^z(-t), & s_j^+(t) &\to s_j^+(-t), \\
    \Delta(t) &\to \Delta^*(-t).
\end{align*}
\]

(2.19)

Since the initial conditions (2.17) at \( t = 0 \) also have this property, it holds at all times.
The ground state of the spin-orbit model is less obvious [56]

\[
S_{k\lambda 0} = \frac{\Delta_0 \sin \phi_k}{D_k} \left[ \Delta_0^2 + \xi_{k\lambda}^2 + E_{k+} + E_{k-} \right],
\]

\[
S_{k\lambda 0}' = -\frac{1}{D_k} \left[ \xi_{k\lambda}(E_{k+} + E_{k-} + \xi_{k\lambda}^2 + \Delta_0^2 \sin^2 \phi_k) + \Delta_0^2 \cos^2 \phi_k \xi_{k\lambda} \right],
\]

\[
L_x = \frac{\Delta_0 \cos \phi_k}{D_k} \left[ \Delta_0^2 + \xi_{k+} + \xi_{k-} + E_{k+} + E_{k-} \right],
\]

\[
L'_{k0} = \frac{1}{D_k} \left[ 2R_k \Delta_0^2 \cos \phi_k \sin \phi_k \right],
\]

\[
L_{k0} = \frac{2}{D_k} \left[ 2R_k \Delta_0^2 \cos \phi_k \sin \phi_k \right],
\]

\[
E_{k\lambda}(\Delta) = \left[ \xi_k^2 + \Delta^2 + R_k^2 - 2R_k \xi_k \sqrt{\xi_k^2 + \cos^2 \phi_k \Delta^2} \right]^{1/2},
\]

\[
D_k = 2E_{k+}E_{k-}(E_{k+} + E_{k-}),
\]

while \( S_{k\lambda 0}' = L_{k0}' = T_{k0} = 0 \). The corresponding self-consistent equation relating \( \Delta_0 \) to \( g \) is

\[
\frac{2}{g} = \sum_{k\lambda} \frac{E_{k+} + E_{k-} + \Delta_0^2 + \sin^2 \phi_k \xi_{k\lambda}^2 + \cos^2 \phi_k \xi_{k\lambda} \xi_{k\bar{\lambda}}}{2E_{k+}E_{k-}(E_{k+} + E_{k-})},
\]

(2.21)

The quantities \( 2E_j(\Delta) \) and \( 2E_{k\lambda}(\Delta) \) in (2.17) and (2.20) are the excitation energies obtained by diagonalization of the quadratic mean-field Hamiltonians in Eqs. (2.2) at a given \( \Delta \).

For given values of \( g, N_f, \alpha \) and \( h \), one can simultaneously solve Eq. (2.16) and Eq. (2.21) using the ground state configurations to obtain the corresponding equilibrium chemical potential \( \mu \) and ground state gap \( \Delta_0 \). As the ground state is rotationally symmetric in \( k \), and the equations of motion preserve this symmetry, in our numerics we always replace sums over momenta with sums over energies with a flat density of states \( \sum_k \rightarrow \sum_\epsilon \). The level spacing \( \delta \) is related to the number of spins \( N \) and the bandwidth \( W \) through

\[
\delta = \frac{W}{N-1}.
\]

(2.22)
Formally, in 2D this means $N - 1 = \frac{W}{2\pi} A$, where $A$ is the physical area of the system. Fig. 2.2 shows an example of the relationship between different parameters for the spin-orbit model.

5 Simulations of nonequilibrium phases and stability analysis

Now we numerically simulate the equations of motion (2.6) and (2.11) and plot the behavior of $\Delta(t)$ for each of the three phases in Sects. 5.1 and 5.3. In Sect. 5.3, we also characterize the long time scale of nonintegrable models in Phase III. In Sect. 5.2, we introduce a stability analysis for Phases I and II that gives the conditions under which a nonequilibrium phase transition occurs.

We will consider several integrability-breaking functions for $f(\varepsilon)$, which appears in the separable BCS equations of motion Eq. (2.6). All $f(\varepsilon)$ considered here will be even functions, and as we discuss in Sect. 5.2, the particular form of $f(\varepsilon)$ affects which phases occur. With this in mind, we consider the “Lorentzian” coupling:

$$f_{\text{lor}}(\varepsilon, \gamma) = \frac{\gamma}{\sqrt{\gamma^2 + \varepsilon^2}}, \quad (2.23)$$

the “sine” coupling,

$$f_{\text{sin}}(\varepsilon, \gamma) = 1 + \sin^2(\varepsilon/\gamma), \quad (2.24)$$

and the “cube root” coupling,

$$f_{\text{cub}}(\varepsilon, \gamma) = \frac{(\gamma^3 + |\varepsilon|^3)^{1/3}}{\gamma}. \quad (2.25)$$

The parameter $\gamma$ is fixed for any particular Hamiltonian, and it characterizes how strongly integrability is broken. For $\gamma \gtrsim W$, we have $f(\varepsilon, \gamma) \sim 1$ in all three cases, which we consider to be “nearly integrable”. For $\gamma \ll W$, integrability is strongly broken.
Figure 2.2: Ground state order parameter $\Delta_0$, chemical potential $\mu$ and $E_{\text{gap}} = E_{k=0,+] = (\sqrt{\Delta_0^2 + \mu^2} - h)^2$ as functions of the external field $h$ in the spin-orbit model. One simultaneously solves the fermion number equation (2.16) and the self-consistency relationship Eq. (2.21) with the ground state configuration (2.20). The vanishing of $E_{\text{gap}}$ corresponds to a topological quantum phase transition. The number of fermions is $N_f = 0.65N$, where $N$ is the number of spins. We express energies in units of the bandwidth $W$, including the spin-orbit coupling $\alpha^2 = 0.1W$, the level spacing $\delta = W/(N-1)$, and the BCS coupling $g = 0.9\delta$. The Fermi energy in these units is $\varepsilon_F = \frac{W}{2N}N_f = 0.325W$. These spin-orbit model parameters remain the same for the remainder of this work, up to adjusting the value of $N$. We do not consider a similar plot for the separable BCS model because in the particle-hole symmetric case considered, the fermion number $N_f = N$ and thus $\mu = 0$.
We control for finite size effects in our simulations by increasing \( N \) until \( \Delta(t) \) in the time window of interest no longer changes when \( N \) is doubled. In practice, we find that finite size effects become significant at times \( t > t_{fs} \), where

\[
t_{fs} \approx \frac{1}{\delta} = \frac{N - 1}{W},
\]

is the inverse single-particle level spacing, see also Ref. [53]. To observe the asymptotic dynamics, \( N \) has to be sufficiently large, so that the relaxation time \( \tau < t_{fs} \).

5.1 Phases I and II

Figs. 2.3-2.5 contain examples of Phase I and Phase II quenches in both the separable BCS and spin-orbit models. To heuristically understand the emergence of these two phases, one can insert the prescribed behavior of \( \Delta \) into the equations of motion (2.6) and (2.11). This examination of the asymptotic solutions to the equations of motion in each phase will be important for the stability analyses of Sect. 5.2.

The following applies to the separable BCS models in the particle-hole symmetric limit, but the analysis is analogous when this symmetry is broken and in the spin-orbit case. In Phase I, we set \( \Delta \) to zero

\[
\begin{align*}
\dot{s}_j^x &= 0, \\
\dot{s}_j^x &= -2\varepsilon_j s_j^y, \\
\dot{s}_j^y &= 2\varepsilon_j s_j^x.
\end{align*}
\]

(2.27)

The most general solution that conserves both \( s_j^x = 1/4 \) and the time-reversal symmetry
Figure 2.3: Examples of Phase I quenches for separable BCS models. The equilibrium gaps $\Delta_{0i}$, $\Delta_{0f}$ and integrability breaking parameter $\gamma$ are given in units of the bandwidth $W$, and there are $N = 5 \times 10^4$ (a) and $N = 2 \times 10^5$ (b) spins. The initial rapid decay of $\Delta$ is shown, but out of caution one must simulate to longer times (still smaller than the inverse level spacing) in order to verify that the phase is indeed stable.
Figure 2.4: Quenches in the spin-orbit model that lead to (a) Phase I and (b) Phase II. Here the number of single-particle energies is $N = 10^4$, and all other parameters are the same as given in the caption of Fig. 2.2.
Figure 2.5: Examples of Phase II quenches for separable BCS models. In (a) \( N = 2 \times 10^5 \) spins, and the quench from \( \Delta_{0i} = 0.15W \) is close to the Phase I-II boundary. In (b), \( N = 5 \times 10^4 \). The oscillatory power law decay to a constant value takes a rather long time, and we have verified out to \( t\delta = 2 \) in (a) and \( t\delta = 0.5 \) in (b) that the amplitude of the oscillations is indeed decreasing to zero with power-law decay. In both plots, \( \Delta_0 \) and \( \gamma \) are expressed in units of the bandwidth.
(2.19) is

\[ s_j^z = z_j, \]
\[ s_j^x = x_j \cos(2\varepsilon_j t), \]
\[ s_j^y = x_j \sin(2\varepsilon_j t), \]
\[ z_j^2 = 1/4 - x_j^2, \]

where \( z_j \) is the Phase I steady state spin-profile. In order for (2.28) to make sense as a solution to the actual equations of motion, Eq. (2.7) must hold, i.e., we must have that \( \Delta = g_j \sum_j f_j s_j \) equals zero, which is called the self-consistency condition. Strictly speaking, the solution (2.28) violates the self-consistency condition

\[ \Delta = g_j \sum_j f_j x_j \cos(2\varepsilon_j t) \neq 0, \]

but as the number of single-particle energies \( N \) goes to infinity, i.e., in the continuum limit when the sum in Eq. (2.29) turns into an integral, \( \Delta \) from Eq. (2.29) vanishes through dephasing for \( 1 \ll t \ll 1/\delta = (N - 1)/W \). This description is invalid for \( t \sim N/W \). In this sense, we refer to the solution (2.28) as asymptotically self-consistent, which is a concept we will often use in the remainder of this paper.

Let us now replace \( \Delta \) with \( \Delta_x \neq 0 \) in Eq. (2.6) to examine the asymptotic solutions corresponding to Phase II

\[ \dot{s}_j^z = -2f_j s_j^y \Delta_x, \]
\[ \dot{s}_j^x = -2\varepsilon_j s_j^y, \]
\[ \dot{s}_j^y = 2\varepsilon_j s_j^x + 2f_j s_j^z \Delta_x. \]
The solution which preserves spin length and the time-reversal symmetry is then

\[ s_j^z = Z_j + \zeta_j \cos(b_j t), \]
\[ s_j^x = -f_j \Delta_x Z_j + \frac{\varepsilon_j}{f_j \Delta_x} \zeta_j \cos(b_j t), \]
\[ s_j^y = \frac{b_j}{2f_j \Delta_x} \zeta_j \sin(b_j t), \]

(2.31)

where \( Z_j \) is the Phase II steady state spin profile, which, along with \( \Delta_x \), determines the other constants

\[ b_j = 2 \sqrt{\frac{\varepsilon_j^2}{f_j^2} + \frac{\Delta_x^2}{f_j}}, \]
\[ \zeta_j^2 = \frac{f_j^2 \Delta_x^2}{b_j^2} - \frac{f_j^2 \Delta_x^2}{\varepsilon_j^2} Z_j^2. \]

(2.32)

The solution (2.31) must be asymptotically self-consistent, i.e., for \( N \to \infty, \lim_{t \to \infty} \Delta = \Delta_x \), which implies

\[ 1 = -g f \sum_j \frac{f_j^2 Z_j}{\varepsilon_j}, \]

(2.33)

which is the nonequilibrium analogue of the ground state self-consistency requirement (2.18).

5.2 Stability analysis

Now we consider the stability of Phases I and II for the separable BCS model by linearizing the equations of motion (2.27) and (2.30) about the asymptotic states given in (2.28) and (2.31), respectively. The main result is Eq. (2.42), which is the equation for frequencies of linearized perturbations to the asymptotic \( \Delta(t) \) of either Phase I or Phase II. For Phase I, the appearance of a complex conjugate pair of imaginary frequencies signals an exponential instability. For Phase II, a solution \( \omega_0 \) to Eq. (2.42) may enter the band gap, or a complex conjugate pair of frequencies may appear. The former case, which occurs in the integrable
s-wave and $p + ip$ models, signifies a transition to Phase III because the linearized gap $\delta \Delta(t)$ oscillates persistently, i.e., it does not dephase. In Appendix D we show that the nonequilibrium phase transitions predicted by this stability analysis both match and give a physical interpretation to the results obtained in integrable models \cite{53,54} using tools inextricably linked to exact solvability.

Although the final result (2.42) applies generally, we limit the discussion to the particle-hole symmetric case to simplify the presentation. Let $s_j = s_{j0} + \delta s_j$, where $s_{j0}$ is the Phase I asymptotic solution from Eq. (2.28). Neglecting second and higher order terms, the linearized equations for the spin components are

$$
\begin{align*}
\delta \dot{s}_j^z &= -2f_j s_{j0}^y \delta \Delta \\
\delta \dot{s}_j^x &= -2\epsilon_j \delta s_j^y, \\
\delta \dot{s}_j^y &= 2\epsilon_j \delta s_j^x + 2f_j z_j \delta \Delta, \\
\delta \Delta &= g_j \sum_j f_j \delta s_j^z.
\end{align*}
$$

(2.34)

Expanding $s_j(t)$ in Fourier components

$$
\begin{align*}
\delta s_j(t) &= \sum_\omega \delta \tilde{s}_j(\omega) e^{-i\omega t}, \\
\delta \Delta &= \sum_\omega \delta \tilde{\Delta}(\omega) e^{-i\omega t},
\end{align*}
$$

(2.35)

and using the Fourier space version of the self-consistency relation in Eq. (2.34), we find the following equation for the allowable frequencies $\omega$

$$
1 = 4g_j \sum_j \frac{f_j^2 \epsilon_j z_j}{\omega^2 - 4\epsilon_j^2}.
$$

(2.36)

The following discussion uses particle-hole symmetry along with the empirical fact that for quenches from the ground state, $z_j \epsilon_j < 0$ in Phase I. Upon inspecting Eq. (2.36), one determines that there are $N/2$ unique $\omega_j^2$, of which all but one lie between consecutive $4\epsilon_j^2$. 


The remaining $\omega_0^2$ is less than the smallest $4 \varepsilon_j^2$, and can therefore be negative. A negative $\omega_0^2$ corresponds to a pair of conjugate imaginary frequencies, and therefore an exponential instability in $\delta s_j$. We thus determine the Phase I boundary in $(\Delta_0, \Delta_0 f)$ space to be those values for which $\omega_0^2$ passes through zero.

The stability analysis for Phase II follows a similar logic. Consider the linearized equations of motion

\[
\delta \dot{s}_j^\pm = -2f_j s_j^\pm \delta \Delta - 2f_j \Delta_\infty \delta s_j^y,
\]

\[
\delta \dot{s}_j^x = -2\varepsilon_j \delta s_j^y,
\]

\[
\delta \dot{s}_j^y = 2\varepsilon_j \delta s_j^x + 2f_j s_j^0 \delta \Delta + 2f_j \Delta_\infty \delta s_j^x,
\]

where now $s_j^0$ is the Phase II asymptotic solution from Eq. (2.31). Again changing to the Fourier basis, we solve for $\delta \tilde{\omega}_j^x(\omega)$ and apply the self-consistency condition for $\delta \tilde{\Delta}(\omega)$, which reads

\[
\delta \tilde{\Delta}(\omega) \left(1 - 4g f \sum_j \frac{\varepsilon_j f_j^2 Z_j}{\omega^2 - b_j^2}\right) =
\frac{2g f}{\omega} \sum_j \varepsilon_j f_j^2 \zeta_j \left(\frac{\delta \tilde{\Delta}(\omega + b_j)}{\omega + b_j} + \frac{\delta \tilde{\Delta}(\omega - b_j)}{\omega - b_j}\right).
\]

Although in principle Eq. (2.38) can be solved numerically with $Z_j$ and $\Delta_\infty$ as input, such an approach is needlessly complex and obscures the mechanism by which Phase II gives way to Phase III. The difficulty presented by Eq. (2.38) stems from the fact that we required exact self-consistency. It turns out that relaxing this requirement to asymptotic self-consistency, defined in Sect. 5.1, suffices to understand the Phase II-III transition.

We return to Eq. (2.37) and solve it in the time domain under the assumption $\delta \Delta(t) = \delta_+ e^{-i\omega_0 t} + \delta_- e^{i\omega_0 t}$. We neglect higher order harmonics because the Phase III oscillations near the II-III boundary are small. Under this ansatz, $\delta s_j^x(t)$ has six frequencies: $\pm \omega_0$ and $\pm \omega_0 \pm b_j$. If $\omega_0$ is a real frequency isolated from the continuum of $b_j$ defined in Eq. (2.32), then the constant $\Delta_\infty$ of Phase II is “unstable” in the sense that oscillatory perturbations
do not dephase. The self-consistent equation for this harmonic $\delta \Delta(t)$ is

$$
1 = 4g_f \sum_j f_j^2 \varepsilon_j Z_j \left( \frac{\omega_0^2 - b_j^2}{\omega_0^2 - b_j^2} \right) + \frac{2g_f}{\omega_0} \sum_j \left( \frac{e^{i b_j t} f_j^2 \varepsilon_j \zeta_j}{\omega_0 - b_j} + [b_j \rightarrow -b_j] \right),
$$

(2.39)

This relation cannot hold for arbitrary $t$, but it will in the continuum limit if we require $\omega_0^2 < b_{\text{min}}^2$ and $t \rightarrow \infty$, which allows the harmonic ansatz to be asymptotically self-consistent due to dephasing. Thus the equation for $\omega_0$, the frequency of a harmonic perturbation to $\Delta_\infty$ in Phase II, is

$$
1 = 4g_f \sum_j f_j^2 \varepsilon_j Z_j \left( \frac{\omega_0^2 - b_j^2}{\omega_0^2 - b_j^2} \right). \tag{2.40}
$$

Eq. (2.40) generalizes the small quench linearization method developed in Ref. [45], which we recover by replacing $Z_j$ of Eq. (2.40) with the z-component spin profile of the $g_i$ ground state. For the Lorentzian coupling, $\omega_0$ lies in the band gap for infinitesimal quenches, so that linearized Phase III oscillations do not decay [45].

In order to understand whether the finite quench dynamics admit such an isolated $\omega_0$, consider the implications of (2.40) combined with (2.33) for the $\Delta_\infty$ of Phase II. We find

$$
\frac{\omega_0^2}{4\Delta_\infty^2} = \frac{I_1(\omega_0^2)}{I_2(\omega_0^2)},
$$

$$
I_1(\omega_0^2) = g_f \sum_j \frac{f_j^4 Z_j}{\varepsilon_j(\omega_0^2 - b_j^2)},
$$

(2.41)

$$
I_2(\omega_0^2) = g_f \sum_j \frac{f_j^2 Z_j}{\varepsilon_j(\omega_0^2 - b_j^2)}.
$$

It helps to analyze (2.41) under the simplifying assumption that $Z_j/\varepsilon_j < 0$, which holds exactly for the integrable s-wave model, and is therefore applicable in the weak-coupling regime ($\Delta_0 i, \Delta_0 f \ll W$) of the general separable case [53]. With this restriction, Eq. (2.40) implies $\omega_0^2$ is real, while Eq. (2.41) requires $\omega_0^2 > 0$, i.e., the allowed frequencies $\omega_0$ are
purely real. We now examine the effect of the function $f_j$ in determining whether solutions $\omega_0^2$ to Eq. (2.41) are isolated from the $b_j^2$ continuum.

If $f_j < f(0)$ for all $j$ and $b_{\text{min}}^2 = 4\Delta_\infty^2$, then Eq. (2.41) has a solution $0 < \omega_0^2 < b_{\text{min}}^2$, and oscillations of $\delta\Delta(t)$ do not dephase. In this scenario, Phase III is the asymptotic state due the presence of persistent periodic oscillations about the Phase II solution. If $f_j < f(0)$ for all $j$ and $b_{\text{min}}^2 < 4\Delta_\infty^2$, then the relationship between $\omega_0^2$ and $b_{\text{min}}^2$ is not immediately obvious from Eq. (2.41). The Lorentzian coupling, where $f_j = \gamma(\gamma^2 + \varepsilon_j^2)^{-1/2}$, allows for both possibilities: If $\Delta_\infty \leq \gamma$, then $b_{\text{min}}^2 = 4\Delta_\infty^2$ and Phase II is not the asymptotic state. If $\Delta_\infty > \gamma$, then $b_{\text{min}}^2 = 4\gamma(2\Delta_\infty - \gamma)$, and we cannot characterize solutions to Eq. (2.41) without detailed knowledge of $Z_j$ and $\Delta_\infty$.

If $f_j \geq f(0)$ for all $j$, then $b_{\text{min}}^2 = 4\Delta_\infty^2$ and we find that solutions $\omega_0^2$ to Eq. (2.41) are not isolated from the $b_j^2$ continuum. In this case, the harmonic ansatz for $\delta\Delta(t)$ is not asymptotically self-consistent, and there are no persistent small oscillations about Phase II. The integrable $s$-wave model is defined by $f_j = f(0) = 1$, in which case $\omega_0^2 = 4\Delta_\infty^2$ is the only solution to Eq. (2.41), which is not isolated. On the other hand, Phase III exists in the $s$-wave case [53]. Therefore, $f_j \geq f(0)$ does not imply that such models will always reach Phase II. Indeed, the relaxation to Phase II is always accompanied by nonperturbative oscillations which persist in the case of Phase III.

Thus, even under the simplifying assumptions of particle-hole symmetry and $Z_j/\varepsilon_j < 0$, the stability analysis of Phase II reveals a variety of possible behaviors in the separable BCS models. The nature of $f(\varepsilon)$ near $\varepsilon = 0$ (the Fermi surface) is especially crucial to determining whether oscillations fully dephase to Phase II – a statement which extends to the non-particle-hole symmetric case in the weak coupling regime.

Upon relaxing the restriction $Z_j/\varepsilon_j < 0$, isolated solutions to Eq. (2.41) can have nonzero imaginary part, thereby allowing for the possibility of exponential instabilities to Phase II solutions (see Fig. 2.10). In the non-particle-hole symmetric case, $\Delta(t) = \Delta_\infty e^{-2i\mu_x t}$ in Phase II, and the equation for the frequencies of harmonic $\delta\Delta(t)$ can be expressed in the
where

\[ \varepsilon_j' \equiv \varepsilon_j - \mu, \quad \tilde{b}_j \equiv 2 \sqrt{\tilde{\varepsilon}_j^2 + f_j^2 \Delta_x^2} \]  

The self-consistency equation for \( \Delta(t) \) in Phase II has the same form as Eq. (2.33), with the substitution \( \varepsilon_j \to \tilde{\varepsilon}_j \). In the particle-hole symmetric limit, \( S_2(\omega_0) = 0 \) and the correct solution to Eq. (2.42) solves Eq. (2.40). In the limit \( \Delta_x \to 0 \), (2.42) is also the stability equation for Phase I. In Appendix D, we show that the Phase I-II and Phase II-III transitions given by (2.42) are identical to those obtained using exact solvability in the integrable \( s \)-wave and \( p + ip \) models.

5.3 Phase III

Universality of elliptic oscillations

The asymptotic Phase III solution is significantly more complicated than its Phase I and Phase II counterparts (2.28) and (2.31). We derive this solution in Sect. 6. Presently we provide evidence that the asymptotic behavior of \( \Delta(t) \) can always be described by Jacobi elliptic functions. Consider first the particle-hole symmetric limit, for which we find

\[ \dot{\Delta}^2(t) = P_4[\Delta(t)], \quad \text{as } t \to \infty, \]  

\[ S_2(\omega_0) = (S_1(\omega_0) - 1)^2 + (S_1(\omega_0) - 1)S_3(\omega_0), \]

\[ S_1(\omega_0) = 4g_f \sum_j \frac{\tilde{\varepsilon}_j f_j^2 Z_j}{\omega_0^2 - \tilde{b}_j^2}, \]

\[ S_2(\omega_0) = 2g_f \omega_0 \sum_j \frac{f_j^2 Z_j}{\omega_0^2 - \tilde{b}_j^2}, \]

\[ S_3(\omega_0) = 4g_f \Delta_x^2 \sum_j \frac{f_j^4 Z_j}{\tilde{\varepsilon}_j (\omega_0^2 - \tilde{b}_j^2)}, \]

\( (2.42) \)
Figure 2.6: The quench in the Lorentzian separable BCS model (blue dots) from Fig. 2.1 (c) and (d) [$\gamma = W$] and the corresponding elliptic function fit (solid red) from Eq. (2.46) with $a \approx 0.868205$, $\Delta^+ \approx 0.941415$, $\Delta^- \approx 0.501511$, $\tilde{\Delta}^+ \approx 0.915740 + 0.002407i$ and $t_0 = 2.801929$. To obtain these parameters, we fit $\Delta$ to Eq. (2.44) and then shift by the appropriate $t_0$. If a fifth order polynomial is used instead of $P_4[\Delta(t)]$, the coefficient of the $\Delta^5$ term is $-6.08 \times 10^{-5}$, providing further evidence that this asymptotic $\Delta(t)$ is indeed an elliptic function. Although only a short time frame is shown, this fit works well for the entire time interval from $t\Delta_{0f} = 10^4$, which is the time scale after which the oscillation amplitude stabilizes, to the times shown. In this fitting procedure, $\Delta$ is given in units of $\Delta_{0f} = 0.4W$ and time is measured in units of $\Delta_{0f}^{-1}$ as pictured. In terms of the level spacing $\delta = 5 \times 10^{-6}W$, the time domain pictured is $0.73125 < t\delta < 0.731688$. 
where $P_4[\Delta(t)]$ is a generic fourth-order polynomial in $\Delta(t)$. Now parametrize $P_4[\Delta(t)]$ as

$$P_4[\Delta(t)] = -a^2(\Delta(t) - \Delta_+)(\Delta(t) - \Delta_-) \times$$

$$\times (\Delta(t) + \tilde{\Delta}_+)(\Delta(t) + \tilde{\Delta}_-),$$

(2.45)

where the real coefficients $\Delta_\pm$ are the maximum and minimum values of $\Delta(t)$, while $\tilde{\Delta}_\pm$ are either complex conjugate or independent real numbers. This parametrization leads to the following solution for $\Delta(t)$

$$\Delta(t) = \frac{\tilde{\Delta}_+(\Delta_+ + \tilde{\Delta}_-)}{\Delta_+ + \Delta_- - (\Delta_+ + \tilde{\Delta}_-) \text{dn}^2[ab(t - t_0), m]} - \tilde{\Delta}_-(\Delta_+ + \tilde{\Delta}_+),$$

$$m = \frac{(\Delta_+ - \Delta_-)(\tilde{\Delta}_+ - \tilde{\Delta}_-)}{(\Delta_+ + \Delta_-)(\Delta_- + \tilde{\Delta}_+)}$$

$$b = \frac{1}{2} \sqrt{(\Delta_+ + \tilde{\Delta}_-)(\Delta_- + \tilde{\Delta}_+)}$$

(2.46)

where $\text{dn}[t, m]$ is the Jacobi-dn function. When particle-hole symmetry does not hold, then one replaces $\Delta(t)$ with $|\Delta(t)|^2$ in Eqs. (2.44)-(2.46). In Figs. 2.6 and 2.7 we show that Phase III oscillations in separable BCS models satisfy Eq. (2.44) and Eq. (2.46), while Fig. 2.8 shows the same for the spin-orbit model.

As a general rule of thumb, most spin-orbit quenches that superficially appear to relax to Phase III really have not. Fig. 2.8 is the result of a thorough search of the parameter space in order to find a true Phase III quench within a computationally achievable time. On the one hand, the final field $h_f$ has to be large enough so as to nonperturbatively break integrability, for small perturbations lead to long relaxation times. On the other hand, the fields cannot be so large as to suppress the equilibrium gap $\Delta_0$ scale, which is the scale of the oscillation frequency. The value of $\alpha$ must also break integrability nonperturbatively, but a larger $\alpha$ also requires a larger number of spins to reach the thermodynamic limit. Finally, it turns out that a smaller Fermi energy relative to the bandwidth promotes a faster relaxation time. We discuss this Phase III relaxation time further in Sect. 5.3 in the context of the separable BCS models.
Figure 2.7: A Phase III quench in a $f(\varepsilon) = \exp[-|\varepsilon|/\gamma]$ separable BCS model (blue dots), where $\gamma = 0.5 W$, $N = 2 \times 10^5$, $\Delta_0 = 0.04 W$, $\Delta_0 f = 0.8 W$. The corresponding elliptic function fit (solid red) from Eq. (2.46) has $a \approx 0.821896$, $\Delta_+ \approx 1.075648$, $\Delta_- \approx 0.566069$, $\Delta_+ = \Delta_- \approx 0.010686 + 1.327633 i$ and $t_0 = 2.131916$. To obtain these parameters, we fit $\Delta$ to Eq. (2.44) and then shift by the appropriate $t_0$. If a fifth order polynomial is used instead of $P_4[\Delta]$, the coefficient of the $\Delta^5$ term is $4.22 \times 10^{-9}$. In this fitting procedure, $\Delta$ is given in units of $\Delta_0 f$ and time is measured in units of $\Delta_0 f^{-1}$ as pictured. In terms of the level spacing $\delta$, the time domain pictured is $0.405 < t \delta < 0.40525$. 
Figure 2.8: A Phase III quench in the spin-orbit model (blue dots), where in units of the bandwidth $W$: $\varepsilon_F = 0.1$, $\alpha^2 = 0.9$, $gN = 2.315999$, $h_i = 1.998980$, $h_f = 0.801020$. These parameters uniquely determine the initial and final equilibrium gaps and chemical potentials through the use of Eq. (2.16) and Eq. (2.21). The energies $\varepsilon_j$ are uniformly distributed in the interval $[0, W]$, and the number of pseudospins is $N = 8 \times 10^4$. As particle-hole symmetry does not hold, we fit $\Omega \equiv |\Delta|^2$ to the elliptic function definition in Eq. (2.46). The fit is $a \approx 0.776633$, $\Delta_+ \approx 0.096608$, $\Delta_- \approx 0.080316$, $\Delta_+ = \Delta_- \approx 0.873604 + 0.883872i$ and $t_0 = 3.033272$. The fit (solid red) is good for all $t > \tau$, where $\tau$ is the relaxation time defined in Sect. 5.3. Here $\tau \Delta_0 f \approx 3050$. In the fitting procedure, $\Delta$ is given in units of $\Delta_0 f$ and time is measured in units of $\Delta_0 f^{-1}$ as pictured. In terms of the level spacing $\delta$, the time domain pictured is $1.472 < t\delta < 1.473$, shortly after which finite size effects take over.
For the integrable $s$-wave case it can be shown analytically [53] that $	ilde{\Delta}_\pm = \Delta_\pm$ and $a = 1$, which greatly simplifies $P_t[\Delta(t)]$ and $\Delta(t) \to \Delta_+ \text{dn}[\Delta_+(t - t_0), 1 - \frac{\Delta^2}{\Delta_+^2}]$. The mechanism behind the emergence of the three phases in the $s$-wave Hamiltonian is a dynamical reduction in the number of degrees of freedom. The Phase III asymptotic solution for $\Delta(t)$ is identical with that of a 2-spin $s$-wave Hamiltonian, while Phases II and I correspond to 1-spin and 0-spin solutions, respectively. In Phase III, this technique does not work for the separable BCS models. In Appendix [C] we show that the 2-spin solution for these nonintegrable models is identical to that of the integrable case, up to a rescaling of time, while the general asymptotic solution that we observe is Eq. (2.46). Thus, if a reduction mechanism exists in the nonintegrable cases, the form of the $m$-spin Hamiltonian must also change.

Relaxation time

In Sect. 5.2 we saw that there are examples of nonintegrable separable BCS models where the constant $\Delta_{\infty}$ of Phase II is unstable to harmonic perturbations, and in Sect. 5.3 we gave evidence that the Phase III oscillations of these models are elliptic functions. This behavior is typical of integrable models as well, although the form of the elliptic functions changes once integrability is broken. A more important difference, however, is that a long relaxation time scale $\tau$ emerges before the system truly reaches Phase III.

Fig. 2.9 gives an example of the long relaxation time in the $d + id$ model, which is the separable BCS model with $f(\varepsilon) = \varepsilon$. The initial dynamics at weak coupling seem to indicate [76] that $|\Delta(t)|$ oscillates with a single frequency reminiscent of Phase III. Upon closer inspection, however, the amplitude of the oscillations slowly changes with no indication of stabilizing. In Fig. 2.10 quenches at higher energies provide further evidence that the long-time asymptotic state is difficult to determine based on the short-time dynamics.

Let us now explore the dependence of the relaxation time $\tau$ on $\Delta_{\infty}$, $\Delta_{0f}$ and $\gamma$ in the Lorentzian separable BCS model defined in Eq. (2.23). We define $\tau$ as the minimum time after which the minimum of $|\Delta(t)|$ oscillations stays within $\eta = 10^{-4}$ of its asymptotic value.
Figure 2.9: Example of a deceitful quench in the \( f(\varepsilon) = \varepsilon \cdot (d + id) \) separable BCS model, which at short times seems to enter Phase III on a similar time scale as the corresponding integrable \( s \)-wave quench with the same parameters. Part (b) shows that minimum of the \( d + id \cdot |\Delta(t)| \) is actually evolving over the entire time scale considered, and it is not clear what the asymptotic phase is. For both models, we used \( 4 \times 10^4 \) single-particle energies \( \varepsilon_j \) uniformly distributed on the interval \([0, W]\), \( \Delta_{0f} = 0.00625W, \Delta_{0i} = 0.05\Delta_{0f} \), \( \varepsilon_F = 0.25W \) [77]. In Fig. 2.10, we explore similar quenches in the \( d + id \) model at larger energy scales, where the dynamics are faster.

Figure 2.10: Study of the long time dynamics of \( d + id \) model quenches, continued from Fig. 2.9. We keep the same parameters and the same ratio \( \Delta_{0i}/\Delta_{0f} = 0.05 \) while varying \( \Delta_{0f} \). Pictured are the maxima and minima of oscillations of \(|\Delta|\). Part (a) shows that below a certain critical \( \Delta_{0f} \sim 0.0845W \), the amplitude of \(|\Delta|\) oscillations evolves over an extremely long time scale. When \( \Delta_{0f} = 0.05W \), there are also multiple incommensurate frequencies, and it is unclear whether the asymptotic state is Phase II, III, or something else entirely. When \( \Delta_{0f} = 0.075W \), the decay in amplitude of \(|\Delta|\) resembles typical decays to Phase II seen in other models (see Fig. 2.5). At \( \Delta_{0f} = 0.1W \), the system rapidly enters Phase II at a smaller \( \Delta_{\infty} \) than would be inferred from the other two cases, indicating that we have crossed a transition point. Part (b) shows a quench at this transition point, where the Phase II state seen for \( \Delta_{0f} = 0.1W \) exhibits an exponential instability and moves to an oscillatory state with unknown asymptotic behavior. The integrable \( s \)-wave BCS model, \( f(\varepsilon) = 1 \), is deep in Phase III for all these values of \( \Delta_{0f} \) and \( \Delta_{0i} \).
Figure 2.11: Nonintegrable pairing models exhibit an extremely long relaxation time $\tau$ when the asymptotic state is Phase III, which is most prominent in the evolution of the minima of the oscillations of $\Delta_p(t)$. Pictured is a study of $\tau$ as a function of $\Delta_{0f}$, at fixed $\Delta_{0i} = 10^{-3}W$ (a,b), and $\tau$ as a function of $\Delta_{0i}$ at fixed $\Delta_{0f} = 0.4W$ (c,d) in the Lorentzian model at $\gamma = 0.8W$ in the particle-hole symmetric case. The time $\tau$ is not monotonic in either case, but it is generally a decreasing function of the initial and final coupling strengths $g_i$ and $g_f$. In all plots, $\Delta_{0i}$ and $\Delta_{0f}$ are given in units of the bandwidth $W$. In (a,b) $2.4 \times 10^4 > N > 1.2 \times 10^4$ and in (c,d) $N = 8400$.

This definition of $\tau$ and the precise value of $\eta$ are somewhat arbitrary, but empirically we find that the minima of $|\Delta(t)|$ take longer to relax to the stationary value than the maxima. Typically, the minimum will increase for a time until it begins to oscillate with decreasing amplitude about a final value. Most importantly, this definition of $\tau$ delineates clearly the difference between integrable and nonintegrable behavior. Fig. 2.11 shows the dependence of $\tau$ on the values of $\Delta_{0i}$ and $\Delta_{0f}$, with one or the other fixed. Generally speaking, we find that quenches at lower energy scales increase $\tau$.

More interesting is the dependence of $\tau$ on $\gamma$, the integrability-breaking parameter, at
Figure 2.12: Study of the relaxation time $\tau$, see Fig. 2.11, in the Lorentzian model as a function of the integrability breaking parameter $\gamma$ at fixed $\Delta_{0i} = 0.05W$ and $\Delta_{0f} = 0.6W$, where $\gamma = \infty$ is the integrable $s$-wave model. For these quench parameters, both the Lorentzian and $s$-wave models enter Phase III. Parts (a)-(c) show how the minimum of $\Delta(t)$ slowly evolves and reaches an asymptote, while part (d) gives $\tau$ near $\gamma = 0.4W$, where the minimum satisfies $\tau_{\min} \Delta_{0f} \approx 89$. This minimum is still greater than the relaxation time of the $s$-wave case, where $\tau \Delta_{0f} \approx 65$. The relaxation time increases sharply away from $\gamma = 0.4W$, especially in the direction of decreasing gamma, where $\tau \Delta_{0f} \approx 64500$ at $\gamma = 0.11W$. In all plots, $\gamma$ is given in units of the bandwidth $W$ and $N = 5500$.

fixed ($\Delta_{0i}, \Delta_{0f}$). First, let us examine quenches that lead to Phase III in both the Lorentzian and integrable $s$-wave models. Fig. 2.12 shows that $\tau$ has single minimum for $\gamma \sim 0.4W$ and increases away from this point both as $\gamma \to 0$ and as $\gamma \to \infty$. In all cases, the relaxation time of quenches in the integrable $s$-wave model, which is the $\gamma \to \infty$ limit of our separable BCS Hamiltonians, is far smaller. We believe that the increase of $\tau$ as $\gamma \to \infty$ is indicative of nonperturbative behavior of the dynamics in the vicinity of the integrable limit, see Sect. 8.

The behavior of $f(\varepsilon)$ as $\gamma \to 0$ is model dependent; in the case of the Lorentzian model, the stability analysis of Sect. 5.2 indicates that Phase II is unstable to harmonic
Figure 2.13: Study of the relaxation time $\tau$ in the Lorentzian model as a function of the integrability breaking parameter $\gamma$ at fixed $\Delta_{0i} = 0.2W$ and $\Delta_{0f} = 0.6W$. For these quench parameters, the $s$-wave model enters Phase II, while the Lorentzian enters Phase III. Part (a) shows how the minimum of $\Delta(t)$ slowly evolves and reaches an asymptote, while part (b) gives $\tau_{\text{min}}$ near $\gamma = 0.6W$, where $\tau_{\text{min}}\Delta_{0f} \approx 175$. The relaxation time increases away from $\gamma = 0.6W$ in both directions. In all plots, $\gamma$ is given in units of the bandwidth $W$ and $N = 2800$.

perturbations if $\gamma > \Delta_{c}$; otherwise, Phase II could be stable. We observe in Fig. 2.12 large oscillations in the evolution of the minimum of $\Delta(t)$ at $\gamma = 0.2W$, behavior which occurs in the range $0.13W \leq \gamma \leq 0.26W$. For $\gamma \leq 0.13W$, the minima oscillations disappear and $\tau$ begins to dramatically increase. Despite this qualitative change in the evolution of $|\Delta(t)|$, down to at least $\gamma = 0.11W$ we still find that the system eventually enters Phase III with a reduced amplitude of oscillation.

Fig. 2.13 is similar to Fig. 2.12 except we now choose $\Delta_{0i}$ and $\Delta_{0f}$ such that the (integrable) $s$-wave model enters Phase II. The behavior of $\tau$ with respect to $\gamma$ is qualitatively similar, except there is no regime where the minimum of $\Delta(t)$ undergoes large oscillations.

The spin-orbit model also has a very long relaxation time to Phase III. In order to observe this asymptotic state, as is shown in Fig. 2.8, one must carefully choose model and quench parameters, otherwise $\tau$ is simply too large for our present numerical study.

6 Phase III asymptotic solution

We now explore the structure of the Phase III asymptotic state. First, we treat $\Delta(t)$ as a periodic external driving and show that there is always a periodic solution for the classical
pseudospins (and auxiliary functions in the spin-orbit model), and then we provide evidence
that the class of periodic $\Delta(t)$ that are also self-consistent are elliptic functions.

6.1 External driving

In the separable BCS model, the mean-field dynamics can be described alternatively by a
Gaussian wave function with complex Bogoliubov amplitudes $u_j(t)$ and $v_j(t)$

$$|\psi\rangle = \prod_j [u_j^* (t) + v_j^* (t) \hat{e}_j^\dagger \hat{e}_j^\dagger] |0\rangle,$$

(2.47)

where normalization requires $|v_j|^2 + |u_j|^2 = 1$. The equations of motion for $u(t)$ and $v(t)$
follow from the time-dependent Schrödinger equation $i \frac{d}{dt} |\psi\rangle = \hat{H}|\psi\rangle$ applied to (2.47) with
the mean-field Hamiltonian from (2.2),

$$i \frac{d}{dt} \begin{pmatrix} u_j(t) \\ v_j(t) \end{pmatrix} = \begin{pmatrix} \varepsilon_j & f_j \Delta \\ f_j^* \Delta^* & -\varepsilon_j \end{pmatrix} \begin{pmatrix} u_j(t) \\ v_j(t) \end{pmatrix},$$

(2.48)

where we shifted the Hamiltonian by a constant $\hat{H} = \hat{H}_f - \sum_j \varepsilon_j$ in order to make it
traceless. The mapping to the classical pseudospins is

$$s_j^x = u_j v_j^*, \quad s_j^z = \frac{|v_j|^2 - |u_j|^2}{2}.$$

We shall discuss the nature of the asymptotic Phase III $\Delta(t)$ in terms of $v(t)$ and $u(t)$.
To do so, consider first Eq. (2.48) with a periodic $\Delta(t) = \Delta(t + T)$ that is not necessarily
self-consistent, which decouples each pair of $(u_j, v_j)$ from all the others. The abstract form
of Eq. (2.48) is

$$i \frac{d}{dt} \begin{pmatrix} u \\ v \end{pmatrix} = h(t) \begin{pmatrix} u \\ v \end{pmatrix}.$$

(2.50)
with
\[
\mathbf{h}(t) = \begin{pmatrix}
\mathbf{A} & \mathbf{B}(t) \\
\mathbf{B}^\dagger(t) & -\mathbf{A}
\end{pmatrix},
\]
(2.51)
where \(\mathbf{u}\) and \(\mathbf{v}\) are \(m\)-dimensional vectors, \(\mathbf{A}\) is a constant real symmetric \(m \times m\) matrix, \(\mathbf{B}(t)\) is a complex \(m \times m\) matrix periodic in \(t\) with period \(T\), and we dropped the index \(j\) for simplicity. The forthcoming discussion is valid for all systems of this form, see also Ref. [53]. For example, the spin-orbit dynamics admit such a representation with \(m = 4\), while \(m = 1\) in the separable BCS model.

As \(\mathbf{h}(t)\) is periodic by assumption, the Floquet theorem applies. There are thus \(2m\) independent solutions \(\psi_i(t)\) to Eq. (2.50) of the form
\[
\psi_i(t) = e^{\delta_i t} \begin{pmatrix}
\mathbf{U}_i(t) \\
\mathbf{V}_i(t)
\end{pmatrix}, \quad i = 1 \ldots 2m,
\]
(2.52)
where the \(\mathbf{U}_i(t)\) and \(\mathbf{V}_i(t)\) are periodic with the same period as \(\mathbf{h}(t)\) and the \(\delta_i\) are complex numbers known as Floquet exponents. The solutions \(\psi_i(t)\) therefore have the property
\[
\psi_i(t + T) = \rho_i \psi_i(t), \quad \rho_i = e^{\delta_i T},
\]
(2.53)
where the \(\rho_i\) are known as Floquet multipliers. Because \(\mathbf{h}(t)\) is Hermitian, Eq. (2.50) conserves the norm of the solutions \(\psi_i(t)\), which implies \(|\rho_i| = 1\) and \(\delta_i = i\nu_i\) for \(\nu_i\) real. Furthermore, the particular form of \(\mathbf{h}(t)\) implies that if \(\psi = (\mathbf{u}, \mathbf{v})^T\) is a solution then so is \(\tilde{\psi} = (\mathbf{v}^*, -\mathbf{u}^*)^T\). This pairing of solutions implies that if \(\delta_i\) is a Floquet exponent, then so is \(-\delta_i\). In Sect. [6.2] we will use this latter fact to prove that there is always a periodic spin solution to Eq. (2.6) for a given periodic \(\Delta(t)\).

Before continuing, we note that the Phase III asymptotic \(\Delta(t)\) is only periodic in the particle-hole limit of the separable BCS model. In the general case, \(\Delta(t) = F(t)e^{-2i\mu_xt}\), where \(F(t)\) is periodic. Nonetheless, we can still reduce this problem, where \(\mathbf{h}(t)\) is not
periodic, to the periodic case by absorbing the phase $2\mu_x t$ in the following manner:

$$v' = v e^{-i\mu_x t},$$
$$u' = u e^{i\mu_x t},$$
$$\mathcal{A}' = \mathcal{A} - \mu_x \mathbb{1},$$

(2.54)

so that the time evolution of $(u', v')^T$ is described by Eq. (2.50) with periodic $\mathbf{h}(t)$ of the form given in Eq. (2.51) where $\mathcal{A}$ is replaced by $\mathcal{A}'$. In terms of the pseudospin representation of the dynamics, this transformation amounts to an overall time-dependent rotation about the z-axis with frequency $2\mu_x$.

### 6.2 Phase III spin solution in the separable BCS model

Now we draw our attention to the behavior of the spin solutions to the separable BCS model for the periodic external $\Delta(t)$ considered in the previous section. The dimension of the matrix $\mathbf{h}(t)$ is now $2m = 2$ and there are two independent solutions to the Floquet problem

$$\psi_{1j}(t) = e^{i\nu_j t} \begin{pmatrix} U_j(t) \\ V_j(t) \end{pmatrix}, \quad \psi_{2j}(t) = e^{-i\nu_j t} \begin{pmatrix} V_j^*(t) \\ -U_j^*(t) \end{pmatrix},$$

where $U_j(t)$ and $V_j(t)$ are periodic and we restored the index $j$. Using $\psi_{1j}(t)$ and Eq. (2.49), we can construct a periodic spin solution $\sigma_j(t)$ [i.e., a periodic solution of Eq. (2.6) for the given external $\Delta(t)$ that does not necessarily satisfy Eq. (2.7)],

$$\sigma^{-}_{j}(t) = U_j(t)V_j^*(t),$$
$$\sigma^{z}_{j}(t) = \frac{|V_j(t)|^2 - |U_j(t)|^2}{2}.$$  

(2.55)

We will now show that the most general spin solution $\mathbf{s}_j(t)$ precesses about the periodic solution $\sigma_j(t)$ with a variable angular velocity. First we write the general solution $\Psi_j(t)$ as
a linear combination of $\psi_1(t)$ and $\psi_2(t)$

$$\Psi_j(t) = \cos \frac{\theta_j}{2} \psi_1(t) + \sin \frac{\theta_j}{2} \psi_2(t).$$

(2.56)

Although the coefficients of linear combination are in principle complex, we can drop the constant overall phase of $\Psi_j(t)$ as well as absorb $\frac{1}{2} \times$ the remaining constant relative phase into the definitions of $U_j(t)$ and $V_j(t)$. Once again using (2.49), we now write $\Psi_j(t)$ in terms of spin variables. It is helpful to first parametrize $U_j(t)$ and $V_j(t)$ as

$$U_j(t) = |U_j(t)| e^{\frac{i}{2}[\alpha_j(t) - 2\nu_j t - \beta_j(t)]},$$

$$V_j(t) = |V_j(t)| e^{\frac{i}{2}[\alpha_j(t) - 2\nu_j t + \beta_j(t)]},$$

whence

$$s_j^- = \cos \theta_j \sigma_j^- + \sin \theta_j \frac{\sigma_j^-}{|\sigma_j^-|} \left( \sigma_j^x \cos \alpha_j - \frac{i}{2} \sin \alpha_j \right),$$

$$s_j^z = \cos \theta_j \sigma_j^z - \sin \theta_j |\sigma_j^-| \cos \alpha_j.\tag{2.58}$$

Note that $\theta_j$ is the only time-independent quantity in Eq. (2.58). A geometric interpretation of the motion of the general solution $s_j(t)$ with respect to the periodic solution $\sigma_j(t)$ becomes clear once we use Eq. (2.58) to express $s_j(t)$ in the body coordinate system of $\sigma_j(t)$. Let $\hat{z}_j' = \hat{\sigma}_j$, while $\hat{x}_j'$ lies along the line defined by the intersection of the plane spanned by $\{\hat{z}_j', \hat{x}_j\}$ and that perpendicular to $\hat{z}_j'$. Finally, $\hat{y}_j'$ satisfies $\hat{y}_j' \cdot \hat{x}_j' = \hat{y}_j' \cdot \hat{z}_j' = 0$ and $\hat{x}_j' \times \hat{y}_j' = \hat{z}_j'$. These definitions lead to

$$\hat{x}_j' = \frac{2}{|\sigma_j^-|} \left( \sigma_j^x \sigma_j^- \hat{x}_j + \sigma_j^y \sigma_j^- \hat{y}_j - |\sigma_j^-|^2 \hat{z}_j \right),$$

$$\hat{y}_j' = - \frac{\sigma_j^y}{|\sigma_j^-|} \hat{x}_j + \frac{\sigma_j^x}{|\sigma_j^-|} \hat{y}_j.\tag{2.59}$$
The general spin solution $s_j(t)$ in this new coordinate system is then

$$
s_j(t) = \cos \theta_j \sigma_j(t) + \sin \theta_j \sigma_{j\perp}(t),
$$

$$
\sigma_{j\perp}(t) = \frac{\cos \alpha_j(t)}{2} \dot{x}_j + \frac{\sin \alpha_j(t)}{2} \dot{y}_j,
$$

(2.60)

where $\sigma_j \cdot \sigma_{j\perp} = 0$ and $\sigma_{j\perp}$ is not periodic. We see from Eq. (2.60) that $s_j(t)$ makes a constant angle $\theta_j$ with the periodic solution and rotates about it with a variable angular frequency $\dot{\alpha}_j(t)$. From Eq. (2.57) and the periodicity of $U_j(t)$ and $V_j(t)$, we conclude that $\alpha_j(t) - 2\nu_j t$ is also periodic with the same period as the external $\Delta(t)$ driving the system.

### 6.3 Asymptotic self-consistency

Thus far, we have considered $\Delta(t)$ to be an external periodic driving that is not necessarily self-consistent. We showed for any such external driving, there is a corresponding periodic spin solution $\sigma_j(t)$ with the same period as $\Delta(t)$. Furthermore, we derived in Eq. (2.60) that the general spin solution $s_j(t)$ precesses in a simple manner about $\sigma_j(t)$. In the true quench dynamics, however, $\Delta(t)$ must be self-consistent, and we now show that this requirement implies that there always exists a set of constants $\theta_j$, such that the following integral equation holds for the asymptotic periodic $\Delta(t)$:

$$
\Delta(t) = g_f \sum_j f_j \sigma_j^- [\Delta(t)] \cos \theta_j,
$$

(2.61)

The notation $\sigma_j = \sigma_j[\Delta]$ emphasizes that the periodic spin solution is some complicated nonlocal function of $\Delta(t)$. An analogous expression to Eq. (2.61) exists for the spin-orbit model.

Eq. (2.61) is simply asymptotic self-consistency, as introduced in Sect. 5, applied to the Floquet problem studied in Sects. 6.1 and 6.2. To see this, suppose that we observe some Phase III asymptotic periodic $\Delta(t)$ after a quench from the ground state of the separable
BCS model, as discussed in Sect. 5.3. This $\Delta(t)$ is self-consistent by definition, i.e.,

$$\Delta(t) = g_f \sum_j f_j \delta_j(t), \quad (2.62)$$

which we write in terms of the underlying periodic spin solution $\sigma_j$ by using Eq. (2.58)

$$\Delta = g_f \sum_j f_j \left( \sigma_j^\top \Delta \cos \theta_j + \sigma_j^{\bot \top} \Delta \sin \theta_j \right),$$

$$\sigma_j^{\bot} = \frac{\sigma_j^\top}{|\sigma_j^\top|} \left( \sigma_j^\top \cos \alpha_j - i/2 \sin \alpha_j \right), \quad (2.63)$$

$$\alpha_j(t) = A_j(t) + 2\nu_j t, \quad A_j(t + T) = A_j(t),$$

where $\nu_j$ is the imaginary part of the Floquet exponent as introduced in Eq. (2.52). As in our analysis of self-consistency in Phases I and II, Eq. (2.63) cannot hold exactly, this time because the sum over $\sigma_j^{\bot \top} \Delta$ is the only non-periodic term. Nonetheless, under the reasonable assumption that $\nu_{j+1} - \nu_j \sim \delta$, where $\delta$ is the level spacing, the sum over $\sigma_j^{\bot \top} \Delta$ dephases in $N \to \infty$ limit as $t \to \infty$ (the $N \to \infty$ limit comes first), leading to Eq. (2.61).

### 6.4 Self-consistent solutions in the separable BCS model

We have seen that an asymptotically self-consistent periodic $\Delta(t)$ satisfies the functional equation (2.61) in the separable BCS model. We now will give evidence that solutions to Eq. (2.61) are elliptic functions. In order to generate such solutions, fix a period $T$ and write $\Delta(t)$ as a Fourier series

$$\Delta(t) = \sum_{n=-\infty}^{\infty} c_n e^{2\pi i n \frac{t}{T}}, \quad (2.64)$$

which we truncate to some $n_{\text{max}}$, such that $c_n = 0$ if $|n| > n_{\text{max}}$. In the particle-hole symmetric limit, $\Delta(t)$ is a real quantity that satisfies $\Delta(t) = \Delta(-t)$ [see Eq. (2.19)], so that $c_n$ is real and equals $c_{-n}$.

For a fixed set of coefficients $c_n$, we determine $\sigma_j^\top \Delta(t)$ by solving the equations of
motion (2.6) from \( t = 0 \) to \( t = T \) with \( \Delta(t) \) given by (2.64). If the choice of \( c_n \) produces a self-consistent \( \Delta(t) \), then it will be equal to the quantity \( \Delta_{\text{comp}}(t) \) defined as

\[
\Delta_{\text{comp}}(t) = g_f \sum_j f_j \sigma_j^x [\Delta(t)] \cos \theta_j,
\]

(2.65)

for some set of \( \theta_j \). For most choices of \( c_n \), however, Eq. (2.65) will not hold. As both \( \Delta(t) \) and \( \Delta_{\text{comp}}(t) \) are periodic functions of time with the same period, we define a distance \( r(\{c_n\}) \) as

\[
r^2(\{c_n\}) = \int_0^T \left( \Delta_{\text{comp}}(t) - \Delta(t) \right)^2 dt.
\]

(2.66)

A given \( \Delta(t) \) is asymptotically self-consistent if and only if \( r(\{c_n\}) = 0 \).

We now explore the results of this procedure for the Lorentzian coupling of the separable BCS model for various values of the integrability breaking parameter \( \gamma \). It turns out that this procedure works when we fix \( \cos \theta_j = 1 \), i.e., we find exactly (and not just asymptotically) self-consistent solutions. In order to find such solutions, we start from the known values of the Fourier coefficients of the \( s \)-wave \( (\gamma = \infty) \) solution, which are close to the Fourier coefficients of the \( \gamma \gg 1 \) solutions. We then progressively lower \( \gamma \) while finding Fourier coefficients that minimize \( r(\{c_n\}) \). Typically we obtain values of \( r \sim 10^{-12} - 10^{-11} \) before declaring the solution self-consistent.

Fig. 2.14 gives of examples of such solutions at fixed \( \Delta_0 \) and period \( T \). Notably, there is a minimum \( \gamma = \gamma_{\text{min}} \) below which the amplitude of oscillation vanishes. As \( \gamma \) is increased from this minimum, the amplitude of oscillations increases to a maximum and then decreases to a nonzero limiting value as \( \gamma \to \infty \). Fig. 2.14 also shows the fast convergence of \( \gamma_{\text{min}} \) as a function of \( N \) for two examples of this procedure.

In Sect. 5.3, we argued through example quenches that the \( \Delta(t) \) of Phase III are always elliptic functions, i.e., they satisfy Eq. (2.44). We show in Fig. 2.15 that the exactly self-consistent \( \Delta(t) \) from Fig. 2.14 also satisfy Eq. (2.44) to a high degree of accuracy. The
Floquet analysis of the equations of motion from Sect. 6.1 applies to any periodic $\Delta(t)$. From Fig. 2.15, we conclude that the self-consistency requirement (2.61) is essential to selecting elliptic functions amongst all possible periodic functions.

7 Quasiperiodic Phase IV

Quenches that do not conform to Phases I-III are another intriguing consequence of integrability breaking. We present two such examples in Figs. 2.16 and 2.17. Figs. 2.16a and 2.17a show a particle-hole symmetric quench of the separable BCS Hamiltonian with sine coupling from Eq. (2.24). Figs. 2.16b and 2.17b depict a quench of the Zeeman field in the spin-orbit model (2.14). The quasiperiodic behavior of $\Delta(t)$ in Fig. 2.16a sets in very early on, as corroborated by Fig. 2.17a and persists with no appreciable changes at least until the times shown in the figure. Similarly, Fig. 2.16b is representative of the long-time spin-orbit $|\Delta(t)|^2$ as evidenced by Fig. 2.17b. Based on our preliminary analysis of the Fourier spectrum of $|\Delta(t)|^2$ for this quench and of the maximal Lyapunov exponent with the method of local divergence rates [78], we believe that it too is quasiperiodic. However, a more careful study is needed to unambiguously distinguish between quasiperiodicity and chaos in this case. Such a study is beyond the scope of the present paper, where we mainly focus on the properties of Phases I-III.

Note that the simulation times in Figs. 2.16 and 2.17 are enormous compared to the characteristic time of a single oscillation and even to typical Phase III relaxation times $\tau_{\Delta qf} \sim 10^3$ we observed in Sect. 5.3, cf. Fig. 2.12 and the caption to Fig. 2.8. Thus, both of these examples do not belong to Phases I, II, or III. We therefore conclude that there are regions of quasiperiodicity in the quantum quench phase diagrams of nonintegrable pairing models, which we call Phase IV.
8 Conclusion

The far-from-equilibrium steady states reached by nonintegrable pairing models after a quantum quench admit a similar taxonomy as do the integrable cases. We have shown that some or all of Phases I-III may occur in the separable BCS models and spin-orbit model defined in Eq. (2.1). The persistent periodic oscillations characterizing Phase III are always elliptic functions, regardless of whether the model is integrable. Moreover, we have developed a stability analysis of the three phases, summarized in Eq. (2.42), which generalizes known results in the integrable cases and elucidates the mechanism of nonequilibrium phase transitions using the language of linear analysis.

Despite these striking similarities, consequences accompany integrability breaking. As argued in Sect. 5.2, some nonintegrable models may not exhibit all three phases. At the same time, an entirely new quasiperiodic Phase IV emerges in certain models. Another key byproduct of integrability breaking is the emergence of a new, extremely long relaxation time scale $\tau$ when the asymptotic state either is or appears to be Phase III. For $t < \tau$, $\Delta$ can oscillate with more than one fundamental frequency and a slowly varying amplitude. This time scale is a generic feature of nonintegrable models, and its existence renders short-time analyses inadequate for determining the long-time dynamics. Moreover, $\tau$ diverges as we approach integrable points (e.g., as $\gamma^{-1} \to 0$ in the separable pairing models of Sect. 5), and it is often too large for the practical determination of the true asymptotic state.

While the squared modulus of $\Delta(t)$ [and $\Delta(t)$ itself in the particle-hole symmetric case] is always an elliptic function in Phase III, its parametrization is more complicated in nonintegrable models. As a result, the reduction mechanism discussed in Appendix C, which explains how Phase III manifests itself in the integrable models, does not apply to nonintegrable models. Nonetheless, we demonstrated in Sect. 6 that the common structure of the nonintegrable models implies the existence of a periodic solution to the classical pseudospin
equations of motion if $\Delta(t)$ is taken to be a generic periodic external driving. Using numerical examples, we argued that further requiring $\Delta(t)$ to be self-consistent selects elliptic functions amongst all possible periodic functions.

It is instructive to discuss the BCS quench dynamics in terms of bifurcation theory \cite{79,80,81}. For example, consider the particle-hole symmetric separable BCS models with real $\Delta$. For fixed initial conditions (2.17) and any function $\Delta(t)$ with fixed $\Delta(0)$, the equations of motion (2.6) have a unique solution $s_j[\Delta(t)] = s[\varepsilon_j, \Delta(t)]$. Eq. (2.7) then provides a closed nonlinear integral equation for $\Delta(t)$ [cf. Eq. (2.61)],

$$\Delta(t) = g_f \int d\varepsilon s_x[\varepsilon, \Delta(t)]. \tag{2.67}$$

Phase I is a fixed point, $\Delta = 0$, of this equation \cite{82}, while Phase II corresponds to two fixed points $\Delta_\infty$ and $e^{i\pi} \Delta_\infty = -\Delta_\infty$. In Phase III we end up on one of two limit cycles related to each other by a rotation by $\pi$ around the z-axis [change of sign of $\Delta(t)$]. The Phase I to II and II to III transitions correspond to supercritical pitchfork and Hopf bifurcations, respectively, in this language \cite{83}. The same results apply to the spin-orbit model (2.14). We also note that this quantum quench phase diagram is surprisingly similar to the nonequilibrium phase diagram of two atomic condensates coupled to a heavily damped cavity mode \cite{84,85}. The mean-field dynamics of the latter system are described by the driven-dissipative variant of the Bloch equations (2.6) for two classical spins representing individual condensates. Moreover, there are islands of quasiperiodicity in the phase diagram of the two coupled condensates, where the dynamics are very similar to that shown in Figs. 2.16 and 2.17.

Bifurcation theory also offers a plausible explanation for the divergence of the relaxation time $\tau$ near integrable points. Consider Phase III for an integrable pairing Hamiltonian, such as the particle-hole symmetric $s$-wave BCS model. Suppose the corresponding limit cycle loses stability as soon as integrability is broken and another limit cycle emerges as an attractor. An example of such behavior is the transcritical bifurcation \cite{79,80,81}. Because
the instability is weak for weak integrability breaking and because the evolution starts near the unstable limit cycle, the system takes a very long time $\tau$ to reach the attractor. The weaker the integrability breaking, the closer we are to the bifurcation and the longer the time $\tau$.

An interesting open problem is to explore the newly discovered quasiperiodic Phase IV. In particular, one needs to investigate the possibility that asymptotic oscillations of $|\Delta(t)|$ for certain quenches may be chaotic, rather than quasiperiodic, i.e., the potential existence of a chaotic phase in addition to the quasiperiodic one. Let us also mention that quasiperiodic $|\Delta(t)|$ also occurs in integrable models, but only when the initial (pre-quench) state is a highly excited state instead of the ground state [86].

In this paper, we employed reduced BCS Hamiltonians (2.1) to model pairing dynamics. This description is valid only at times $t \ll \Gamma^{-1}$, where $\Gamma$ is the highest among the rates of processes such Hamiltonians neglect. These processes include pair-breaking collisions [35, 36, 37, 53], three-body losses in ultracold gases [87], thermal fluctuations [88], etc. Thus, to reach the asymptotic state before these effects influence the dynamics, we need $\Gamma^{-1} \gg \tau$.

In Phases II and III, this requirement is much more stringent than $\Gamma^{-1} \gg T_\Delta$ typically quoted in the literature on collisionless pairing dynamics. Here $T_\Delta$ is the characteristic period of $\Delta(t)$ oscillations ($T_\Delta$ is of the order of the inverse equilibrium gap $\Delta_0$ in our separable BCS models). Another limitation is the parametric instability of Phase III with respect to spontaneous eruptions of spatial inhomogeneities [89, 90, 91, 92]. To avoid this instability, the system size has to be smaller than the superconducting coherence length.
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Figure 2.14: (a) Examples of exactly self-consistent, periodic $\Delta(t)$’s for the Lorentzian separable BCS equations of motion for different values of $\gamma$ at fixed $\Delta_{0f} = 0.5W$, period $T = 225/W$, and $N = 500$. For these fixed parameters, below $\gamma_{\text{min}} \sim 0.172W$ the only exactly self-consistent, periodic $\Delta(t)$ is a constant in time equal to the equilibrium value. (b) Convergence of $\gamma_{\text{min}}$ as a function $N$. In both plots, $\Delta_{0f}$ and $\gamma$ are given in units of $W$ and $T$ in units of $W^{-1}$. 
Figure 2.15: Evidence that the self-consistent periodic $\Delta(t)$ from Fig. 2.14 are elliptic functions. Squared time derivatives $\dot{\Delta}(t)$ as a function of $\Delta(t)$ are given by solid blue lines. These lines overlap strongly with the dashed lines, which are the fits to the defining differential equation for elliptic functions Eq. (2.44). If a $\Delta^5$ coefficient is included in the fits, it is several orders of magnitude smaller than those for the 4th order fit shown here, providing strong evidence that $\dot{\Delta}^2(t)$ is indeed a 4th order polynomial in $\Delta(t)$. In this plot, $\gamma$ is given in units of $W$ and $\Delta$ in units of $\Delta_{0f}$.
Figure 2.16: Quenches of nonintegrable separable BCS and spin-orbit models that do not conform to Phases I, II or III. This quasiperiodic dynamics of the order parameter emerge early and persist for the entire time of the simulation, see also Fig. 2.17. Plot (a) is the particle-hole symmetric separable BCS model with sine coupling from Eq. (2.24) and $N = 4 \times 10^5$ spins. In units of the bandwidth, the integrability breaking parameter is $\gamma = 0.075$, while $\Delta_{0i} = 0.05$ and $\Delta_{0f} = 0.5$. Part (b) is the spin-orbit model with $N = 2 \times 10^5$ spins. In units of the bandwidth: $\varepsilon_F = 0.4$, $\alpha^2 = 0.4$, $gN = 2$, $h_i = 2$, and $h_f = 0.514256$. 
Figure 2.17: Darker blue points are local minima and maxima of the oscillations for the quenches from Fig. 2.16 for the entire time of the simulations. These plots suggest that there are regions of quasiperiodicity (Phase IV) in the quantum quench phase diagrams of nonintegrable pairing models. Part (a) is the same quench as in Fig. 2.16a, part (b) corresponds to Fig. 2.16b. In terms of the inverse level spacing, the time evolution goes out to $t_{\text{max}} = 0.625 \delta^{-1}$ in plot (a) and to $t_{\text{max}} = \delta^{-1}$ in plot (b).
Appendix A

Mean-field equations of motion

The pseudospin equations of motion for the separable BCS model (2.6) obtain simply from the Heisenberg equations of motion \( \frac{d}{dt} \hat{A} = i [\hat{H}, \hat{A}] \) applied to the mean-field \( \hat{H}_f \) in Eq. (2.2) and the pseudospin operators \( \hat{s} \) defined in Eq. (2.5). The classical spin variables \( s \) are the expectation values of the pseudospin operators \( s = \langle \hat{s} \rangle \), and the time-dependent order parameter \( \Delta \) is determined self-consistently according to Eq. (2.7).

The generalized pseudospin representation of \( \hat{H}_{so} \) from Eq. (2.1) requires more work [56]. First, we diagonalize the kinetic part of \( \hat{H}_{so} \) through the following unitary transformation to new fermionic operators \( \hat{a}_{k\pm} \)

\[
U_k \begin{pmatrix} \hat{c}_{k\uparrow} \\ \hat{c}_{k\downarrow} \end{pmatrix} = \begin{pmatrix} \hat{a}_{k+} \\ \hat{a}_{k-} \end{pmatrix}
\]

\[
U_k = \begin{pmatrix} \cos \frac{\phi_k}{2} & -i e^{-i \theta_k} \sin \frac{\phi_k}{2} \\ \sin \frac{\phi_k}{2} & i e^{-i \theta_k} \cos \frac{\phi_k}{2} \end{pmatrix},
\]

where \( k = k e^{i \theta_k} \) and \( \phi_k \) is defined in terms of the model parameters in Eq. (2.3). One can check that the new elementary excitation energies are \( \varepsilon_{k\pm} = \varepsilon_k \mp R_k \). Eq. (A.1) implies

\[
\hat{c}_{-k\downarrow} \hat{c}_{k\uparrow} = -i \frac{e^{i \theta_k}}{2} \left( \sin \phi_k (\hat{a}_{-k+} \hat{a}_{k+} - \hat{a}_{-k-} \hat{a}_{k-}) + \\
+ \cos \phi_k (\hat{a}_{-k-} \hat{a}_{k+} + \hat{a}_{k+} \hat{a}_{-k-}) + \\
+ \hat{a}_{k+} \hat{a}_{-k-} + \hat{a}_{-k+} \hat{a}_{k-} \right).
\]

Upon summing over \( k \), the last two terms in parentheses cancel with momenta of opposite
sign. Therefore, the interaction term of (2.1) in this new basis becomes

\[
g \sum_{k k'} \hat{c}_{k \uparrow} \hat{c}_{-k' \downarrow} \hat{c}_{-k' \downarrow} \hat{c}_{k \uparrow} = \frac{1}{g} \hat{\Delta} \hat{\Delta},
\]

(A.3)

\[
\hat{\Delta} = \frac{g}{2} \sum_{k \lambda} e^{i \theta_k} \left( \lambda \sin \phi_k \hat{a}_{-k \lambda} \hat{a}_{k \lambda} + \cos \phi_k \hat{a}_{k \lambda} \hat{a}_{-k \lambda} \right),
\]

and upon taking the mean-field approximation \( \hat{c}_{k \uparrow} \hat{c}_{k \uparrow} \approx \langle \hat{c} \hat{\epsilon} \rangle \hat{c} \hat{c} + \langle \hat{c} \hat{\epsilon} \rangle \langle \hat{c} \hat{c} \rangle - \langle \hat{c} \hat{\epsilon} \rangle \langle \hat{c} \hat{c} \rangle \), the interaction term becomes

\[
\hat{\Delta} \hat{\Delta} \approx \Delta^* \hat{\Delta} + \Delta \hat{\Delta}^* - \Delta^* \Delta,
\]

(A.4)

Neglecting the constant term \( \Delta^* \Delta / g \), we arrive at the mean-field spin-orbit Hamiltonian \( \hat{H}_{so} \) in the \( \hat{a} \) basis found in (2.2). Similar to the separable BCS model, we now search for a set of quadratic fermionic operators whose equations of motion are closed. Define the following operators

\[
\hat{S}^0_{k \lambda} = \frac{1}{2} \left( \hat{a}_{k \lambda}^{\dagger} \hat{a}_{k \lambda} + \hat{a}_{-k \lambda}^{\dagger} \hat{a}_{-k \lambda} - 1 \right),
\]

\[
\hat{S}^-_{k \lambda} = \lambda \eta_k \hat{a}_{-k \lambda} \hat{a}_{k \lambda},
\]

\[
\hat{L}^0_{k \lambda} = -\frac{\lambda}{2} \left( \hat{a}_{k \lambda}^{\dagger} \hat{a}_{k \lambda} + \hat{a}_{-k \lambda}^{\dagger} \hat{a}_{-k \lambda} + \hat{a}_{k \lambda}^{\dagger} \hat{a}_{-k \lambda} + \hat{a}_{-k \lambda}^{\dagger} \hat{a}_{k \lambda} \right),
\]

(A.5)

\[
\hat{L}^-_{k \lambda} = \frac{\eta_k}{2} \left( \hat{a}_{k \lambda}^{\dagger} \hat{a}_{-k \lambda} + \hat{a}_{-k \lambda}^{\dagger} \hat{a}_{k \lambda} \right),
\]

\[
\hat{T}^z_{k} = \frac{i}{4} \left( - \hat{a}_{k \lambda}^{\dagger} \hat{a}_{k \lambda} - \hat{a}_{-k \lambda}^{\dagger} \hat{a}_{-k \lambda} + \hat{a}_{k \lambda}^{\dagger} \hat{a}_{-k \lambda} + \hat{a}_{-k \lambda}^{\dagger} \hat{a}_{k \lambda} \right),
\]

where \( \eta_k = e^{i \theta_k} = -\eta_{-k} \) and, as usual, \( \hat{S}^- = \hat{S}^x - i \hat{S}^y \) and \( \hat{L}^- = \hat{L}^x - i \hat{L}^y \).

One can check that \( \hat{S}^0_{k \lambda}, \hat{L}^0_{k \lambda} \) and \( \hat{T}^z_{k} \) are Hermitian operators. There is reflection symmetry in \( k \)-space: \( \hat{A}_{-k \lambda} = \hat{A}_{k \lambda} \) for all operators \( \hat{A}_{k \lambda} \) in (A.5), as well as the following band symmetry for \( \hat{L}_{k \lambda} \): \( \hat{L}_{k \lambda}^{+} = \hat{L}_{k \lambda}^{-} \) and \( \hat{L}_{k \lambda}^{x} = -\hat{L}_{k \lambda}^{-} \).
We apply the Heisenberg equations of motion to (A.5) and $\hat{H}_{so}$ from (2.2) and then take expectation values to arrive at the generalized pseudospin equations of motion (2.11). The time-dependent order parameter $\Delta = \langle \hat{\Delta} \rangle$ as a function of the new variables can be found in Eq. (2.12). The factor $\eta_k$ does not appear in Eq. (2.11), implying that the dynamics preserve any radial symmetry found in the initial state. As all initial states considered in this work are radially symmetric, one can opt to label the generalized pseudospin variables by their single-particle energies rather than their momentum vector.
Appendix B

Integrable limit of spin-orbit quenches

The authors of Ref. [55] created a full nonequilibrium phase diagram of the spin-orbit model for quenches of the magnetic field $h_i \to h_f$ as a function of $h_i$ and $h_f$. However, this phase diagram needs to be revised by running simulations to much longer times $t > \tau$, which, in particular, may modify the Phase II-III boundary [93]. The phase diagram of Ref. [55] is also missing the quasiperiodic Phase IV discovered in the present work.

In Ref. [56], an attempt was made to analyze interaction and external field quenches to the integrable limit $h_f = 0$, but mistakes led to an incorrect phase diagram for the interaction quenches. Here we correct those mistakes and generate a correct phase diagram.

When the external field $h$ is set to zero, $H_{so}$ from (2.14) becomes equivalent to the integrable $s$-wave model with a dispersion relation $\varepsilon_{k\lambda} = \frac{k^2}{2} - \lambda \alpha k$. This becomes clear in the equations of motion (2.11) with $\cos \phi_k = 0$ and $\sin \phi_k = 1$, where the spin degrees of freedom $S_{k\lambda}$ decouple from the others and $\Delta$ depends only on $S_{k\lambda}$. In what follows, the initial state of the system will be the ground state for some $h_i \geq 0$ given by (2.20), and the Hamiltonian for $t \geq 0$ is

$$H = \sum_{k\lambda} 2\varepsilon_{k\lambda} S_{k\lambda}^z - 2|\Delta|^2/g_f,$$

$$\Delta = \frac{gf}{2} \sum_{k\lambda} S_{k\lambda}^z, \quad \varepsilon_{k\lambda} = \frac{k^2}{2} - \lambda \alpha k. \quad \text{(B.1)}$$

We use the integrability of $H$ to construct the exact phase diagram using a technique imported from Refs. [53] which we now summarize briefly. The analysis centers around a
quantity $L(u)$ called the Lax vector (not to be confused with the variables $L_{k\lambda}$)

$$L(u) = -\frac{2}{g_f} \ddot{z} + \sum_{k\lambda} \frac{S_{k\lambda}}{u - \varepsilon_{k\lambda}}.$$  \hfill (B.2)

The integrability of $H$ follows from the fact that $L^2(u)$ is conserved by the time evolution for arbitrary $u$, which implies conservation of the $2N$ roots of $L^2(u)$, which we call $u_j$. As demonstrated in Ref. \[53\], each of the asymptotic nonequilibrium phases corresponds a unique number of isolated complex pairs of $u_j$ in the continuum limit. Phase I corresponds to zero isolated $u_j$, Phase II corresponds to one pair, and Phase III corresponds to two pairs. As the $u_j$ are constants of the motion, we can evaluate $L^2(u)$ at $t = 0$ to determine the number of isolated pairs of $u_j$ and thus generate the phase diagram for a given $h_i$.

Let us first start with the case when $h_i = 0$ and we quench the interaction $g_i \rightarrow g_f$. In this case the ground state self-consistency relationship is

$$\frac{2}{g_{i,f}} = \sum_{k\lambda} \frac{1}{2E_{k\lambda}}, \quad E_{k\lambda} = \sqrt{(\varepsilon_{k\lambda} - \mu_{i,f})^2 + \Delta_{0i,f}^2}.$$ \hfill (B.3)

Using Eq. (B.3) along with the initial state given by Eq. (2.17), we find that the initial Lax vector has the form

$$L(u) = \left( \Delta_{0i}L_x(u), 0, (\mu_i - u)L_x(u) - \tilde{\beta} \right),$$

$$L_x(u) = \sum_{k\lambda} \frac{1}{2(u - \varepsilon_{k\lambda})E_{k\lambda}}, \quad \tilde{\beta} = \frac{2}{g_f} - \frac{2}{g_i}.$$ \hfill (B.4)

If $g_f = g_i$, i.e., the zero quench, then $\tilde{\beta} = 0$ and the only complex pair of roots is $u_{\pm} = \pm i \Delta_{0i} + \mu$. This is the degenerate Phase II case, where $\Delta(t) = \Delta_{0i}$ identically. When $g_f \neq g_i$, $L^2(u) = 0$ implies

$$\sum_{k\lambda} \frac{1}{(u - \varepsilon_{k\lambda})\sqrt{(\varepsilon_{k\lambda} - \mu_i)^2 + \Delta_{0i}^2}} = -\frac{2\tilde{\beta}}{u - \mu_i \pm i \Delta_{0i}}.$$ \hfill (B.5)
We now construct the phase diagram shown in Fig. [B.1] for the $h_i = h_f = 0, g_i \rightarrow g_f$ quenches in the spin-orbit model. As we will not utilize particle-hole symmetry, the chemical potential $\mu$ must be calculated from the fermion number Eq. (2.16), which in the present case reads

$$N_f = \sum_{k\lambda} \left( -\frac{\varepsilon_{k\lambda} - \mu}{2\sqrt{(\varepsilon_{k\lambda} - \mu)^2 + \Delta_0^2}} + \frac{1}{2} \right).$$

(B.6)

In the continuum limit, we have the following translation from sums over $k\lambda$ to integrals over the continuum for arbitrary functions $F(\varepsilon_{k\lambda})$

$$\sum_{k\lambda} F(\varepsilon_{k\lambda}) = \frac{N}{W} \int_{-\varepsilon_b}^{W_-} F(x)\nu_\alpha(x)dx,$$

$$\nu_\alpha(x) = \begin{cases} \frac{2}{\sqrt{1+x/\varepsilon_b}}, & -\varepsilon_b \leq x \leq 0 \\ 2, & 0 \leq x \leq W_+ \\ 1 - \frac{1}{\sqrt{1+x/\varepsilon_b}}, & W_+ \leq x \leq W_- \end{cases},$$

(B.7)

$$\varepsilon_b \equiv \alpha^2/2, \quad W_\lambda \equiv W - 2\lambda\sqrt{\varepsilon_b W}.$$

Thus, the spin-orbit coupling $\alpha$ at $h = 0$ has the simple effect of introducing a peculiar density of states $\nu_\alpha(x)$ to the $s$-wave problem. Let $\tilde{B} = \lim_{N \rightarrow \infty} \tilde{\beta}/N$ and $n = \lim_{N \rightarrow \infty} N_f/N$, the latter of which is fixed for the entire phase diagram. For a given pair $(\Delta_{0f}, \Delta_{0i})$, we first solve for $(\mu_f, \mu_i)$ and then for $\tilde{B}$ through the following integral equations:

$$2n = \int_X \left( 1 - \frac{x - \mu_{i,f}}{\sqrt{(x - \mu_{i,f})^2 + \Delta_{0i,f}^2}} \right),$$

$$2\tilde{B} = \int_X \left( \frac{1}{\sqrt{(x - \mu_f)^2 + \Delta_{0f}^2}} - \frac{1}{\sqrt{(x - \mu_i)^2 + \Delta_{0i}^2}} \right),$$

(B.8)

$$\int_X (\cdot) \equiv \frac{1}{W} \int_{-\varepsilon_b}^{W_-} (\cdot)\nu(x)dx.$$
We then use $\tilde{B}$ and $\mu_i$ as input for the following integral equation:

$$\int x \frac{1}{(u - x)\sqrt{(x - \mu_i)^2 + \Delta_{0i}^2}} = -\frac{2\tilde{B}}{u - \mu_i \pm i \Delta_{0i}}, \quad (B.9)$$

which we solve for $u$. The number of complex pairs of roots to Eq. (B.9) determines which nonequilibrium phase the system enters.

![Figure B.1: Phase diagram for interaction quenches $g_i \to g_f$ in the integrable limit $h_f = h_i = 0$ of the spin-orbit model. Apart from the varying coupling constant $g$, the model parameters are the same as found in Fig. 2.2. The black dotted lines $\Delta_{0i} = e^{\pm \pi/2} \Delta_{0f}$ indicate the weak coupling limit ($\Delta \ll W$) phase boundaries [53]. The thick blue lines mark the true phase boundaries, which are characterized by the appearance of a new pair of complex roots of Eq. (B.9) when passing from Phase I to Phase II or Phase II to Phase III.]

Quenches from $h_i \neq 0$ to $h_f = 0$ still undergo integrable dynamics, except now the initial state is no longer the $s$-wave ground state. We consider the behavior of the zeros of $L^2(u)$ with respect to $h_i$ in the continuum limit with the spin-orbit parameters given in Fig. 2.2. The Lax vector is still as defined in Eq. (B.2), but we now enter the spin-orbit ground state (2.20) into the equation $L^2(u_j) = 0$, which implies $L^x(u_j) = \pm i L^z(u_j)$. The
spin components of the \( h_i \neq 0 \) ground state are functions of the form \( F_\lambda(\varepsilon_k) \) instead of \( F(\varepsilon_{k\lambda}) \); we therefore do not use (B.7) for the continuum limit, but rather

\[
\sum_{k\lambda} F_\lambda(\varepsilon_k) = \frac{N}{W} \int_0^W \left( F_+(x) + F_-(x) \right) dx. \tag{B.10}
\]

The result of the root calculation is given in Fig. B.2, where we plot the absolute value of the imaginary part of each root pair. For small \( h_i \), there is only one pair of complex roots, i.e., the asymptotic phase is Phase II. At a certain critical \( h_i \), a second pair of complex roots appears, and the system enters Phase III. For larger \( h_i \), the two pairs of roots merge into one and the system reenters Phase II. Phase I does not occur in \( h_f = 0 \) quenches for the parameters we used.
Figure B.2: Behavior of the roots of $L^2(u)$ for quenches from the ground state of $h_i \neq 0$ to $h_f = 0$ in the continuum limit with spin-orbit parameters as given in Fig. 2.2. Each solid line is the absolute value of the imaginary part of a pair of complex conjugate roots. Regions of $h_i$ with one such line indicate that the asymptotic state is Phase II, while the region where there are two separate lines indicate Phase III. The vertical dashed lines indicate various critical values of $h_i$ where the system undergoes a phase transition or crossover. From left to right, $h_1 = 0.7813\varepsilon_F$ is the topological transition of the ground state, $h_2 = 0.9938\varepsilon_F$ is a Phase II-III transition, $h_3 = 1.6625\varepsilon_F$ is the BCS-BEC crossover, and $h_4 = 2.2938\varepsilon_F$ is a Phase III-II transition which also appears to correspond to $\Delta_{0i} = 0$ being the only self-consistent initial equilibrium gap. These critical values of $h_i$ depend in general on the various spin-orbit model parameters.
Appendix C

Integrability breaking forbids asymptotic reduction

An important property of the quench dynamics of integrable $s$ and $(p + ip)$-wave Hamiltonians is the dynamical reduction in the number of degrees of freedom at $t \to +\infty$ in the thermodynamic limit [53, 54]. In particular, Phase III in these models corresponds to the motion of two collective classical spins $S_1$ and $S_2$ governed by a Hamiltonian of the same form. The asymptotic order parameter $\Delta(t)$ in Phase III coincides with that of the 2-spin problem. Further, there are special reduced solutions of equations of motion with the same $\Delta(t)$ that are of the form

$$s_j = \alpha_j S_1 + \beta_j S_2 + \eta_j \hat{z}, \tag{C.1}$$

where $\alpha_j$, $\beta_j$ and $\eta_j$ are time-independent and $\hat{z}$ is a unit vector along the z-axis. These observations lead to an analytical expression for $\Delta(t)$ and, moreover, help to construct the full asymptotic spin configuration in Phase III. We note also that, as we will see below, for the $s$-wave BCS model in the particle-hole symmetric case, (C.1) is equivalent to the ansatz of Ref. [37].

We will now show that the above reduction mechanism relies on integrability and breaks down for nonintegrable separable BCS models. We will prove two independent statements: (i) reduced solutions exist only when $f^2(x) = C_1 + C_2 x$, i.e. only when the Hamiltonian is integrable [61, 62] and (ii) $\Delta(t)$ for a 2-spin separable BCS Hamiltonian with an arbitrary choice of new $\varepsilon_{1,2}$, $f_{1,2}$ and $g$ does not match the asymptotic $\Delta(t)$ we obtained in Sect. 5.3.

C.1 Existence of reduced solutions implies integrability and vice versa

We will follow the same steps as in the derivation of the 2-spin solutions in Ref. [53] and show that it only works for special choices of $f(x)$. First, we treat the general non-particle-hole
symmetric case.

Let

\[ \Delta = \Omega e^{-i\Phi}. \]  

(C.2)

The 2-spin (reduced) Hamiltonian is

\[ H_{\text{red}} = \sum_{j=1}^{2} 2\tilde{\varepsilon}_j S_j^z - \tilde{g} \sum_{j,k} \tilde{f}_j \tilde{f}_k S_j^- S_k^+ = \]

\[ = \sum_{j=1}^{2} 2\tilde{\varepsilon}_j S_j^z - \frac{|\Delta|^2}{\tilde{g}}, \]  

(C.3)

where \( \Delta = \tilde{g}(\tilde{f}_1 S_1^- + \tilde{f}_2 S_2^-). \) We take both \( \tilde{f}_k \) to be nonzero, because otherwise the two spins simply decouple and rotate uniformly around the z-axis.

Energy and \( S_1^z + S_2^z \) are conserved. Since there are two conservation laws and two degrees of freedom, \( H_{\text{red}} \) is integrable. For more than two spins, integrability persists only for special choices of \( \tilde{f}_k \). This fact alone already distinguishes the 2-spin problem from that of a generic \( N \)-spin separable BCS Hamiltonian.

Conservation of energy and \( S_1^z + S_2^z \) read

\[ 2\tilde{\varepsilon}_1 S_1^z + 2\tilde{\varepsilon}_2 S_2^z = \tilde{E} + \frac{\Omega^2}{\tilde{g}}, \]  

(C.4)

\[ S_1^z + S_2^z = \text{const}, \]

where \( \tilde{E} \neq \tilde{\varepsilon}_1 \) or \( |\Delta| \) will be constant. We use Eq. (C.4) to express \( S_k^z \) in terms of \( \Omega^2 \),

\[ S_k^z = \tilde{a}_k \Omega^2 + \tilde{b}_k, \quad k = 1, 2; \]  

(C.5)

where \( \tilde{a}_k \) and \( \tilde{b}_k \) are time-independent and \( \tilde{a}_1 = -\tilde{a}_2 \neq 0 \). Furthermore, Eq. (C.1) implies a similar expression for \( s_j^z \) in terms of the order parameter amplitude,

\[ s_j^z = a_j \Omega^2 + b_j. \]  

(C.6)
Conservation of the energy

\[ E = \sum_j 2\varepsilon_j s_j^z - \frac{|\Delta|^2}{g}, \quad \text{(C.7)} \]

and of \( J_z = \sum_j s_j^z \) require

\[ \sum_j a_j = 0, \quad \sum_j 2\varepsilon_j a_j = \frac{1}{g}. \quad \text{(C.8)} \]

We write the Bloch equations for the separable BCS Hamiltonian as

\[ s_j^+ = -if_j (s_j^- \Delta^* - s_j^+ \Delta), \quad \text{(C.9)} \]
\[ s_j^- = -2if_j s_j^z \Delta - 2i\varepsilon_j s_j^- . \quad \text{(C.10)} \]

Since the equations of motion and Eqs. (C.5) and (C.6) for the reduced solution and the 2-spin problem have the same form, we can treat both of them simultaneously.

Substituting Eq. (C.6) into Eq. (C.9), we find

\[ s_j^- e^{i\Phi} - s_j^+ e^{-i\Phi} = 2i \frac{a_j}{f_j} \Omega. \quad \text{(C.11)} \]

Next, we multiply Eq. (C.10) by \( e^{i\Phi} \) and add the resulting equation to its complex conjugate,

\[ \frac{d}{dt} \left( s_j^- e^{i\Phi} + s_j^+ e^{-i\Phi} \right) = \frac{4a_j \varepsilon_j}{f_j} \Omega - 2 \frac{a_j}{f_j} \dot{\Phi} \Omega, \quad \text{(C.12)} \]

where we made use of Eq. (C.11). Integrating and adding the resulting equation and Eq. (C.11), we obtain

\[ s_j^- e^{i\Phi} = \frac{2a_j \varepsilon_j}{f_j} \Omega - \frac{a_j}{f_j} A + i \frac{a_j}{f_j} \dot{\Omega} + \frac{a_j c_j}{f_j}, \quad \text{(C.13)} \]

where \( \frac{a_j c_j}{f_j} \) is the integration constant and \( A = \int dt \dot{\Phi} \Omega \). The self-consistency condition \( \Delta = g \sum_j f_j s_j^- \), combined with Eq. (C.8), implies \( \sum_j a_j c_j = 0. \)
The analogous expressions for the 2-spin problem are

\[ S_k e^{i\Phi} = \frac{2\tilde{a}_k \tilde{r} \varepsilon}{f_k} - \frac{\tilde{a}_k}{f_k} A + i \frac{\tilde{a}_k}{f_k} \dot{\Omega} , \]  

(C.14)

and \( \tilde{a}_1 \tilde{c}_1 + \tilde{a}_2 \tilde{c}_2 = \tilde{a}_1 (\tilde{c}_1 - \tilde{c}_2) = 0 \). Therefore, \( \tilde{c}_1 = \tilde{c}_2 \) and the last term in Eq. (C.14) can be absorbed into \( A \), which is defined up to a constant anyway, i.e.,

\[ S_k^- e^{i\Phi} = \frac{2\tilde{a}_k \tilde{r} \varepsilon}{f_k} - \frac{\tilde{a}_k}{f_k} A + i \frac{\tilde{a}_k}{f_k} \dot{\Omega} . \]  

(C.15)

Since \( s_j^- \) is related to \( S_1^- \) and \( S_2^- \) via Eq. (C.1), this also eliminates the last term in Eq. (C.13), i.e.,

\[ s_j^- e^{i\Phi} = \frac{2a_j \varepsilon_j}{f_j} \Omega - \frac{a_j}{f_j} A + i \frac{a_j}{f_j} \dot{\Omega} . \]  

(C.16)

Combining the conservation of the spin norm, \( s_j^2 = (s_j^+)^2 + |s_j^-|^2 \), with Eqs. (C.6) and (C.16), we derive the following differential equation for \( \Omega \):

\[ (a_j \Omega^2 + b_j)^2 + \frac{(2a_j \varepsilon_j \Omega - a_j A)^2 + a_j^2 \dot{\Omega}^2}{f_j^2} = s_j^2 , \]  

(C.17)

or, equivalently,

\[ \dot{\Omega}^2 + f_j^2 \Omega^4 + \Omega^2 \left( \frac{2f_j b_j}{a_j} + 4\varepsilon_j^2 \right) - 4\varepsilon_j A \Omega \\
+ A^2 + \frac{f_j^2 (b_j^2 - s_j^2)}{a_j^2} = 0 . \]  

(C.18)

This equation implies, among other things, that \( A \) is a function of \( \Omega \). Indeed, consider a set of numbers \( x_j \), such that \( \sum_j x_j = 0 \). Multiplying Eq. (C.18) by \( x_j \) and summing over \( j \), we find

\[ A \Omega = \lambda \Omega^4 + 2\mu \Omega^2 + \kappa , \]  

(C.19)
where $\lambda, \mu$ and $\kappa$ are real constants. Substituting this back into Eq. (C.18), we obtain

$$\frac{\dot{w}^2}{4} + \lambda^2 w^4 + (f_j^2 - 4\lambda\xi_j)w^3 + \left(\frac{2f_jb_j}{a_j} + 2\lambda\kappa + 4\xi_j^2\right)w^2 + \left(\frac{f_j^2(b_j^2 - s_j^2)}{a_j^2} - 4\kappa\xi_j\right)w + \kappa^2 = 0,$$

where $w = \Omega^2$ and $\xi_j = \varepsilon_j - \mu$. These equations are consistent only when the coefficients of powers of $w$ are $j$-independent. In particular, we must have $f_j^2 = 4\lambda\xi_j + \text{const., i.e.,}$

$$f_j^2 = C_1 + C_2\varepsilon_j,$$

where $C_1$ and $C_2$ are real constants. This is the most general form of $f_j$ for which the separable BCS Hamiltonian (2.8) is known to be integrable [61, 62]. In particular, $C_2=0$ corresponds to the $s$-wave and $C_1 = 0$ to the $(p + ip)$-wave models. Conversely, when Eq. (C.21) holds and the separable Hamiltonian is therefore integrable, the $j$-independence of coefficients at $w^2$ and $w$ determines $a_j$ and $b_j$, and Eq. (C.20) means that $w = |\Delta|^2$ is a certain elliptic function of time.

**C.2 Asymptotic $\Delta(t)$ does not match the 2-spin solution in nonintegrable cases**

In Sect. 5.3 we numerically determined $\Delta(t)$ in two nonintegrable separable BCS Hamiltonians, see Eq. (2.46). Here we show that $\Delta(t)$ for the most general separable 2-spin Hamiltonian (C.3) cannot match Eq. (2.46).

Since $\Delta(t)$ in Eq. (2.46) is real, we take $\Delta$ in the 2-spin problem to be real as well, though we do not a priori assume particle-hole symmetry in the 2-spin problem. All we need is to specialize the derivation of the previous subsection to the case of real $\Delta$. Then,
the Bloch equations become

$$
\begin{align*}
\dot{S}_j^z &= -2\tilde{f}_j S_j^y \Delta, \\
\dot{S}_j^x &= -2\tilde{\varepsilon}_j S_j^y, \\
\dot{S}_j^y &= 2\tilde{\varepsilon}_j S_j^x + 2\tilde{f}_j S_j^z \Delta.
\end{align*}
$$

(C.22)

Substituting Eq. (C.5) into the first two equations of motion, we obtain

$$
\begin{align*}
\dot{S}_k^y &= -\frac{\tilde{a}_k}{f_k} \Delta, \\
\dot{S}_k^x &= 2\tilde{\varepsilon}_k \tilde{a}_k \Delta + \frac{\tilde{a}_k \tilde{c}_k}{f_k},
\end{align*}
$$

(C.23)

and

$$
\begin{align*}
\dot{S}_k^\varepsilon &= 2\tilde{\varepsilon}_k \tilde{a}_k \Delta + \frac{\tilde{a}_k \tilde{c}_k}{f_k},
\end{align*}
$$

(C.24)

where \( \frac{\tilde{a}_k \tilde{a}_k}{f_k} \) is the integration constant. As before, the self-consistency condition \( \tilde{g}(\tilde{f}_1 S_1^- + \tilde{f}_2 S_2^-) = \Delta \) together with \( \tilde{a}_1 = -\tilde{a}_2 \Rightarrow \tilde{c}_1 = \tilde{c}_2 \equiv \tilde{c} \), and the conservation of spin length \( (S_k^\varepsilon)^2 + (S_k^y)^2 + (S_k^z)^2 = S_k^2 \) yields

$$
\begin{align*}
\dot{\Delta}^2 + (2\tilde{\varepsilon}_k \Delta + \tilde{c})^2 + \left(\frac{\tilde{f}_k \Delta^2 + \frac{\tilde{b}_k \tilde{f}_k}{\tilde{a}_k^2}}{\frac{\tilde{a}_k^2}{\tilde{a}_k^2}}\right)^2 &= \frac{S_k^2 \tilde{f}_k^2}{\tilde{a}_k^2}.
\end{align*}
$$

(C.25)

Equating the coefficients at different powers of \( \Delta \) for \( k = 1 \) and \( 2 \), we find \( \tilde{c}(\tilde{\varepsilon}_1 - \tilde{\varepsilon}_2) = 0 \Rightarrow \tilde{c} = 0, \)

$$
\tilde{f}_1 = \tilde{f}_2 \equiv \tilde{f},
$$

(C.26)

and two more relationships that constrain \( \tilde{a}_k \) and \( \tilde{b}_k \). The constraint (C.26) is a consequence of the requirement that \( \Delta \) be real. Now Eq. (C.25) is of the form

$$
\dot{\Delta}^2 = -\tilde{f}^2(\Delta^2 - \Delta_1^2)(\Delta^2 - \Delta_2^2).
$$

(C.27)

This is the same as the equation for the asymptotic \( \Delta(t) \) for the integrable \( s \)-wave BCS Hamiltonian in the particle-hole symmetric case up to rescaling \( \Delta_{\text{new}} = \tilde{f} \Delta \). This is not
surprising because \( \tilde{f}_1 = \tilde{f}_2 = \tilde{f} \) and the factor of \( \tilde{f}^2 \) in Eq. (C.3) can be absorbed into the coupling constant, \( \tilde{g}_{\text{new}} = \tilde{f}^2 \tilde{g} \) resulting in an integrable \( s \)-wave BCS Hamiltonian for two spins with \( \Delta_{\text{new}} = \tilde{g}_{\text{new}}(S_1^- + S_2^-) = \tilde{f} \Delta \). The solution of Eq. (C.27) is \( \Delta(t) = \Delta_+ \text{dn}\left[\tilde{f} \Delta_+(t-t_0), 1 - \frac{\Delta^2}{\Delta_+^2}\right] \). As we saw in Sect. 5.3, in the nonintegrable case we find instead a more general differential equation Eq. (2.44) with the solution given by Eq. (2.46).
Appendix D

The link between Lax constructions and the stability analysis

As mentioned above, the separable BCS model is integrable when \( f_j^2 = C_1 \varepsilon_j + C_2 \). Two important cases are the \( s \)-wave model where \( f_j = 1 \) and the \( p + ip \) model where \( f_j = \sqrt{\varepsilon_j} \).

In past work \[53, 54\], integrability has been exploited to determine the nonequilibrium asymptotic phases through the use of Lax constructions. These techniques are useful for constructing phase diagrams, but the physical interpretation of the phase transitions is obscured by the use of exact solvability. We demonstrate here that the stability equation Eq. (2.42), which applies to the nonintegrable cases as well, both predicts the same transition points and clarifies the physical meaning of the Lax construction.

In the following, we will assume the quantities \( Z_j, \Delta_x \) and \( \mu_x \) are given. They are functions of the quench parameters \( \Delta_{0i}, \Delta_{0f} \), the particle number \( N_f \), and the Fermi energy \( \varepsilon_F \).

D.1 Lax norms

In the \( s \)-wave model, the Lax vector is \[53\]

\[
L_s(u) = -\frac{\tilde{z}}{g_f} + \sum_j \frac{s_j}{u - \varepsilon_j},
\]  

(D.1)
while in the $p + ip$ model its components are \[54\]

\[
L_p^+(u) = \sum_j \frac{\sqrt{\varepsilon_j} s_j^+}{u - \varepsilon_j},
\]

\[
L_p^-(u) = \sum_j \frac{\sqrt{\varepsilon_j} s_j^-}{u - \varepsilon_j},
\]

\[
L_p^z(u) = \sum_j \frac{\varepsilon_j s_j^-}{u - \varepsilon_j} - \frac{1}{gf},
\]

where $u$ is a complex (spectral) parameter.

We focus on the norms of these quantities, defined as $L^2(u) = L^2_x(u) + L^2_y(u) + L^2_z(u)$ in the $s$-wave case and $L^2(u) = u L^+ \times L^- + [L^z(u)]^2$ for $p + ip$. Integrability follows from the fact that the $L^2(u)$ and $L^2(u)$ are conserved by the time evolution for arbitrary $u$, which implies conservation of their roots $u_j$. As demonstrated in Refs. \[53\] and \[54\] and discussed in Appendix B, each of the asymptotic nonequilibrium phases corresponds a unique number of isolated complex pairs of $u_j$ in the continuum limit. Phase I corresponds to zero isolated $u_j$, Phase II corresponds to one pair, and Phase III corresponds to two pairs.

The main result of this Appendix is that the roots of the Lax norm $u$ and the frequencies $\omega$ of $\delta \Delta(t)$ are related by $u - u_r = \pm \frac{1}{2} \sqrt{\omega^2 - b_{\text{min}}^2}$, where $u_r$ is the real part of the root (cf. Refs. \[42\], \[53\]), and $b_{\text{min}}$ is the band edge in the frequency spectrum ($b_{\text{min}} = 0$ in Phase I). Thus, the new pair of complex conjugate Lax roots appears at the same time that $\omega$ emerges into the band gap (i.e., $\omega^2 < b_{\text{min}}^2$ in Phase II and $\omega^2 < 0$ in Phase I). Here and below in this Appendix, we use the same notation $u$ for the roots and for generic values of the spectral parameter.

One may plug into the Lax norms the asymptotic spin solution \[2.31\] for Phase II, but we shall use solutions that do not impose particle-hole symmetry. Letting $\tilde{\varepsilon}_j = \varepsilon_j - \mu_x$, 

and noting that sums over the time-dependent terms dephase in the $t \to \infty$ limit, we find

$$L^2(u) = \left(-\frac{1}{gf} + \sigma_1\right)^2 + \Delta_x^2 \sigma_2^2,$$

$$\sigma_1 = \sum_j \frac{Z_j}{u - \varepsilon_j}, \quad \sigma_2 = \sum_j \frac{Z_j}{\varepsilon_j(u - \varepsilon_j)},$$

$$L_2(u) = \left(-\frac{1}{gf} + p_1\right)^2 + u \Delta_x^2 p_2^2,$$

$$p_1 = \sum_j \frac{\varepsilon_j Z_j}{u - \varepsilon_j}, \quad p_2 = \sum_j \frac{\varepsilon_j Z_j}{\varepsilon_j(u - \varepsilon_j)}.$$

Eq. (D.3) reduces to the Phase I Lax norms when $\Delta_x = 0$ and by convention $Z_j \to z_j$. In Phase II, Eq. (D.3) is supplemented by the self-consistency relationship

$$1 = -gf \sum_j \frac{f_j^2 Z_j}{\varepsilon_j}.$$

(D.4)

### D.2 Phase I-II transition

In the s-wave case, and in Phase I, we compare the stability equation Eq. (2.42) to the vanishing of the Lax norm $L^2(u) = 0$. After some algebra, Eqs. (2.42) and $L^2(u) = 0$ become

$$\frac{1}{gf} = \sum_j \frac{z_j}{\pm \frac{1}{2} \omega_0 + \mu_\infty - \varepsilon_j},$$

(D.5a)

$$\frac{1}{gf} = \sum_j \frac{z_j}{u - \varepsilon_j},$$

(D.5b)

respectively. We argued in Sect. 5.2 that the Phase I-II transition occurs when a purely imaginary pair of complex conjugate $\omega_0$ emerges as solutions to Eq. (D.5a), implying an exponential instability to Phase I. The Lax construction stipulates that the same transition occurs when an isolated pair of complex conjugate $u$ solve Eq. (D.5b). In order for these two methods to match, we must make the identification $u - \mu_\infty = \pm \frac{1}{2} \omega_0$, i.e., the real part of the emergent Lax norm pair of roots must be $\mu_\infty$. We prove this is the case in Sect. D.4.
The corresponding equations for Phase I in the $p + ip$ model are

\begin{align}
\frac{1}{g_f} &= \sum_j \frac{\varepsilon_j z_j}{\pm \frac{1}{2} \omega_0 + \mu_x - \varepsilon_j}, \quad (D.6a) \\
\frac{1}{g_f} &= \sum_j \frac{\varepsilon_j z_j}{u - \varepsilon_j}, \quad (D.6b)
\end{align}

and the same identification reconciles the two approaches.

### D.3 Phase II-III transition

In Phase II, one applies the self-consistency relationship (D.4) to the Lax norms (D.3). In the $s$-wave case, $L^2(u) = 0$ becomes

\begin{equation}
0 = \left[ (u - \mu_x)^2 + \Delta_x^2 \right] \left( \sum_j \frac{Z_j}{\varepsilon_j(u - \varepsilon_j)} \right)^2, \quad (D.7)
\end{equation}

and we see the single pair of isolated conjugate roots are $u_\pm = \mu_x \pm i \Delta_x$. The equation for the second pair of isolated roots that would signal a transition to Phase III is therefore

\begin{equation}
0 = \sum_j \frac{Z_j}{\varepsilon_j(u - \varepsilon_j)}. \quad (D.8)
\end{equation}

After applying Eq. (D.4) to the quantities $S_j(\omega_0)$ in the stability equation (2.42), we find for the $s$-wave model

\begin{equation}
S_1(\omega) - 1 = \left( \frac{\omega^2}{4 \Delta_x^2} - 1 \right) S_3(\omega). \quad (D.9)
\end{equation}

This simplifies Eq. (2.42) to

\begin{equation}
0 = \sum_j \frac{Z_j}{\varepsilon_j(\pm y + \mu_x - \varepsilon_j)}, \quad y = \frac{1}{2} \sqrt{\omega^2 - 4 \Delta_x^2}. \quad (D.10)
\end{equation}
Matching (D.10) to (D.8), we make the correspondence \( u - \mu_\infty = \pm \frac{1}{2} \sqrt{\omega_0^2 - 4\Delta_\infty^2} \). As we discussed in Sect. 5.2, an \( \omega_0 \) emerging out of the continuum and into the band gap signals the transition to Phase III. The band edge in the s-wave model is precisely \( 2\Delta_\infty \). We show in Sect. D.4 that the new pair of conjugate Lax roots has real part \( \mu_\infty \). Therefore, the two approaches predict the same phase transition.

In the \( p + ip \) case, \( L_2(u) = 0 \) couples with (D.4) to give

\[
0 = \left[ u\Delta_\infty^2 + (u - \mu_\infty)^2 \right] \left( \sum_j \frac{\varepsilon_j Z_j}{\tilde{\varepsilon}_j (u - \varepsilon_j)} \right)^2. \tag{D.11}
\]

The single pair of isolated roots of Phase II is then

\[
u_\pm = \nu_c \pm i\Delta_\infty \sqrt{\mu_\infty - \frac{\Delta_\infty^2}{4}}; \quad \nu_c = \mu_\infty - \frac{\Delta_\infty^2}{2}, \tag{D.12}
\]

and the emergent pair of conjugate roots solves

\[
0 = \sum_j \frac{\varepsilon_j Z_j}{\tilde{\varepsilon}_j (u - \varepsilon_j)}. \tag{D.13}
\]

To show that the stability analysis reproduces Eq. (D.13), we will need two relations. The first holds in general by applying the self-consistency relation (D.4) to the sums in (2.42)

\[
S_1(\omega) - 1 = \omega^2 S_4(\omega) - S_3(\omega),
\]

\[
S_4(\omega) = g_f \sum_j \frac{f_j^2 Z_j}{\tilde{f}_j (\omega^2 - b_j^2)}, \tag{D.14}
\]

while the second is specific to the \( p + ip \) model

\[
S_2(\omega) = -2\omega \mu_\infty S_4(\omega) + \frac{\omega}{2\Delta_\infty^2} S_3(\omega). \tag{D.15}
\]

We substitute Eqs. (D.14)-(D.15) into Eq. (2.42), which becomes a quadratic function of
\( S_3 \) and \( S_4 \). The solution is

\[
0 = \sum_j \frac{Z_j}{\varepsilon_j(\pm y + u_c - \varepsilon_j)}, \quad y = \frac{1}{2}\sqrt{\omega^2 - B_1^2}, \tag{D.16}
\]

where \( B_1 = \sqrt{4\mu_x \Delta_x^2 - \Delta_x^4} \) is the band edge when \( u_c \geq 0 \). In this parameter range, we identify \( u - u_c = \pm \frac{1}{2}\sqrt{\omega^2 - B_1^2} \). We show in Sect. D.4 that the real part of the emergent Lax roots is \( u_c \), and therefore the stability analysis and Lax constructions give the same Phase II-III transition. When \( u_c < 0 \), the band edge is no longer \( B_1 \), and we believe there to be no Phase II-III transition in that case.

### D.4 Real parts of Lax roots at the transitions

The equivalence between the Lax construction and the stability analysis relies on the fact that the real parts of the emerging Lax roots are equal to \( \mu_x \) at the Phase I-II transition in both integrable models, \( \mu_x \) at the Phase II-III transition in the \( s \)-wave model, and \( \mu_x - \frac{\Delta_x^2}{2} \) at the Phase II-III transition in the \( p + ip \) model. In other words, the emergent second pair of isolated roots has the same real part as the first pair of isolated roots.

The Phase I-II transition real parts can be understood by a continuity argument. In the \( s \)-wave model, Eq. (D.7) implies that the single pair of roots can be written as \( u_\pm = \mu_x \pm i\Delta_x \). As we approach the I-II boundary, \( \Delta_x \) decreases continuously to zero, which implies the real part of both roots at the boundary is \( \mu_x \). In the \( p + ip \) case, a similar argument follows from Eq. (D.12).

**s-wave, II-III**

We use results from the spin reduction mechanism, discussed in Appendix C of the \( s \)-wave model to obtain the real parts of the Lax roots at the Phase II-III transition. This discussion quotes several results directly from Sect. II B 3 of Ref. [53]. The isolated roots in Phase III
of $L^2(u)$ are given by the roots of the 2-spin spectral polynomial $Q_4(u)$

$$Q_4(u) = [(u - \mu)^2 - \rho]^2 - \kappa(u - \mu) - \chi. \quad (D.17)$$

We determine the real parameters $\mu$, $\rho$, $\kappa$ and $\chi$ at the transition, which will then give the roots of $Q_4(u)$. To do so, we use the differential equation and solution for the 2-spin $\Delta$, which is identical to that of the Phase III asymptotic $\Delta$ of the many-body problem, which we write as $\Delta = |\Delta|e^{-i\Phi}$. Let $w = |\Delta|^2 = \Lambda^2 + h_1$, where $h_1$ is a constant. The differential equation for $w$ is

$$0 = \dot{w}^2 + 4w^3 + 16\rho w^2 + 16\chi w + 4\kappa^2, \quad (D.18)$$

while the equation for the phase $\Phi$ is

$$\dot{\Phi} = 2\mu - \frac{\kappa}{\Lambda^2 + h_1}. \quad (D.19)$$

Upon rewriting (D.18) as an equation for $\Lambda$, we find

$$\dot{\Lambda}^2 = -(\Lambda_+^2 - \Lambda^2)(\Lambda_-^2 - \Lambda^2), \quad (D.20)$$

where the constants $\Lambda_\pm$ are the maximum and minimum of the $\Lambda$ oscillations which are functions of the constants $\rho$, $\chi$ and $\kappa$. The solution of interest to Eq. (D.20) is

$$\Lambda = \Lambda_+ \text{dn} \left[ \Lambda_+ (t - t_0), 1 - \frac{\Lambda^2}{\Lambda_+^2} \right]. \quad (D.21)$$
Near the II-III transition, the oscillations of $\Lambda$ are small and it sufficient to keep only the first harmonic of Eq. (D.21)

$$
\Lambda \approx \Lambda_0 + \delta \cos \left[ \omega_0 (t - t_0) \right], \quad (D.22)
$$

$$
\delta \ll \Lambda_0, \quad \omega_0 \approx 2 \Lambda_0.
$$

As we approach the II-III transition, $\Delta \to \Delta_\infty e^{-2i\mu_\infty t}$. Because $|\Delta|^2 = \Lambda^2 + h_1$ has the same frequency as $\Lambda^2$, and the frequency of small oscillations of $|\Delta|^2$ at the II-III transition is $2\Delta_\infty$, we conclude $\Lambda_0 = \Delta_\infty$ and $h_1 = 0$. Using Eq. (D.19), we also find $\kappa = 0$ and $\mu = \mu_\infty$.

It remains to determine the constants $\rho$ and $\chi$, which we do by plugging (D.22) into (D.18) and considering the $O(\delta^0)$ and $O(\delta)$ terms separately. The result is $\rho = -\frac{\Lambda^2}{2}$ and $\chi = \frac{\Lambda^4}{4}$. The roots of the spectral polynomial $Q_4(u)$ from Eq. (D.17) at the Phase II-III transition therefore solve

$$
0 = \left[ (u - \mu_\infty)^2 + \frac{\Delta_\infty^2}{2} \right]^2 - \frac{\Delta_\infty^4}{4}. \quad (D.23)
$$

One solution to (D.23) is $u_{\pm} = \mu_\infty \pm i\Delta_\infty$, which is the single isolated pair characteristic of Phase II. The other solution is a double root at $u = \mu_\infty$, i.e., the new pair of roots that emerges in Phase III has real part $\mu_\infty$.

$p + ip$, II-III

In order to prove that the Lax construction and stability analysis predict the same $p + ip$ Phase II-III transition, we needed to assume that the real part of the emerging second pair of roots equals that of the first pair of roots $u_{\pm}$ from (D.12). Using results from Ref. [54], we now show that this is indeed the case.

For brevity, our derivation will use the conventions of Ref. [54], where the definitions of some quantities differ by numerical factors. One redefines $\varepsilon \to 2\varepsilon$, $2G \to g$, $\sqrt{2}\Delta \to \Delta$
and \( u \to 2u \) in order to translate quantities from Ref. [54] to those in this work. While some details of the derivation depend on such conventions, the conclusion does not. We also assume \( u_c = \text{Re}[u_\pm] \geq 0 \), which is the parameter regime where we show the equivalence of the Lax construction and stability analysis for the \( p + ip \) model.

Eq. (4.3) of Ref. [54] gives the isolated pair of roots in Phase II to be \( u_\pm = u_c \pm 2iE_{\text{min}} \), where \( E_{\text{min}} \) is the minimum of the asymptotic dispersion relation [see text below Eq. (5.29) in Ref. [54]]. According to Eq. (4.39) in Ref. [54] the frequency of small oscillations in Phase III close to the Phase II-III boundary is

\[
\Omega_c = \sqrt{(u_\tau - u_c)^2 + 4E_{\text{min}}^2}, \tag{D.24}
\]

where \( u_\tau \) is the real part of the pair of roots absent in Phase II. The frequency \( \Omega_c \) should match the frequency of dephasing oscillations in Phase II close to the boundary. The text below Eq. (3.53) in Ref. [54] says that the latter frequency is

\[
\Omega = 2E_{\text{min}}. \tag{D.25}
\]

Setting \( \Omega_c = \Omega \) implies that on the Phase II-III boundary

\[
u_\tau = u_c. \tag{D.26}\]
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Chapter 3

Nonequilibrium transport in the Toda chain with harmonic pinning

1 Introduction

The transport of thermal energy in Hamiltonian systems is a problem of great theoretical and practical interest [1, 2]. In its simplest form, one considers heat flow in the nonequilibrium stationary state (NESS) of a system in contact with two thermal reservoirs at different temperatures. Very little is known rigorously about this problem except in the case of harmonic crystals [3] or hard rods in 1D [4]. These models are special cases of the larger class of integrable models, whose extensive numbers of conserved quantities are expected in general to lead to ballistic heat transport [5, 6, 7, 8]. This means that if a system of length $N$ (and cross-section $A$) is put in contact with heat reservoirs at temperatures $T_L$ and $T_R$, $T_L > T_R$, at its left and right ends, then the heat flow in the stationary state $J$ would be (except for boundary effects) independent of $N$. This is what is observed for the Toda lattice and it stands in contrast to the case where we have dissipative transport satisfying Fourier’s law, where $J$ would be proportional to $N^{-1}$.

In the absence of exact results, one has to rely on heuristics and simulations. A large number of these have focused on 1D systems. These have led to the following commonly accepted truths (CAT): Integrable systems such as the Toda chain [10, 9, 5], the Calogero-Moser system, the harmonic chain, and hard rods have ballistic transport, i.e., $J \sim N^0$. Nonlinear non-integrable systems such as Fermi-Pasta-Ulam (FPU) chains [11] or the diatomic Toda chain [12] have $J \sim N^{-\alpha}$ with $\alpha < 1$, for the momentum conserving case: the
actual value of $\alpha$ depends on the system. When a nonintegrable system does not conserve momentum due to pinning by a one body potential, the transport is diffusive, also called “normal”, with $\alpha = 1$.

We find, via numerical simulations, that the Toda chain with harmonic pinning seemingly has ballistic transport of heat. Because this system is generally believed to be nonintegrable, either the prevailing wisdom about 1D transport needs modification or this system is in fact integrable. In either case, the result is rather surprising and requires further investigation. We note that the Poincaré sections of the 3-body case indicate that the dynamics take place on a 3-dimensional manifold for all tested initial conditions, indicating that there are 3 conserved quantities in this case (the first two being the Hamiltonian itself and a quantity corresponding to the harmonic motion of the center of mass). The surprising transport properties that we observe are similar to another recent study of different aspects of energy transport of the harmonically pinned Toda chain [13], which we briefly discuss at the end of this work. We also note that when the pinning is done by a quartic potential, then the heat transport is clearly not ballistic, although we cannot give clear evidence that $\alpha = 1$. We suspect the transport is indeed diffusive, as quartic pinning is sufficient to induce diffusive scaling in the harmonic chain [14].

2 The model

Consider a 1-dimensional chain of $N + 2$ labeled particles, i.e., located on the lattice $L = \{0, 1, \ldots, N, N + 1\}$, with the following classical Hamiltonian $H$

$$
H = \sum_{i=0}^{N+1} \left[ \frac{p_i^2}{2} + \frac{\nu^2}{z} q_i^2 + V(r_i) \right], \quad r_i \equiv q_{i+1} - q_i, \ z \text{ even.} \quad (2.1)
$$

Here $\{q_i\}$ are the displacements of the particles, $\{p_i\}$ are their momenta, $\nu$ is the strength of the one-body pinning potential and $V_i = V(r_i)$ is the interaction potential. For periodic boundary conditions $V_{N+1} = V(q_0 - q_{N+1})$ while for fixed boundary conditions $V_{N+1} = 0$. 

and $q_0 = q_{N+1} = p_0 = p_{N+1} = 0$. When $\nu = 0$ and

$$V_i = \frac{a}{b} \exp[-br_i], \quad a, b > 0,$$  \hfill (2.2)

the system is the Toda chain [15], which is a well-known integrable model for both periodic and fixed boundary conditions [16, 17]. Unless otherwise specified, $V_i$ will refer to the Toda interaction for the remainder of this work.

In this note, we numerically investigate the heat transport properties of the fixed boundary Toda chain with the addition of an on-site harmonic potential, i.e., $\nu \neq 0$ and $z = 2$. In general, such a modification is expected to break the integrability of the $\nu = 0$ system when the number of particles is greater than 2. Indeed, the only obvious conserved quantities when $\nu \neq 0$ are $H$ itself and the center of mass term $h_c$

$$h_c = \frac{1}{2} \left( \sum_{i=0}^{N+1} p_i \right)^2 + \frac{\nu^2}{2} \left( \sum_{i=0}^{N+1} q_i \right)^2.$$  \hfill (2.3)

We couple particles 1 and $N$ of the chain to Langevin baths with a coupling constant $\mu$, which act as thermal reservoirs at temperatures $T_L$ and $T_R$ and induce a nonequilibrium steady state (NESS). The infinitesimal generator of motion $\mathcal{L}$ is therefore

$$\mathcal{L}(\cdot) = \mu B_{1,T_L}(\cdot) + \mu B_{N,T_R}(\cdot) + A(\cdot),$$

$$A(\cdot) = \sum_{j=1}^{N} (p_{j+1} - p_j) \partial_{r_j} +$$

$$+ \sum_{j=1}^{N} (V'_j - V'_{j-1} - \nu^2 q^{z-1}_j) \partial_{p_j},$$

$$B_j T_{L/R}(\cdot) = -p_j \partial_{p_j} + T \partial_{p_j}^2,$$

$$j = 1, N; \quad \mu = \text{bath coupling},$$  \hfill (2.4)

where $V'_j \equiv \frac{dV(r_j)}{dr_j}$. For systems like Eq. (2.4), the integrability of the bulk dynamics plays a central role in determining the transport properties [5], although in the quantum mechanical
case this statement requires qualification [18]. The central quantity of interest is the average heat current $J$, which in the NESS is given by

$$J = \langle J_j \rangle = -\left\langle \frac{1}{2} (p_j + p_{j+1}) V_j' \right\rangle, \quad j \in [2, N - 1],$$

(2.5)

where $\langle \rangle$ refers to the NESS average, which in simulations is computed by first allowing the system sufficient time to relax to the NESS before time averaging. Also of interest is the NESS temperature profile $T_j$

$$T_j = \langle p_j^2 \rangle, \quad j \in [1, N].$$

(2.6)

In the following, we will give evidence that when $z = 2$, $J \sim N^0$ and that $T_j$ is independent of $j$ in the bulk, with a jump in $T_j$ at the reservoirs. These two properties are only expected to hold when the bulk dynamics are integrable. Indeed, because these bulk dynamics are expected to be nonintegrable and break translational invariance, one would expect $J \sim N^{-1}$ and $T_j$ to be a continuous curve interpolating between $T_L$ and $T_R$. We then show that when the pinning is anharmonic, e.g., $z = 4$, then the system satisfies the ordinary expectations. Spurred by the unexpected harmonic pinning result, we then give further evidence of nondissipative behavior in this model. We caution that these numerical results are restricted to small systems ($N \leq 400$) and that further investigation is needed to determine the precise transport properties of this model.

3 Nondissipative behavior

3.1 Ballistic transport

Consider the dynamics Eq. (2.4) for the Toda interaction Eq. (2.2) and $z = 2$ (harmonic pinning). We integrate Eq. (2.4) using a velocity Verlet algorithm adapted to include the Langevin reservoirs [19]. In Fig. 3.1 we show the steady state temperature profiles for
Figure 3.1: Temperature profiles ($T_L = 1.1$, $T_R = 0.9$) for the Toda chain with harmonic pinning ($a = b = \mu = \nu = 1$, $z = 2$). The $j$-th particle occupies position $x_j = j/N$. The ratios of the bulk currents are $J_{100}/J_{50} = 0.975$, $J_{200}/J_{100} = 1.001$, $J_{400}/J_{200} = 0.995$, and $J_{800}/J_{400} = 0.991$. We use the bulk current because its variance is reduced by averaging over the chain.

If we denote $J_{\text{Bulk}}$ by the average of Eq. (2.5) over the entire bulk of the chain and $J_{L(R)}$ as the steady-state averages of the energy flux from the left (right) Langevin baths, we have

$$J_{\text{Bulk}} = \frac{1}{N-2} \sum_{j=2}^{N-1} \langle J_j \rangle,$$

$$J_L = \mu (T_L - \langle p_1^2 \rangle),$$

$$J_R = \mu (\langle p_N^2 \rangle - T_R).$$

We find numerically that the three currents from Eq. (3.1) agree quite closely.

The flat temperature profile and non-scaling current illustrated in Fig. 3.1 is expected for the $\nu = 0$ (integrable) case, but it is entirely surprising for $\nu \neq 0$. Upon varying $\nu$ we found that $J$ is a decreasing function of $\nu$, as expected for pinned chains [20]. We show a marked
Figure 3.2: Temperature profiles and currents for the Toda chain with quartic pinning ($z = 4$), with all parameters the same as in Fig. 3.1. Note that with increasing $N$ the profile approaches a smooth curve between $T_L = 1.1$ and $T_R = 0.9$. The ratios of the bulk currents are $J_{100}/J_{50} = 0.597$, $J_{200}/J_{100} = 0.564$, which hints that the system is starting to demonstrate diffusive scaling for relatively small $N$. 
change in behavior in Fig. 3.2 for the Toda chain with quartic pinning ($z = 4$). There, as $N$ increases, the temperature profiles approach a smooth curve interpolating between $T_L$ and $T_R$, and the current $J$ roughly halves when $N$ is doubled.

It may be possible to analytically determine whether or not the heat conductivity of the harmonically pinned Toda chain is infinite using the methods developed in [21]. One can exploit the known underlying integrability of the unpinned Toda chain in order to obtain bounds on the conductivity when additional dynamics, such as pinning, are included. An infinite heat conductivity would mean that the current scales as $N^{-\alpha}$ for some $\alpha \geq 0$ that is strictly less than 1, where $\alpha = 0$ is the ballistic case.

### 3.2 Persistent heat currents in the periodic chain

Consider now the dynamics of the system with Hamiltonian $H_1$, $z = 2$, and interaction $H_2$ with periodic boundary conditions and no external driving. Given the observed ballistic heat transport in the corresponding driven system, one expects any initial heat current to propagate without dissipation in the periodic system. In Fig. 3.3 we observe such behavior in a 200 particle system for times long enough for the current to propagate many times around the chain. Similar nondissipative behavior in the harmonically pinned Toda chain with open boundary was numerically observed in [22]. In that context, the Toda potential Eq. (2.2) arises as an effective interaction between well-separated solitons of certain solutions of the Gross-Pitaevskii PDE, which models solitons in Bose-Einstein condensates [23, 24]. When the Toda chain was placed in a harmonic trap (which is mathematically identical to pinning each particle in the chain), a Toda soliton was observed to oscillate persistently like the spheres of a Newton’s cradle. In diffusive systems, any initial current decays to thermal noise as exemplified in Fig. 3.3 when the Toda chain is subject to quartic pinning ($z = 4$).
Figure 3.3: Initial and long time behavior of the persistent total current in the Toda chain from Eq. (2.1) and Eq. (2.2) \((a = b = 1)\) with harmonic pinning (top, \(z = 2\), \(\nu = 1\)) and quartic pinning (bottom \(z = 4\), \(\nu = 1\)) and periodic boundary conditions, \(N = 198\). The dominant frequency of the long time current in the harmonic case is very close to the value of the pinning frequency. The dynamics were integrated with a timestep of \(dt = 10^{-4}\), and initial condition \(q_0(0) = -1\), \(p_1(0) = 1\), \(q_2(0) = 1\), with all other initial coordinates and momenta zero. The same dynamics with \(dt = 10^{-3}\) are nearly identical. Inserts: locally averaged maxima and minima of the current for the harmonic (left) and quartic (right) pinning cases for times \(t \in [0, 8 \times 10^4]\). Note the decay of the current in the quartic pinning case.
3.3 Poincaré sections

The observations of Sec. 3.1 and Sec. 3.2 for \( z = 2 \) sharply contradict the CAT about the behavior for nonintegrable chains that break momentum conservation. On the other hand, it is possible that the Toda chain with harmonic pinning is in fact integrable. Indeed, the Calogero-Moser Hamiltonian remains integrable when harmonic pinning is added \[25\]. While it is highly unlikely that such a simple generalization of a well-known integrable model would have escaped notice for decades, we present dynamical evidence that a higher conservation law exists for 3 particle Toda chains with harmonic pinning. To do so, we construct Poincaré sections of the open chain dynamics, where the end particles are free to move. Each time the particle labeled “0” returns to its initial position, we record the momenta of all three particles. If the system were nonintegrable, the dynamics of the 3-body case would take place of a 4-dimensional manifold, for there are 6 degrees of freedom corresponding to the positions and momenta, and the conserved Hamiltonian and the conserved term \( h_c \) from Eq. \(2.3\) reduce this number to \( 6 - 2 = 4 \). By recording sections when \( q_0 = q_0(0) \) and \( p_j = p \) for either \( j = 0, 1 \) or \( 2 \), we therefore expect to obtain a \( 4 - 2 = 2 \) dimensional cross section of the dynamics. For all initial conditions we tested, however, such cross sections are 1-dimensional curves, indicating the presence of an additional conserved quantity. We illustrate this point in Fig. 3.4. If there exists a third conserved quantity that Poisson commutes with \( h_c \), the 3-body case is integrable.

We emphasize that the mere existence of initial conditions that constrain the dynamics to lower dimensional manifolds is generic to nonintegrable models. If, however, all initial conditions lead to such constrained dynamics, as is the case for Liouville integrability, then it is quite likely that more conserved quantities exist. We tested several random initial conditions for the 3-body case.

After an initial draft of this work, we became aware of a recent work \[13\] in which the equipartition properties of an isolated Toda chain with harmonic pinning were studied. The authors initially excited the low frequency harmonic modes and found that for intermediate
Figure 3.4: Poincaré sections for the 3-body open Toda chain ($a = b = 1$) with harmonic pinning ($z = 2$, $\nu = 1$). The four images correspond to two different runs (top, bottom) where the momenta $p_j$ were recorded each time $q_0(t) \sim q_0(0)$ (within a tolerance of $\delta = 0.001$). Within each cross section is indicated which momentum is kept fixed and the corresponding value. The tolerance of the fixed momentum is adjusted to allow enough points to make the shape of the curves clear.
times the energy distribution across all modes evolves very little, which also happens for the integrable Toda chain. For very long times in the pinned chain, however, they find that higher modes become excited. This observation is taken as evidence that the pinned chain is not integrable, and that equipartition occurs only after extraordinarily long time scales. If this were the case, it would account for the very small amount of dissipation we observe with increasing $N$ in Fig. 3.1 and the transport would not be ballistic. On the other hand, the distribution of harmonic modes necessarily changes for any anharmonic chain, integrable or not. Moreover, the authors of [13] note that despite the excitation of higher harmonic modes, nothing close to equipartition over any time scale is observed in the pinned chain.

If the harmonically pinned Toda chain is not integrable, recent developments in quantum integrability may offer insight into possible mechanisms for our observations. In Bethe ansatz solvable quantum models placed in external traps that break integrability, the untrapped integrability is responsible for a type of effective macroscopic integrability described by generalized hydrodynamics [27]. For continuous quasiparticle distributions, generalized hydrodynamics admits an infinity of conserved quantities for any external potential. Our observations for the classical pinned Toda chain may have their origins in a similar mechanism.
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Appendix A

Addendum

The original results of this work have been presented here, but in recent months the open-ended questions regarding the quadratically-pinned Toda chain have been partially answered \cite{28,29}. Ref. \cite{28} found that the transport is indeed diffusive and the N-body chain nonintegrable due to a positive Lyapunov exponent, although the finite size effects are unusually strong and some solitonic-like excitations propagate well in the presence of the harmonic potential. In Ref. \cite{29}, Abhishek Dhar and Aritra Kundu improved upon our simulations presented here, and similarly found diffusive transport and a positive Lyapunov exponent. It turns out that the diffusive behavior is much easier to see at high temperatures, leading Ref. \cite{29} to the conclusion that the seemingly-ballistic behavior is due to the quadratically pinned Toda chain behaving like a pinned harmonic chain for small oscillations. Fig. A.1 shows an emergent slope for high temperature nonequilibrium simulations.
Figure A.1: Temperature profiles \( (T_L = 21, T_R = 19) \) for the Toda chain with harmonic pinning \( (a = b = \mu = 1, \nu = 2, z = 2) \). The \( j \)-th particle occupies position \( x_j = j/N \). The ratios of the bulk currents are \( J_{100}/J_{50} = 0.915, J_{200}/J_{100} = 0.862, J_{400}/J_{200} = 0.812 \). The emergence of a nonzero slope and clear dissipation of the current with system size demonstrates that the transport is not ballistic.
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Chapter 4

Rotationally invariant ensembles of integrable matrices

1 Introduction

It is well established that random matrix theory (RMT) describes the universal features of energy spectra of various quantum systems [1, 2, 3, 4, 5, 6]. RMT does not, however, capture the typical behavior observed in exactly solvable many-body models, such as e.g. Poisson level statistics [7, 8, 9, 10, 11, 12, 13]. Though there exist matrix ensembles (e.g. band matrices [14, 15], or an invariant ensemble related to the thermodynamics of non-interacting fermions [16]) that display this kind of behavior, it is desirable to have a formulation that is both (i) basis-independent and (ii) stems from a well-defined notion of quantum integrability. The purpose of the present work is an explicit construction of ensembles that have both these properties, thereby bridging the gap and providing the missing ensemble – integrable matrix theory (IMT) – for the analysis of quantum integrability.

We recently proposed a simple notion of an integrable matrix (quantum integrability) that leads to an explicit construction of various classes of parameter-dependent commuting matrices [17, 18, 19, 20, 21]. In this approach, we consider $N \times N$ Hermitian matrices $H(u) = T + uV$ linear in a real parameter $u$. We call $H(u)$ integrable if it has at least one nontrivial (other than a linear combination of itself and the identity matrix) commuting partner of the form $	ilde{H}(u) = \tilde{T} + u\tilde{V}$, i.e. $[H(u), \tilde{H}(u)] = 0$ for all $u$. To appreciate the motivation behind this definition, consider exactly solvable many-body models such as the 1D Hubbard [22, 23, 24], XXZ spin chain [25, 26, 27, 28] or Gaudin magnets [29] in the presence of an external magnetic field [30, 31, 32]. Suppose we specialize to a particular number of sites
and fix all quantum numbers corresponding to parameter-independent symmetries (e.g.
number of spin up and down electrons, total momentum etc. in the case of the Hubbard
model). Such blocks are integrable matrices under our definition. Indeed, they are linear
in a real parameter (Hubbard $U$, anisotropy, the magnetic field) and all have at least one
nontrivial integral of motion linear in the parameter. The Gaudin model has as many linear
integrals as spins [30], while the Hubbard and XXZ models in general have at least one
such nontrivial linear integral in addition to more with polynomial parametric dependence
[33, 34, 35, 36].

Remarkably, it turns out that merely requiring the existence of commuting partners with
fixed parameter-dependence leads to a range of profound consequences. First, it implies a
categorization of integrable matrices according to the number of their integrals of motion.
We say that $H(u)$ belongs to a type-$M$ integrable family if there are exactly $n = N - M$
linearly independent $N \times N$ Hermitian matrices $H^i(u) = T^i + uV^i$ that commute with
$H(u)$ and among themselves at all $u$ and have no common $u$-independent symmetry [38],
i.e. no $\Omega \neq c\mathbb{1}$ such that $[\Omega, H^i(u)] = 0$ for all $i$ and $u$. A type-$M$ family is therefore an
$n$-dimensional vector space, where $H^i(u)$ provide a basis, the general member of the family
being $H(u) = \sum_i d_i H^i(u)$, where $d_i$ are real numbers. The maximum possible value of $n$ is
$n = N - 1$ (type-1 or maximally commuting Hamiltonians), while a generic $H(u)$ (e.g. with
randomly generated $T$ and $V$) defines a trivial integrable family where $n = 1$.

Let us briefly recount further consequences of the commutation requirement and related
developments. Integrable $3 \times 3$ matrices first appear in Ref. [17]. Shastry constructed a class
of $N \times N$ commuting matrices [18] in 2005, which are type-1 in the above classification.
Owusu et. al. [19] subsequently developed a transparent parametrization of type-1, an
exact solution for their energy spectra, proposed the above notion of an integrable matrix,
and proved that energy levels of any type-1 matrix cross at least once as functions of $u$.
Later work parametrized [20] all type-2, 3 and a subclass of type-$M$ for any $M > 3$. Let
us also note the Yang-Baxter formulation [21] and eigenstate localization properties [39] for
Figure 1.1: The normalized level spacing distribution $P(s)$ of a single $20000 \times 20000$ real symmetric integrable matrix $H(u) = T + uV$ at $u = 1$. This matrix, whose construction is detailed in Sect. [5], has exactly 297 nontrivial commuting partners (conservation laws) linear in the parameter $u$ and is therefore type-19703 by our classification. The solid curves are a Poisson distribution $P(s) = e^{-s}$ and the Wigner surmise for real symmetric random matrices $P(s) = \frac{\pi}{2} s e^{-\frac{\pi}{4} s^2}$. Poisson level statistics, as shown here, are typical for the invariant integrable matrices described in this work. Inset: Tails of the same curves.

However, existing parametrizations are tied to a particular basis, which prevents an unbiased choice of an integrable matrix and obscures the origin of the parameters. Recall that the invariance of the probability distribution with respect to a change of basis is a key requirement in RMT [2]. Similarly, a rotationally invariant formulation is necessary for a proper construction of integrable matrix ensembles. Here we first derive such a formulation and then obtain an appropriate probability distribution of random integrable matrices with a given number of integrals of motion. In a follow-up work [40] we will study level statistics of these ensembles as well as spectral statistics of individual integrable matrices, see Fig. [1.1] for an example.
More specifically, consider type-1 matrices in the parametrization of Ref. [19]. Up to an arbitrary shift by the identity matrix, a general real symmetric type-1 matrix reads

\[ H(u) = \frac{1}{2} \sum_{k \neq j} d_k \varepsilon_k - d_j \varepsilon_j (\gamma_k \gamma_j p_{kj} - \gamma_j^2 p_k - \gamma_k^2 p_j) + u \sum_{k=1}^N d_k p_k, \]  \tag{1.1}

where \( d_k, \varepsilon_k, \gamma_k \) are 3N arbitrary real numbers, \( p_{kj} = |k\rangle\langle j| + |j\rangle\langle k|, p_k = |k\rangle\langle k|, \) and \( |k\rangle \) are the normalized eigenstates of \( V \) (shared by all \( V^i \)). This expression immediately yields \( kj \)-th matrix element of \( H(u) \) in the basis where \( V \) is diagonal. Parameters \( \varepsilon_k \) and \( \gamma_k \) specify the commuting family, while \( d_k \) pick a particular matrix within the family. Note that \( H(u) = \sum_k d_k H^k(u) \), i.e. \( H^k(u) = \frac{2}{\varepsilon_k^2} H(u) \) where \([H^j(u), H^k(u)] = 0, \forall j, k\). The question is, what is the natural choice of \( d_k, \varepsilon_k, \gamma_k \)? More precisely, what is the probability distribution function of these parameters? For example, we can take \( \varepsilon_k \) to be uncorrelated random numbers or eigenvalues of a random matrix from the Gaussian unitary, orthogonal or symplectic ensembles (GUE, GOE, or GSE). Moreover, it turns out that certain choices drastically affect the level statistics, e.g. those where \( d_k \) and \( \varepsilon_k \) are correlated [21, 40].

We will see below that each type-1 family is uniquely specified by a choice of a Hermitian matrix \( E \) and a vector \( |\gamma\rangle \), \( \varepsilon_k \) and \( \gamma_k \) in Eq. (1.1) being the eigenvalues of \( E \) and components of \( |\gamma\rangle \), respectively. On the same grounds as in RMT, an appropriate choice is therefore to take \( E \) from the GUE (GOE for real symmetric, GSE for Hermitian quaternion-real matrices [2]) and \( |\gamma\rangle \) to be an appropriate random vector. Note that this choice follows from either rotational invariance of the distribution function combined with statistical independence of the matrix elements or, alternatively, from maximizing the entropy of the distribution [2]. Finally, \( d_k \) are the eigenvalues of \( V \) and we will show that they are distributed as GUE (GOE, GSE) eigenvalues uncorrelated with \( \varepsilon_k \). Our construction of integrable matrix ensembles for higher types \( (M > 1) \) is restricted to the real symmetric case, is more complex and involves the deformation of an auxiliary type-1 family. However, it ultimately amounts to the same choice of \( |\gamma\rangle \) and two matrices from the GOE.
2 Rotationally invariant construction of type-1 integrable matrix ensembles

We start with certain preliminary considerations valid for all types. The defining commutation requirement, \([H^i(u), H^j(u)] = 0\) for all \(u\), reduces to three \(u\)-independent relations

\[
[V^i, V^j] = 0, \quad [T^i, V^j] = [T^j, V^i], \quad [T^i, T^j] = 0. \tag{2.1}
\]

The second of these relations is equivalent to

\[
T^i = W^i + [V^i, S], \quad [V^i, W^i] = 0, \tag{2.2}
\]

where \(S\) is an antihermitian matrix characteristic of the commuting (integrable) family. Note that \(S\) is independent of the element in the family, i.e. for any \(H(u) = T + uV\) in the family, \(T\) and \(V\) are related through

\[
T = W_V + [V, S], \quad [V, W_V] = 0, \tag{2.3}
\]

with the same \(S\).

Now we specialize to type-1. Since all \(T^i\) commute, they share the same eigenstates \(|\alpha_k\rangle\) and therefore

\[
T^i = \sum_{k=1}^N t_k^i |\alpha_k\rangle \langle \alpha_k|. \tag{2.4}
\]

By definition of type-1, there are \(N - 1\) linearly independent \(T^i\). Together with \(1 = \sum_k |\alpha_k\rangle \langle \alpha_k|\), we have \(N\) independent linear equations for \(N\) unknown projectors \(|\alpha_k\rangle \langle \alpha_k|\) with a unique solution in terms of \(T^i\) for each \(|\alpha_k\rangle \langle \alpha_k|\). Let \(|\alpha_1\rangle = |\gamma\rangle\) for notational convenience. Thus,

\[
|\gamma\rangle \langle \gamma| = a_0 1 + \sum_i a_i T^i, \tag{2.5}
\]

where \(a_i\) are real numbers (real scalars in the quaternion case).
Consider an element of the commuting family \( \Lambda(u) = a_0 \mathbb{1} + \sum_i a_i H^i(u) \). By construction

\[
\Lambda(u) = |\gamma\rangle\langle\gamma| + uE, \tag{2.6}
\]

where \( E \) is an \( N \times N \) Hermitian matrix with either complex, real, or quaternion real entries. Moreover, \( E \) is nondegenerate, for any degeneracies \([41]\) in \( E \) imply a \( u \)-independent symmetry \( \Omega \) (see Appendix \( A \)) contrary to the above definition of an integrable family. Every type-1 integrable family thus contains such a \( \Lambda(u) \) given by Eq. (2.6) with a rank one \( T \)-part \([42]\). We will now show that the converse is also true. In other words, \textit{any} \( \Lambda(u) \) (i.e. an arbitrary choice of a vector \( |\gamma\rangle \) and a nondegenerate Hermitian matrix \( E \)) uniquely specifies a type-1 family.

We begin with an arbitrary \( \Lambda(u) = |\gamma\rangle\langle\gamma| + uE \) from which we will construct a type-1 integrable family of matrices \( \{H^i(u)\}_\Lambda \). We require that \( \Lambda(u) \), henceforth known as the “reduced Hamiltonian”, be an element of this putative family. Then Eq. (2.2) gives

\[
|\gamma\rangle\langle\gamma| = WE + [E, S], \quad [E, WE] = 0. \tag{2.7}
\]

Eq. (2.7) uniquely determines the matrix elements of \( S \) as a function of \( E \) and \( |\gamma\rangle \). We then consider \( H(u) = T + uV \) and impose \([\Lambda(u), H(u)] = 0, \forall u \), which implies (see Eq. (2.1) and Eq. (2.2))

\[
[V, E] = 0, \quad T = W + [V, S], \quad [V, W] = 0, \quad [T, |\gamma\rangle\langle\gamma|] = 0. \tag{2.8}
\]

The third equation implies \( |\gamma\rangle \) is an eigenstate of \( T \). Via a non-essential shift of \( T \) by a multiple of the identity we set the corresponding eigenvalue to zero, i.e. \( T |\gamma\rangle = 0 \). We will see that the choice of \( V \) in Eq. (2.8) uniquely specifies \( T \), and therefore determines \( H(u) \).
As $E$ is nondegenerate, $\Lambda(u)$ has no permanent degeneracies (eigenvalues degenerate at all $u$) and therefore any $H^i(u)$ and $H^j(u)$ so constructed will satisfy $[H^i(u), H^j(u)] = 0, \forall u$.

We have thus constructed a type-1 integrable family $\{H^i(u)\}_\Lambda$ from an arbitrary reduced Hamiltonian $\Lambda(u) = |\gamma\rangle\langle\gamma| + uE$. But from the considerations at the beginning of this section, we know that all type-1 families contain a reduced matrix $\Lambda(u)$. It follows that our basis-independent construction, i.e. Eqs. (2.7-2.8), produces all type-1 matrices.

It is not immediately obvious from Eqs. (2.7-2.8) that a simple parametrization of matrix elements follows. It is therefore helpful to select a preferred basis and write them in components to demonstrate the feasibility of the construction. In the shared diagonal basis of the matrices $E$ and $V$, Eq. (2.7) implies

$$S_{ij} = \frac{\gamma_i \gamma_j^*}{\varepsilon_i - \varepsilon_j},$$

(2.9)

where $E = \text{diag}(\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_N)$ and $\gamma_i$ are the components of $|\gamma\rangle$. The components $\gamma_j$ are either complex, real, or quaternion real, corresponding to the three possibilities for the Hermitian matrix $E$. Therefore $\gamma_j^*$ denotes complex conjugation in the first two cases and quaternion conjugation in the third case. Let $V = \text{diag}(d_1, d_2, \ldots, d_N)$, then Eq. (2.8) gives

$$T_{ij} = H_{ij}(u) = \gamma_i \gamma_j^* \frac{d_i - d_j}{\varepsilon_i - \varepsilon_j}, \quad i \neq j,$$

$$T_{ii} + uV_{ii} = H_{ii}(u) = u d_i - \sum_{j \neq i} |\gamma_j|^2 \frac{d_i - d_j}{\varepsilon_i - \varepsilon_j}.$$  

(2.10)

Now consider the eigenvalue equation $\Lambda(u)|\varphi\rangle = u\lambda|\varphi\rangle$ for the reduced Hamiltonian,

$$|\gamma\rangle\langle\gamma| + uE|\varphi\rangle = u\lambda|\varphi\rangle,$$

(2.11)
where we introduced a factor of $u$ for convenience. In components this yields

$$
\varphi_k = \frac{\gamma_k}{u(\lambda - \varepsilon_k)} \langle \gamma | \varphi \rangle.
$$

(2.12)

The “self-consistency” condition $\sum_k \gamma_k^* \varphi_k = \langle \gamma | \varphi \rangle$ then implies an equation for $\lambda$

$$
u = \sum_{j=1}^{N} \frac{|\gamma_j|^2}{\lambda - \varepsilon_j},
$$

(2.13)

This equation has $N$ real roots $\lambda_i$ for $i = 1, \ldots, N$ that play a special role in the exact solution (and the analysis of level crossings) of type-1 Hamiltonians [19]. In particular, the eigenvalues $\eta_i$ of $H(u)$ from Eq. (2.10) are

$$
\eta_i = \sum_{j=1}^{N} \frac{|\gamma_j|^2 d_j}{\lambda_i - \varepsilon_j} = \langle \gamma | V | i \rangle,
$$

(2.14)

and the corresponding unnormalized eigenstates $|i\rangle$ according to Eq. (2.12) read

$$
|i\rangle_k \equiv \varphi_k^{(i)} = \frac{\gamma_k}{\lambda_i - \varepsilon_k},
$$

(2.15)

Note that these are the components of $|i\rangle \equiv |\varphi^{(i)}\rangle$ in the eigenbasis of $V$ and that $u \lambda_i$ are the eigenvalues of the reduced Hamiltonian.

Finally, using Eqs. (2.7-2.8), one can show that if a family of commuting matrices $H^j(u)$ is Hermitian (real-symmetric, Hermitian quaternion-real) for all $u$, the corresponding matrices $E$ and $V^j$ are also Hermitian (real-symmetric, Hermitian quaternion-real) and the vector $|\gamma\rangle$ is complex (real, quaternion real) and vice versa. We will show next in Sect. 3 that these three choices correspond to selecting these objects from the GUE, GOE or GSE, respectively. Recall that, physically speaking, GUE matrices break time reversal invariance. GOE and GSE matrices are invariant under time reversal, while GSE matrices furthermore break rotational invariance and represent systems with half-integer spin [1, 2].
3 Probability density function of type-1 integrable ensemble

In Sect. 2 we found that any Hermitian type-1 integrable matrix is specified by the choice of a vector $|\gamma\rangle$ and two Hermitian matrices $E$ and $V$ satisfying $[E, V] = 0$. Consider the set of all type-1 $N \times N$ matrices as a random ensemble $H_N^{1}(u)$ with a probability density function (PDF) $P(\gamma, E, V)$ on the parameters $|\gamma\rangle, E$ and $V$. The probability of obtaining a matrix $H(u) \in H_N^{1}(u)$ characterized by parameters in the region between $(\gamma, E, V)$ and $(\gamma + d\gamma, E + dE, V + dV)$ is $P(\gamma, E, V) d\gamma dE dV$, where

$$d\gamma = \prod_{i=1}^{N} d\text{Re}(\gamma_i) d\text{Im}(\gamma_i),$$
$$dV = \prod_{i<j} d\text{Re}(V_{ij}) d\text{Im}(V_{ij}) \prod_{k} dV_{kk}.$$  \hspace{1cm} (3.1)

Here we derive a basis-independent $P(\gamma, E, V)$ in a manner similar to the construction of the PDF of the Gaussian RMT ensembles [2]. As indicated in Eq. (3.1), we will restrict our notation to complex Hermitian matrices. Matrices and vectors with quaternion entries have four real numbers associated to each off-diagonal matrix element and to each vector component. We find that the eigenvalues of $E$ and $V$ (the $\varepsilon_i$ and $d_i$ in Eq. (2.10)) come from independent GUE, GOE or GSE eigenvalue distributions $\Omega(a)$

$$\Omega(a) \propto \prod_{i<j} |a_i - a_j|^{3} e^{-\sum \alpha_k a_k^2},$$  \hspace{1cm} (3.2)

where $\beta = 2, 1$ and 4 for the GUE, GOE, and GSE, respectively. The eigenvalue sets are independent essentially because eigenvalues of a random matrix are independent of the eigenvectors, and the $[E, V] = 0$ requirement only constrains eigenvectors. The final expression for $P(\gamma, E, V)$ is Eq. (3.10), while the corresponding PDF for the parameters from Eq. (2.10), denoted $P(\gamma, \varepsilon, d)$, is Eq. (3.11).

There are two approaches to this derivation, both of which give the same result. First,
one can maximize the entropy functional \[2, 45\],

\[ S[P] = -\langle \ln(P) \rangle = -\int_X P(\gamma, E, V) \ln(P(\gamma, E, V)) d\gamma dE dV, \] (3.3)

subject to constrained averages, where the set \( X \) includes all parameter values such that \( |\gamma|^2 = 1 \) and \([E, V] = 0\). The constrained averages in this case are \( \langle 1 \rangle = 1\), \( \langle \text{Tr} E^2 \rangle = \langle \text{Tr} V^2 \rangle = \alpha\), \( \alpha \in \mathbb{R}^+ \). Alternatively, one may postulate that \( |\gamma\rangle, E, V \) are independent objects, each with its own PDF given by known results from RMT \[2, 3\] before projecting the product of these PDFs into the constrained space \([E, V] = 0\). We use the latter strategy in what follows.

As \( |\gamma\rangle \) is independent of \( E \) and \( V \), we have

\[ P(\gamma, E, V) = P(\gamma) P(E, V). \] (3.4)

The function \( P(\gamma) \) is well known in RMT \[3\]

\[ P(\gamma) \propto \delta (1 - |\gamma|^2), \] (3.5)

which is the only invariant \( P(\gamma) \) that preserves the norm \( |\gamma| = 1\).

We now determine \( P(E, V) \), which is the crux of the whole derivation. Consider the PDF \( P_0(A, B) \) of two independent \( N \times N \) random matrices \( A \) and \( B \) from the GUE or GOE

\[ P_0(A, B) dA dB = P_0(A) P_0(B) dA dB, \] (3.6)

\[ P_0(A) \propto e^{-\text{Tr} A^2}. \]

To project \( P_0(A, B) \) from Eq. (3.6) into the constrained space \([A, B] = 0\), it is convenient to make a change of variables from the matrix elements \( A_{ij} \) (respectively \( B_{ij} \)) to the eigenvalues \( a_i \) (\( b_i \)) and functions \( f \) of eigenvectors \( q_i^a \) (\( q_i^b \)). It is well known that the Jacobian
$J(A_{ij}; a_i, f(q_i^a))$ of this transformation factorizes \cite{2}

$$P_0(A, B) dA dB = \Omega(a)\Omega(b) da db df(q^a) df(q^b),$$

$$\Omega(a) = \prod_{j < i} (a_i - a_j)^j e^{-\text{Tr} A^2},$$

$$da = \prod_i da_i, \quad df(q^a) = \prod_i df(q_i^a).$$

We will not specify the precise form of the function $f(q^a)$. Also, by making the change of variables \{A_{ij}\} $\rightarrow$ \{a_i, q_i^a\}, we have implicitly selected a particular gauge of eigenvectors of $A$ (i.e. the eigenvectors have fixed phases).

If $A$ and $B$ are nondegenerate, $[A, B] = 0$ is equivalent to $q_i^a = q_i^b$, $\forall i$. If $A$ or $B$ have degeneracies, there are many ways for the commutator to vanish, but Eq. (3.7) shows $P_0(A, B)$ itself vanishes for any degeneracies. Therefore, the probability $P_{\text{comm}}^{A,B}$ that two given matrices $A$ and $B$ commute is

$$P_{\text{comm}}^{A,B} = \prod_j \delta \left( f(q_j^a) - f(q_j^b) \right) + (\text{degen. terms}).$$

It follows that the measure $P(E, V) dE dV$ for commuting matrices $E$ and $V$ is

$$P(E, V) dE dV \propto \Omega(\varepsilon)\Omega(v) \prod_j \delta(q_j^\varepsilon - q_j^v) \times$$

$$d\varepsilon dv dq^\varepsilon df(q^v),$$

where $\varepsilon_i (v_i)$ are eigenvalues of $E$ ($V$). Thus

$$P(\gamma, E, V) d\gamma dE dV \propto \delta \left( 1 - |\gamma|^2 \right) \Omega(\varepsilon)\Omega(v) \times$$

$$\prod_j \delta(q_j^\varepsilon - q_j^v) d\gamma d\varepsilon dv dq^\varepsilon df(q^v).$$

Now we integrate out the eigenvectors in order to obtain the joint PDF $P(\gamma, \varepsilon, d)$ for the
parameters appearing in Eq. (2.10)

\[ P(\gamma, \varepsilon, d) \propto \delta(1 - |\gamma|^2) \times \prod_{i<j} |\varepsilon_i - \varepsilon_j|^\beta |d_i - d_j|^\beta e^{-\Sigma_k \varepsilon_k^2} e^{-\Sigma_k d_k^2}, \]  

(3.11)

where we substituted \( v_i \to d_i \) in order to be consistent with the notation in previous papers. Eq. (3.11) is particularly significant because it allows one to study the level statistics of the ensemble of \( N \times N \) type-1 integrable matrices \( \mathcal{H}_N^1 \), which according to numerical simulations generally turn out to be Poisson [40].

4 Parameter shifts

Here we consider two parameter shifts that leave the commuting family invariant. The second is useful in the rotationally invariant construction of type-\( M \) integrable matrices for \( M > 1 \) in Sect. 5. First, we can shift the parameter \( u \to u - u_0 = \tilde{u} \) for some fixed \( u_0 \) and rewrite \( H(u) = T + uV \) as

\[ H(u) = \tilde{H}(\tilde{u}) \]

\[ = T(u_0) + \tilde{u} V, \]

where \( T(u_0) = T + u_0V \). The relation between the new \( T \)-part and \( V \) must have the same form as Eq. (2.2), i.e.

\[ T(u_0) = W(u_0) + [V, S(u_0)], \quad [V, W(u_0)] = 0. \]  

(4.2)

In the present case \( S(u_0) = S, \ W(u_0) = W + u_0V \). For type-1 matrices in particular Eq. (2.7) only changes by a simple \( W_E \to W_E + u_0E \).

We can also redefine the parameter as \( x = 1/u \) and (via multiplication by \( x \)) transfer
the parameter dependence from $V$ to $T$ and then shift the new parameter $x \to x - x_0 \equiv \tilde{x}$

$$H(x) = xT + V$$

$$= \tilde{H}(\tilde{x})$$

$$= \tilde{x} T + H(x_0),$$

where $H(x_0) = x_0 T + V$ becomes the new $V$-part. This transformation is more interesting, and has consequences for our construction of type $M > 1$ matrices.

Note that there is an asymmetry in transformation properties under shifts in $u$ and $x$ introduced by our choice to express $T$ through $V$ in Eq. (2.2) rather than the other way around. We have

$$T = W(x_0) + [H(x_0), S(x_0)],$$

$$[H(x_0), W(x_0)] = 0.$$  \hspace{1cm} (4.4)

The $x_0$-dependencies of $W(x_0)$ and $S(x_0)$ are nontrivial. We see that the matrix $T$, and by extension the whole commuting family, is characterized by a continuum of antihermitian matrices $S(x_0)$, corresponding to the shift freedom in $x_0$. In particular $S(0) = S$, the unshifted antihermitian matrix.

Specializing to type-1, we understand $S(x_0)$ better by examining the shifted reduced Hamiltonian

$$\Lambda(x) = x |\gamma\rangle\langle\gamma| + E$$

$$= \tilde{\Lambda}(\tilde{x})$$

$$= \tilde{x} |\gamma\rangle\langle\gamma| + \Lambda(x_0),$$

$$= \tilde{x} |\gamma\rangle\langle\gamma| + E.$$
from which Eq. (4.4) becomes

\[ |\gamma\rangle\langle\gamma| = W_\Lambda(x_0) + [\Lambda(x_0), S(x_0)], \quad (4.6) \]

\[ [\Lambda(x_0), W_\Lambda(x_0)] = 0. \]

As in Eq. (2.7), Eq. (4.6) is the defining equation for \( S_{pq} \), whose matrix elements obtain most conveniently from the eigenbasis of \( \Lambda(x_0) \).

The matrix \( \Lambda(x_0) = x_0 |\gamma\rangle\langle\gamma| + E \) takes the role of \( E \) in Eq. (2.7). In particular,

\[ S_{ij}(x_0) = \frac{\alpha_i \alpha_j^*}{\lambda_i - \lambda_j}, \quad (4.7) \]

where \( \lambda_i \) are the eigenvalues of \( \Lambda(x_0) \) given by Eq. (2.13) with \( u \to 1/x_0 \), and \( \alpha_i \) are the components of \( |\gamma\rangle \) in the eigenbasis of \( \Lambda(x_0) \).

5 Higher types

Integrable matrices \( H(u) = T + uV \) of type \( M \geq 1 \) have exactly \( n = N - M \) nontrivial linearly independent commuting partners for all \( u \). The restriction on \( n \) for higher types tends to complicate their parametrizations – most notably the matrix \( V \) is no longer arbitrary.

Previous work [20] developed a parametrization (in the eigenbasis of \( V \)) called the “ansatz type-\( M \)” construction, valid for all \( M \geq 1 \). This construction is complete for \( M = 1, 2 \) in the sense that one can fit any such integrable matrix into the ansatz construction. Numerical work and parameter counting suggest that it is similarly complete for \( M = 3 \), but produces only a subset of measure zero among all type \( M > 3 \) matrices. Finally, the type-1 construction of Sect. 2 maps into the ansatz type-1 construction and vice versa. The
parametrization of Ref. [20] reads

\[ H_{ij}(u) = T_{ij} = \gamma_i \gamma_j \frac{d_i - d_j \Gamma_i + \Gamma_j}{\varepsilon_i - \varepsilon_j} \frac{1}{2}, \quad i \neq j, \]

\[ H_{ii}(u) = uV_{ii} + T_{ii} = u d_i - \sum_{j \neq i} \gamma_j \frac{d_i - d_j \Gamma_i + \Gamma_j + 1}{\varepsilon_i - \varepsilon_j} \frac{1}{2 \Gamma_i + 1}, \quad (5.1) \]

where the \( \gamma_i \) and \( \varepsilon_i \) are free real parameters, and the constrained \( d_i \) and \( \Gamma_i \) obey the following equations with free parameters \( g_i \), \( P_i \) and \( x_0 \)

\[ d_i = \frac{1}{x_0} \sum_{j=1}^{N-M} \frac{g_j}{\langle j|j \rangle} \frac{1}{\lambda_j - \varepsilon_i}, \quad (5.2) \]

\[ \Gamma_i^2 = 1 + \frac{1}{x_0} \sum_{j=N-M+1}^{N} \frac{P_j}{\langle j|j \rangle} \frac{1}{\lambda_j - \varepsilon_i}, \]

where \( \lambda_i \) and \( \langle i|i \rangle \) are related to \( \varepsilon_i \) and \( \gamma_i \) through

\[ \frac{1}{x_0} = \sum_{j=1}^{N} \frac{\gamma_j^2}{\lambda_i - \varepsilon_j}, \]

\[ \langle i|i \rangle = \sum_{j=1}^{N} \frac{\gamma_j^2}{(\lambda_j - \varepsilon_j)^2} \quad (5.3) \]

Note that \( \lambda_i \) and \( |i\rangle \) are the eigenvalues and eigenstates, respectively, of a certain auxiliary type-1 family, see Eqs. (2.13) and (2.15).

The signs of \( \Gamma_i \) are arbitrary [16] and each set of sign choices corresponds to a different commuting family. The choice of \( x_0, \varepsilon_i \) (equivalently \( \lambda_i \)), \( \gamma_i \), and \( P_i \) [47] defines the commuting family while varying \( g_i \) produces different matrices within a given family. Ref. [20] proves that these equations indeed produce type-\( M \) integrable matrices and also determines the eigenvalues of \( H(u) \).
5.1 Rotationally invariant construction

Here we present a rotationally invariant formulation of the real symmetric ansatz construction of an $N \times N$ Hamiltonian $H(u)$. We emphasize that unlike the type-1 case we do not have a clear constructive way of motivating the final expressions other than the fact that they reproduce the above basis-specific expressions.

We start with Eq. (5.1). Consider three mutually commuting real symmetric matrices $V, E$ and $\Gamma$. In their shared eigenbasis

$$V = \text{diag}(d_1, d_2, \ldots, d_N),$$
$$E = \text{diag}(\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_N),$$
$$\Gamma = \text{diag}(\Gamma_1, \Gamma_2, \ldots, \Gamma_N),$$
$$|\gamma\rangle = (\gamma_1, \gamma_2, \ldots, \gamma_N).$$

Further, define an antisymmetric matrix $S_M$ through

$$W_E + [E, S_M] = \frac{\Gamma |\gamma\rangle\langle\gamma| + |\gamma\rangle\langle\gamma| \Gamma}{2},$$
$$[E, W_E] = 0. \tag{5.5}$$

The matrix $T$ obeys

$$T = W_V + [V, S_M], \quad [V, W_V] = 0, \tag{5.6}$$

which is Eq. (2.3) with $S \to S_M$. We then require that $(\Gamma + 1) |\gamma\rangle$ be an eigenstate of $T$

$$T(\Gamma + 1) |\gamma\rangle = 0, \tag{5.7}$$
where we set the corresponding eigenvalue to zero via a shift of $T$ by a multiple of the identity. This equation replaces the type-1 equation $T |\gamma\rangle = t |\gamma\rangle$. Basis-independent Eqs. (5.5-5.7) are equivalent to Eq. (5.1).

The next step is to express the constraints (5.2) in a basis-independent form. To this end we introduce an auxiliary type-1 family with the reduced Hamiltonian

$$\Lambda = x_0 |\gamma\rangle \langle\gamma| + E,$$

(5.8)

where we have elected to transfer the parameter dependence to the $T$-part as discussed in Sect. 4. We consider this family at a fixed value of the parameter $x = x_0$, so we suppress the dependence on $x_0$ in the reduced Hamiltonian, $\Lambda(x_0) \rightarrow \Lambda$, as well as in other members of the auxiliary type-1 family.

By construction $d_i$ are the eigenvalues of $V$ and $\Gamma^2_i - 1$ are the eigenvalues of a matrix $\Gamma^2 - 1$ simultaneously diagonal with $V$. Multiplying both sides of Eq. (5.2) by $\gamma_i$ and using Eqs. (2.13) and (2.15), we see that Eq. (5.2) is equivalent to the following basis-independent equations

$$V |\gamma\rangle = \frac{1}{x_0} \sum_{j=1}^{N-M} \frac{g_j}{\langle j|j\rangle} |j\rangle,$$

$$\Gamma^2 - 1 |\gamma\rangle = \frac{1}{x_0} \sum_{j=N-M+1}^{N} \frac{P_j}{\langle j|j\rangle} |j\rangle.$$

(5.9)

It remains to trace parameters $g_i$ and $P_i$ to an object with known transformation properties under a change of basis. By construction, the matrices $V$ and $\Gamma^2 - 1$ are simultaneously diagonal with $V$-parts of the auxiliary type-1 family. We can therefore complement them to the corresponding members of this family as follows

$$H_1 = x_0 T_V + V, \quad H_2 = x_0 T_\Gamma + \Gamma^2 - 1,$$

(5.10)

where $T_V$ and $T_\Gamma$ are given by Eq. (2.8). In particular, $T_V |\gamma\rangle = T_\Gamma |\gamma\rangle = 0$, so that Eq. (5.9)
implies
\[ H_1 |\gamma\rangle = \frac{1}{x_0} \sum_{j=1}^{N-M} \frac{g_j}{\langle j | j \rangle} |j\rangle, \]
\[ H_2 |\gamma\rangle = \frac{1}{x_0} \sum_{j=N-M+1}^{N} \frac{P_j}{\langle j | j \rangle} |j\rangle. \]  
(5.11)

Further, since \( |j\rangle \) are eigenvectors of \( H_{1,2} \), upon multiplying each side of Eq. (5.11) by \( |i\rangle \langle i| \) we find
\[ H_1 |i\rangle = g_i |i\rangle, \quad H_2 |i\rangle = 0, \quad 1 \leq i \leq N - M, \]
\[ H_1 |i\rangle = 0, \quad H_2 |i\rangle = P_i |i\rangle, \quad N - M < i \leq N, \]  
(5.12)

where we used \( \langle \gamma | j \rangle = x_0^{-1} \), which follows from Eqs. (2.13) and (2.15). Finally, Eq. (5.12) implies
\[ H_1 H_2 = 0. \]  
(5.13)

Define \( G \equiv H_1 + H_2 \) to be a real symmetric matrix with \( N \) unconstrained eigenvalues \((g_1, g_2, \ldots, g_{N-M}, P_{N-M+1}, \ldots, P_N)\). In order to guarantee that \( H(u) \) be real symmetric, however, the numbers \( P_j \) and therefore the matrix \( G \) must be properly scaled so that the right hand side of the second relation in Eq. (5.2) is nonnegative [47].

We have therefore derived a basis-independent formulation of Eqs. (5.1-5.3) in terms of unconstrained (apart from the aforementioned scaling of \( G \) to ensure real \( \Gamma \)) quantities \((G, E, |\gamma\rangle, x_0)\). One works backwards from Eq. (5.13) to Eq. (5.5) to derive \((\Lambda, V, \Gamma, T)\) in order to construct ansatz type-M matrices \( H(u) = T + uV \). In fact, since Eq. (5.8) and Eq. (5.10) imply \([G, \Lambda] = 0\), we find it more natural to select \((\Lambda, G, |\gamma\rangle, x_0)\) and from them derive \((E, V, \Gamma, T)\). We have no definitive argument, however, that favors one procedure over the other.

Let us now briefly recount the construction. Any real symmetric matrix \( G \) allows us to
define two matrices $H_1$ and $H_2$ that satisfy Eq. (5.13)

$$G = H_1 + H_2,$$
$$H_1 H_2 = 0,$$

(5.14)

where the type $M = \text{rank}(H_2)$, the number of non-zero eigenvalues of $H_2$. Let $\Lambda$ be a real symmetric matrix satisfying $[G, \Lambda] = 0$. We derive $E$ from $\Lambda$ using Eq. (5.8), which generates an auxiliary type-1 integrable family of which $\Lambda$ is the reduced Hamiltonian. Specifically, we obtain the type-1 antisymmetric matrix $S$ through Eq. (2.7). The common eigenvectors $|i\rangle$ of $\Lambda$, $H_1$ and $H_2$ are given by Eq. (2.15) in the eigenbasis of $E$.

The next step is to obtain $V$ and $\Gamma^2$ through Eq. (5.10). To do this we need matrices $T_V$ and $T_{\Gamma}$, for which it is helpful to use the second parameter shift discussed in Sect. 4. We define the $x_0$-dependent type-1 antisymmetric matrix $S(x_0)$ through Eq. (4.6). Then $T_V$ and $T_{\Gamma}$ are obtained from

$$T_V = W_1(x_0) + [H_1, S(x_0)], \quad [H_1, W_1(x_0)] = 0,$$
$$T_{\Gamma} = W_2(x_0) + [H_2, S(x_0)], \quad [H_2, W_2(x_0)] = 0,$$
$$T_{V, \Gamma} |\gamma\rangle = 0,$$

(5.15)

which when combined with Eq. (5.10) determines $V$ and $\Gamma^2$. The final step is to determine ansatz $T$ through Eqs. (5.5,5.7). The choice of $x_0$, $|\gamma\rangle$, $\Lambda$ and $H_2$ defines the ansatz type-$M$ commuting family, while the choice of $H_1$ specifies a matrix within the family.

Setting $x_0 = 0$ seemingly simplifies the construction, because then we have $V = H_1$ and $\Gamma^2 - 1 = H_2$ and we bypass the auxiliary type-1 step in the derivation. Despite this simplification, $x_0 = 0$ actually produces type-1 integrable matrices $H(u) = T + uV$ with $M$-fold degenerate $V$, which we prove in Appendix B. In this sense, ansatz type-$M$ matrices $H(u) = T + uV$, for which $V$ is generally non-degenerate, are deformations of degenerate type-1 families with deformation parameter $x_0$. 


5.2 Probability distribution function for ensembles of type-$M > 1$ integrable matrices

Despite being significantly more complex than type-1 matrices, ansatz type-$M$ matrices are similarly generated by the choice of two commuting random matrices $G$ and $\Lambda$ and a random vector $|\gamma\rangle$. Therefore, the derivation for the probability density function from Sect. 3 restricted to the GOE, also applies to ansatz matrices. Let $c_i, 1 \leq i \leq N$ be the $N$ eigenvalues of $G$ and $\lambda_i$ those of $\Lambda$. Using Eq. (3.11)

$$P_a(\gamma, c, \lambda) \propto \delta \left( 1 - |\gamma|^2 \right) \times \prod_{i<j} |c_i - c_j| |\lambda_i - \lambda_j| e^{-\sum_k c_k^2} e^{-\sum_k \lambda_k^2}$$

\hspace{1cm} (5.16)

where $(c_1, \ldots, c_N) = (g_1, \ldots, g_{N-M}, P_{N-M+1}, \ldots, P_N)$ in order to connect Eq. (5.16) to parameters appearing in Eqs. (5.1-5.3). As noted earlier, one may adopt the alternative viewpoint of selecting the matrix pair $(G, E)$ instead of $(G, \Lambda)$, where there is no commutation restriction on $G$ and $E$. The PDF from this standpoint is then

$$P_b(\gamma, c, \varepsilon) \propto \delta \left( 1 - |\gamma|^2 \right) \times \prod_{i<j} |c_i - c_j| |\varepsilon_i - \varepsilon_j| e^{-\sum_k c_k^2} e^{-\sum_k \varepsilon_k^2}$$

\hspace{1cm} (5.17)

where $\varepsilon_i$ are the eigenvalues of $E$. To be clear, Eq. (5.17) and Eq. (5.16) are two different PDFs for ansatz matrix parameters. To see this, we use Eq. (5.16) to write down the corresponding $P_a(\gamma, c, \varepsilon)$.

$$P_a(\gamma, c, \varepsilon) = \delta \left( 1 - |\gamma|^2 \right) P(c) P(\lambda(\varepsilon, \gamma)) \left| \det \frac{\partial \lambda(\varepsilon, \gamma)}{\partial \varepsilon} \right|.$$ 

\hspace{1cm} (5.18)
There is no a priori reason to expect the additional dependence on $|\gamma\rangle$ to cancel out in Eq. (5.18), much less for the resulting PDF to be equal to Eq. (5.17). It is interesting to note that Ref. [44] shows that if $\varepsilon_i$ are GOE or GUE distributed, then $\lambda_i$ will have the same characteristic level repulsion, though this fact alone is insufficient to prove $P_a(\gamma, c, \varepsilon) = P_b(\gamma, c, \varepsilon)$. We have no objective argument that prefers one distribution to the other, although we view $P_a(\gamma, c, \lambda)$ as the more natural choice due to its closer relationship to the type-1 case.

Lastly, we stress that in order for ansatz matrices $H(u)$ to be real symmetric, the parameters $\Gamma_i$ in Eq. (5.1) must be real [47]. This requirement in turn places the restriction on a given $G$ that the corresponding $P_i$ must be scaled. Therefore, PDFs Eq. (5.16) and Eq. (5.17) are strictly speaking only correct for complex symmetric $H(u)$ and must be modified for real symmetric $H(u)$. For example, one can write $P^R_a(\gamma, c, \lambda) = P_a(\gamma, c, \lambda)I(\gamma, c, \lambda)$ where $I(\gamma, c, \lambda)$ is a binary indicator function for the condition $\Gamma_i \in \mathbb{R}$.

6 Discussion

We derived two basis-independent constructions of integrable matrices $H(u) = T + uV$ that were previously parametrized in a preferred basis – that of $V$. All type-1 matrices are constructed from Eqs. (2.7-2.8), while ansatz type-$M \geq 1$ are given by Eqs. (5.5-5.9) along with Eqs. (5.10-5.13). The primary significance in obtaining these basis-independent constructions is that one may now speak of and study random ensembles of integrable matrices in the same way that one studies ensembles of ordinary random matrices in random matrix theory (RMT), for which unitary invariance is a theoretical cornerstone [2].

The two invariant constructions involve choosing a vector $|\gamma\rangle$ and two matrices: $E$ and $V$ such that $[E, V] = 0$ for type-1, and $\Lambda$ and $G$ such that $[\Lambda, G] = 0$ for ansatz type-$M$. We showed that the eigenvalues of $E$ and $V$ come from independent GUE, GOE or GSE eigenvalue distributions. The eigenvalues of $\Lambda$ and $G$, on the other hand come from independent GOE distributions. This result is significant because Ref. [40] shows that
correlations between these matrix pairs induce level repulsion in integrable matrices, which generally have Poisson statistics.

It follows from the complete type-1 construction presented in Sect. 2 that if $E$, $V$ and $|\gamma\rangle$ are selected from the GUE, GOE or GSE, then the corresponding integrable family of matrices $H^j(u)$ has the same time-reversal properties that define these three ensembles (the “3-fold way” [1, 2]) for all $u$, and vice-versa. It is possible (though not yet proved) that a similar statement is true for the natural mathematical and physical generalization of these ensembles, initiated by Altland and Zirnbauer [48], that includes charge conjugation (particle-hole) symmetry considerations as well. This “10-fold way” is useful in particular for classifying topological insulators and superconductors [49].

Given the known success of RMT in describing generic (e.g. chaotic) quantum Hamiltonians, one can now also study quantum integrability through the lens of an integrable ensemble theory – integrable matrix theory (IMT). More specifically, until now quantum integrability was mainly studied through specific models satisfying some loose criteria of integrability, whereas there now exists a new tool based on broad and rigorous definitions to study entire classes of quantum integrable models at once. One immediate use of IMT is the study of level statistics in integrable systems, a work soon to be released [40] by the authors. Another recent development is the proof that the generalized Gibbs ensemble (GGE) [45, 50, 51] is the correct density matrix for the long-time averages of observables evolving with type-1 Hamiltonians [52]. An interesting question is how well the GGE works for type $M > 1$ matrices under different scalings of $M$ with $N$. Other possibilities include the characterization of localization [39] and the reversibility of unitary dynamics [53, 54, 55, 56] generated by matrices in IMT.

There are two further open problems raised in this work that we have not solved. One is the origin and motivation for the ansatz type-$M$ construction found in Sect. 5, which as it stands is verifiably correct but rather ad-hoc in appearance. There ought to be an intuitive motivation for the construction as is the case for the clear and concise type-1
approach found in Sect. 2. Another open problem is the complete invariant construction of all type $M > 3$ matrices, of which only a subset is covered by the ansatz. The reduced Hamiltonian approach to the type-1 solution has an analogous generalization for type-$M$ which could conceivably cover all such matrices, but the details involve working out the general constraints arising from the restricted linear independence of matrices in type-$M$ families, which are nontrivial.
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Appendix A

Degenerate $E$ implies $u$-independent symmetry in type-1 matrices

In Sect. 2 we constructed $N \times N$ type-1 families starting from a vector $|\gamma\rangle$ and a matrix $E$. The proof that this construction is exhaustive hinges on $E$ being nondegenerate. We show here that a degenerate $E$ implies a common $u$-independent symmetry prohibited by our definition of an integrable family [38, 41].

Suppose $E$ has a two-fold degeneracy and consider Eq. (2.7) in the eigenbasis of $E$, so that $E = \text{diag}(\varepsilon, \varepsilon, \varepsilon_3, \ldots, \varepsilon_N)$. We furthermore pick the degenerate subspace of $E$ that diagonalizes $W_E$. The off-diagonal components of Eq. (2.7) read

$$\gamma_i \gamma_j^* = (\varepsilon_i - \varepsilon_j) S_{ij}, \quad i \neq j.$$  (A.1)

This in particular implies that $\gamma_1 \gamma_2^* = 0$ and $S_{12}$ is arbitrary. Without a loss of generality we let $\gamma_1 = 0$.

Now we turn our attention to $H(u) = T + uV$, where in this basis $V = \text{diag}(d_1, \ldots, d_N)$. Note that by definition of type-1 linear independence, for any integrable family there exists an $H(u)$ such that the matrix $V$ is nondegenerate (this is the typical case, but it suffices that there exist one such matrix). Looking again at off-diagonal components, through Eq. (2.8) we find

$$H_{ij} = T_{ij} = (d_i - d_j) S_{ij}, \quad i \neq j.$$  (A.2)

At this point, we can almost see that $H(u)$ is block-diagonal, since any $S_{1j} = 0$ for $j \neq 2$. 

131
In fact, we can visualize $H(u)$ through the following helpful schematic

$$
H(u) = \begin{pmatrix}
\times & \times & 0 & 0 & \ldots & 0 \\
\times & \times & \times & \times & \ldots & \times \\
0 & \times & \times & \times & \ldots & \times \\
0 & \times & \times & \times & \ldots & \times \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \times & \times & \times & \ldots & \times 
\end{pmatrix},
$$

where $\times$ represents possibly non-zero matrix elements. To show that $H(u)$ is indeed block-diagonal, we consider the eigenvalue equation

$$
T |\gamma\rangle = t |\gamma\rangle, \quad (A.3)
$$

which is true by construction of $\Lambda(u)$. Since $\gamma_1 = 0$, the first component of Eq. $[A.3]$ combined with Eq. $[A.2]$ implies

$$
\sum_{j \neq 1} (d_1 - d_j) S_{1j} \gamma_j = 0, \quad (A.4)
$$

and $S_{1j} = 0$ for $j \neq 2$ reduces this to

$$
(d_1 - d_2) S_{12} \gamma_2 = 0. \quad (A.5)
$$

As $V$ is nondegenerate, Eq. $[A.5]$ requires either $S_{12} = 0$ or $\gamma_2 = 0$. In the first case, $H(u)$
is of the form

\[
H(u) = \begin{pmatrix}
\times & 0 & 0 & 0 & \ldots & 0 \\
0 & \times & \times & \times & \ldots & \times \\
0 & \times & \times & \times & \ldots & \times \\
0 & \times & \times & \times & \ldots & \times \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \times & \times & \times & \ldots & \times \\
\end{pmatrix},
\]

while in the second case \( S_{2j} = 0, \ j \neq 1 \), from Eq. (A.1) and

\[
H(u) = \begin{pmatrix}
\times & \times & 0 & 0 & \ldots & 0 \\
\times & \times & 0 & 0 & \ldots & 0 \\
0 & 0 & \times & \times & \ldots & \times \\
0 & 0 & \times & \times & \ldots & \times \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \times & \times & \ldots & \times \\
\end{pmatrix}.
\]

Either way, each member of the family \( H(u) \) reduces to two such blocks indicating a \( u \)-independent symmetry. For example, \( \Omega \) made of two similar blocks that are different multiples of identity commutes with \( H(u) \).
Appendix B

Ansatz matrices at $x_0 = 0$ are type-1

Here we prove that ansatz type-$M$ matrices $H(u) = T + uV$ become type-1 at $x_0 = 0$, which is most clearly seen in the eigenbasis of $V$. We first review the construction of ansatz matrices $H(u)$ at $x_0 = 0$. We then construct a particular type-1 family of matrices $\bar{H}(u)$ through Eqs. (2.7-2.8) and show that $[H(u), \bar{H}(u)] = 0, \forall u$.

We first consider ansatz type-$M$ matrices $H(u) = T + uV$. At $x_0 = 0$, Eq. (5.10) implies that $V = H_1$ and $\Gamma^2 - 1 = H_2$, so that

$$V = \text{diag}(d_1, d_2, \ldots, d_N),$$
$$= \text{diag}(g_1, g_2, \ldots, g_{N-M}, 0, \ldots, 0),$$
$$\Gamma = \text{diag}(\Gamma_1, \Gamma_2, \ldots, \Gamma_N),$$
$$= \text{diag}(1, 1, \ldots, 1, \pm \sqrt{1 + P_{N-M+1}}, \ldots, \pm \sqrt{1 + P_N}),$$
$$E = \text{diag}(\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_N).$$

We note also that $E = \Lambda$ at $x_0 = 0$ by Eq. (5.8). Recall that $E$ arises in the ansatz construction from an auxiliary type-1 problem, so $E$ is nondegenerate without loss of generality (see Appendix A).

With Eq. (B.1) in mind, we also rewrite Eqs. (5.5-5.7), the defining equations for the ansatz antisymmetric matrix $S_M$ and for ansatz $T$, which are true at any $x_0$

$$T = W_V + [V, S_M], \quad [V, W_V] = 0,$$
$$T \frac{1}{2}(\Gamma + 1) |\gamma\rangle = 0,$$

(B.2)
where $S_M$ follows from

$$
\Omega_E + [E, S_M] = \frac{\Gamma |\gamma\rangle\langle\gamma| + |\gamma\rangle\langle\gamma| \Gamma}{2}, \quad [E, \Omega_E] = 0. \tag{B.3}
$$

We now prove that ansatz type-$M H(u) = T + uV$ constructed with Eq. (B.1) are in fact type-1 matrices. Consider a type-1 integrable matrix $\tilde{H}(u) = \tilde{T} + u\tilde{V}$ family constructed through the methods of Sect. 2, with the substitution $|\gamma\rangle \rightarrow \frac{1}{2}(\Gamma + 1) |\gamma\rangle \equiv |\bar{\gamma}\rangle$. This particular type-1 family is unrelated to the auxiliary type-1 family appearing in the ansatz construction. In the following, bars $\bar{X}$ will indicate quantities $X$ that involve the type-1 integrable matrix family. We have

$$
\tilde{V} = \text{diag}(\tilde{d}_1, \tilde{d}_2, \ldots, \tilde{d}_N)
$$

$$
|\bar{\gamma}\rangle\langle\bar{\gamma}| = \tilde{W}_E + [E, \tilde{S}], \quad [E, \tilde{W}_E] = 0, \tag{B.4}
$$

$$
\tilde{T} = \tilde{W}_\tilde{V} + [\tilde{V}, \tilde{S}], \quad [\tilde{V}, \tilde{W}_\tilde{V}] = 0,
$$

where $E$ is the same as in Eq. (B.3), and therefore $[E, \tilde{V}] = 0$. In particular, the reduced Hamiltonian $\tilde{\Lambda}(u)$ (see Eq. (2.6)) of this type-1 family is

$$
\tilde{\Lambda}(u) = |\bar{\gamma}\rangle\langle\bar{\gamma}| + uE. \tag{B.5}
$$

Recall that by construction,

$$
[\tilde{\Lambda}(u), \tilde{H}(u)] = 0, \quad \forall. \tag{B.6}
$$

Therefore, it suffices to show $[\tilde{\Lambda}(u), H(u)] = 0, \forall u$, which combined with the non-degeneracy of $\tilde{\Lambda}(u)$ implies $[\tilde{H}(u), H(u)] = 0, \forall u$. 

To this end, consider the commutator $[\tilde{A}(u), H(u)]$

$$[\tilde{A}(u), H(u)] =$$

$$= [\tilde{\gamma}\langle\tilde{\gamma}\rvert, T] + u ([E, T] + [\tilde{\gamma}\langle\tilde{\gamma}\rvert, V]) + u^2[E, V].$$

(B.7)

The first term in Eq. (B.7) vanishes by Eq. (B.2), and the third term in Eq. (B.7) vanishes by construction. We then have

$$[\tilde{A}(u), H(u)] = u ([E, T] + [\tilde{\gamma}\langle\tilde{\gamma}\rvert, V]).$$

(B.8)

Eq. (B.8) is true for all $x_0$, but in order for its r.h.s. to vanish, we must have (see Eqs. (2.1-2.2))

$$T = \Omega_V + [V, s], \quad [V, \Omega_V] = 0,$$

$$|\tilde{\gamma}\langle\tilde{\gamma}| = \Omega_E + [E, s], \quad [E, \Omega_E] = 0,$$

(B.9)

where $s$ is an antisymmetric matrix. Eq. (B.9) is not true for general $x_0$, but we can show it is true at $x_0 = 0$. From Eq. (B.2) and Eq. (B.4) we actually have

$$T = W_V + [V, S_M], \quad [V, W_V] = 0,$$

$$|\tilde{\gamma}\langle\tilde{\gamma}| = \tilde{W}_E + [E, \tilde{S}], \quad [E, \tilde{W}_E] = 0.$$

(B.10)

We now show that at $x_0 = 0$, $[V, S_M] = [V, \tilde{S}]$, so that $s = \tilde{S}$ in Eq. (B.9). This last step will complete the proof that $[H(u), \tilde{H}(u)] = 0$. Consider the matrix elements $S_{M,ij}$ and $\tilde{S}_{ij}$.
in the eigenbasis of $V$, which obtain from Eq. (B.3) and Eq. (B.4)

\[ S_{M,ij} = \frac{\gamma_i(\Gamma_i + 1)\gamma_j(\Gamma_j + 1)}{4} \frac{1}{\varepsilon_i - \varepsilon_j} \]

\[ - \frac{\gamma_i(\Gamma_i - 1)\gamma_j(\Gamma_j - 1)}{4} \frac{1}{\varepsilon_i - \varepsilon_j}, \]

\[ \tilde{S}_{ij} = \frac{\gamma_i(\Gamma_i + 1)\gamma_j(\Gamma_j + 1)}{4} \frac{1}{\varepsilon_i - \varepsilon_j}, \] (B.11)

but at $x_0 = 0$, Eq. (B.1) is true and therefore many $\Gamma_i = 1$. More precisely, we find

\[ S_{M,ij} = \tilde{S}_{ij}, \quad \text{if } i \leq N - M, \text{ OR } j \leq N - M, \] (B.12)

\[ S_{M,ij} \neq \tilde{S}_{ij}, \quad \text{otherwise.} \]

Now using Eq. (B.1) again, we see that $d_i - d_j = 0$ if $S_{M,ij} \neq \tilde{S}_{ij}$, where $d_i$ is the $i$-th diagonal entry of the diagonal matrix $V$. Therefore $[V, S_M] = [V, \tilde{S}]$ at $x_0 = 0$, which implies Eq. (B.9) holds with $s = \tilde{S}$, and therefore $[\Lambda(u), H(u)] = 0$, $\forall u$. It follows that $[\tilde{H}(u), H(u)] = 0$, $\forall u$ and $H(u)$ is type-1 at $x_0 = 0$. 
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Chapter 5

Integrable matrix theory: Level statistics

1 Introduction

It is generally believed that the energy levels of integrable systems [1] follow a Poisson distribution [2, 3, 4, 5, 6, 7, 8]. For example, the probability that a normalized spacing between adjacent levels lies between \( s \) and \( s + ds \) is expected to be \( P(s)ds = e^{-s}ds \). In contrast, chaotic systems exhibit Wigner-Dyson statistics, with level repulsion \( P(s) \propto s^2 \) or \( s \) at small \( s \). Moreover, level statistics are often used as a litmus test for quantum integrability even though there are integrable models that fail this test, e.g. the reduced BCS model [5] (which is a particular linear combination of commuting Gaudin Hamiltonians). In this work, we quantify when and why Poisson statistics occur in quantum integrable models, while also characterizing exceptional (non-Poisson) behavior.

Poisson statistics have been numerically verified on a case-by-case basis for some quantum integrable systems, including the Hubbard [2] and Heisenberg [2, 3] models. On the other hand, general or analytic results on the spectra of quantum integrable models are lacking, in part due to the absence of a generally accepted unambiguous notion of quantum integrability, [9, 10] and in part because existing results usually apply to isolated models instead of members of statistical ensembles like random matrices [11]. Notably, Berry and Tabor showed [4] that level statistics in semiclassical integrable models are always Poissonian as long as the energy \( E(n_1, n_2, \ldots) \) is not a linear function of the quantum numbers \( n_1, n_2, \ldots \), i.e., the system cannot be represented as a collection of decoupled harmonic oscillators. As integrability is destroyed by perturbing the Hamiltonian, the statistics are
expected to cross over from Poisson to Wigner-Dyson at perturbation strengths as small as
the inverse system size \[3\].

Random matrix theory (RMT) \[11, 12\] captures level repulsion and other universal
features of eigenvalue statistics in generic (non-integrable) Hamiltonians (see, e.g., Fig. \[1.1\]).
We recently proposed an integrable matrix theory \[13\] (IMT) to describe eigenvalue statistics
of integrable models. This theory is based on a rigorous notion of quantum integrability and
provides ensembles of integrable matrix Hamiltonians with any given number of integrals of
motion (see below). It is similar to RMT in that both are ensemble theories equipped with
rotationally invariant probability density functions. An important difference is that random
matrices do not represent realistic many-body models, while integrable ones correspond to
actual integrable Hamiltonians. We therefore have access not only to typical features, but
also to exceptional cases and are in a position to make definitive statements about the
statistics of quantum integrable models. Here, we study the nearest-neighbor level spacing
distributions of the IMT ensembles.

The approach of Refs. \[10, 13, 16, 17, 14, 15, 18\] to quantum integrability operates
with \(N \times N\) Hermitian matrices linear in a real parameter \(x\). A matrix \(H(x) = xT + V\)
is called integrable \[16, 17, 19\] if it has a commuting partner \(\tilde{H}(x) = x\tilde{T} + \tilde{V}\) other than a
linear combination of itself and the identity matrix and if \(H(x)\) and \(\tilde{H}(x)\) have no common
\(x\)-independent symmetry, i.e., no \(\Omega \neq c1\) such that \([\Omega, H(x)] = [\Omega, \tilde{H}(x)] = 0\). Fixing the
parameter-dependence makes the existence of commuting partners a nontrivial condition,
so that only a subset of measure zero among all Hermitian matrices of the form \(xT + V\) are
integrable \[17\].

Further, integrable matrices fall into different classes (types) according to the number
of independent integrals of motion. We say that \(H(x)\) is a type-\(M\) integrable matrix if
there are precisely \(n = N - M > 1\) linearly independent \(N \times N\) Hermitian matrices \[20\]
\[ H^i(x) = xT^i + V^i \] with no common \( x \)-independent symmetry such that

\[
[H(x), H^i(x)] = 0, \quad [H^i(x), H^j(x)] = 0,
\]

(1.1)

for all \( x \) and \( i, j = 1, \ldots, n \). A type-\( M \) family of integrable matrices (integrable family) is an \( n \)-dimensional vector space \([20]\), where \( H^i(x) \) provide a basis. The general member of the family is

\[
H(x) = \sum_{i=1}^{n} d_i H^i(x),
\]

(1.2)

where \( d_i \) are real numbers. The maximum possible value of \( n \) is \( n = N - 1 \), corresponding to type-1 or maximally commuting Hamiltonians.

Examples of well-known many-body Hamiltonians that fit into this definition of integrability are the Gaudin, 1D Hubbard and XXZ models, where \( x \) corresponds to the external magnetic field, Hubbard \( U \) and the anisotropy, respectively. Note, however, that these models have various \( x \)-independent symmetries, such as the \( z \) component of the total spin, total momentum, etc. Taken at a given number of spins or sites, they break down into sectors (matrix blocks) characterized by certain parameter-independent symmetry quantum numbers. Such blocks are integrable matrices according to our definition. For instance, the 1D Hubbard model on six sites with three spin up and three spin down electrons is a direct sum of integrable matrices of various types \([17]\). Sectors of Gaudin magnets, where the \( z \)-component of the total spin differs by one from its maximum or minimum value (one spin flip), or, equivalently, the one Cooper pair sector of the BCS model are type-1 \([16]\), while other sectors are integrable matrices of higher types.

Prior work \([16, 17, 15, 18, 10]\) constructed all type-1, 2, 3 integrable matrices and a certain subclass of arbitrary type-\( M \), determined exact eigenvalues and eigenfunctions of these matrices, investigated the number of level crossings as a function of size and type, and showed that type-1 integrable families satisfy the Yang-Baxter equation. This work is a continuation of Ref. \([13]\) where we formulated a rotationally invariant parametrization of
integrable matrices and derived an appropriate probability density function (PDF) for the parameters, i.e., for ensembles of integrable matrices of any given type. The derivation is similar to that in the RMT and is based on either maximizing the entropy of the PDF or, equivalently, postulating statistical independence of independent parameters and rotational invariance of the PDF. Here, we use the results of Ref. [13] to generate and study numerically and analytically level spacing distributions in ensembles of integrable matrices of various types as well as in individual matrices.

Our main results are as follows. For a generic choice of parameters, the level statistics of integrable matrices $H(x)$ are Poissonian in the limit of the Hilbert space size $N \to \infty$. 

Figure 1.1: The level spacing distribution of a $4000 \times 4000$ random real symmetric matrix with entries chosen as independent random numbers from a normal distribution of mean 0 and off-diagonal variance $1/2$ (diagonal variance of 1). Such a matrix belongs to the Gaussian orthogonal ensemble (GOE) of real symmetric matrices, studied in random matrix theory (RMT). The main feature of the spacing distribution here is its vanishing for small spacings, also known as level repulsion. The smooth curve is the Wigner surmise $P(s) = \pi se^{-\frac{\pi}{4}s^2}$. See the integrable matrix case in Fig. 1.2.
Figure 1.2: The level spacing distribution for a $4000 \times 4000$ real symmetric integrable matrix $H(x) = xT + V$ at $x = 1$. This particular matrix is a sum of 200 linearly independent matrices that commute for all values of the real parameter $x$. Note that the spacing distribution is maximized at $s = 0$, a feature known as level clustering. The smooth curve is a Poisson distribution, which is theorized to be typical of integrable matrices. Compare to the generic real symmetric matrix case in Fig. 1.1.
if the number of conservation laws \( n \) scales at least as \( \log N \), see Fig. 1.2 for an example. Exceptions to Poisson statistics fall into two categories. First, it is always possible to construct an integrable matrix that has any desired level spacing distribution at a given isolated value, \( x = x_0 \), of the coupling (or external field) parameter. For a typical type-1 matrix there is always a single value of \( x \) where the statistics are Wigner-Dyson. The distribution quickly crosses back over, however, to Poisson at deviations from \( x_0 \) of size \( \delta x \sim N^{-0.5} \), with the crossover centered at \( \delta x \sim N^{-1} \). Second, one obtains non-Poissonian distributions by introducing correlations among the ordinarily independent parameters characterizing an integrable matrix \( H(x) \); the reduced BCS model falls into this category. The statistics again revert to Poisson at \( O(N^{-0.5}) \) deviations from such correlations. We also show numerically that as \( N \to \infty \), integrable matrix ensembles satisfy two distinct definitions of ergodicity with respect to the nearest-neighbor spacing distribution \( P(s) \). Not only are the statistics of a single matrix representative of the entire ensemble, but the statistics of the \( j \)-th bulk spacing across the ensemble are independent of \( j \).

In Sect. 2 we present numerical results on the level statistics of type-1 matrices, defined to be integrable matrices \( H(x) \) with the maximum number \( n_{\text{max}} = N-1 \) of linearly independent commuting partners. Section 3 contains numerical results for integrable matrices with \( n \leq n_{\text{max}} \). We present our analytical justification of numerical results using perturbation theory in Sect. 4. Finally, we give numerical results on ergodicity in Sect. 5.

2 Level statistics of type-1 integrable matrices

2.1 Type-1 families, primary parametrization

Although our definition of integrable matrices encompasses the general Hermitian case, we restrict our focus in this work to real symmetric matrices. We begin with type-1 integrable \( N \times N \) families which contain \( N-1 \) nontrivial commuting partners in addition to the scaled identity \((c_1 x + c_2) 1\). Such matrices are the simplest to construct, for the parametrization of type-\( M \) integrable families increases in complexity with \( M \). Results on these higher types
are deferred to Sect. 3.

We first summarize the essential points of the basis-independent type-1 construction of Ref. [13] in order to arrive at the parametrization of Eq. (2.2) useful for numerical calculations. By considering linear combinations of the \( N - 1 \) basis matrices, defined in Eq. (1.2), and the identity, one can prove that every type-1 family contains a particular integrable matrix \( \Lambda(x) \) with rank-1 \( T \)-part

\[
\Lambda(x) = x \langle \gamma | \gamma \rangle + E, \tag{2.1}
\]

i.e., \([H(x), \Lambda(x)] = 0\) for all \( x \) and any \( H(x) = xT + V \) in the family. There is an additional restriction \([V, E] = 0\), which follows from \( \mathcal{O}(x^0) \) term in the commutator. It can be shown that the matrices \( E \) and \( V \) and the vector \( |\gamma\rangle \) completely determine a given type-1 matrix \( H(x) = xT + V \) modulo an additive constant proportional to the scaled identity.

If we consider any type-1 \( H(x) \) in the shared eigenbasis of \( E \) and \( V \), we find that the matrix elements of \( H(x) \) can be parametrized in terms of the \( N \) eigenvalues \( \varepsilon_i \) of \( E \), the \( N \) eigenvalues \( d_i \) of \( V \), and the \( N \) vector components \( \gamma_i \) of \( |\gamma\rangle \). Statistical arguments borrowed from RMT in Ref. [13] identify the \( \varepsilon_i \) and \( d_i \) as two independent sets of eigenvalues drawn from the Gaussian orthogonal ensemble. The \( \gamma_i \) are drawn from a \( \delta(1 - |\gamma|^2) \) distribution. With these parameters, any \( N \times N \) type-1 integrable matrix \( H(x) = xT + V \) can be constructed in the following way:

\[
[H(x)]_{ij} = x\gamma_i\gamma_j \frac{d_i - d_j}{\varepsilon_i - \varepsilon_j}, \quad i \neq j, \tag{2.2}
\]

\[
[H(x)]_{jj} = d_j - x \sum_{k \neq j} \gamma^2 \frac{d_j - d_k}{\varepsilon_j - \varepsilon_k}.
\]

We call Eq. (2.2) the “primary” parametrization, which is given specifically in the basis where \( V \) is diagonal and can be transformed into any other basis by an orthogonal transformation. Note that the quantities \( d_j \) act as coefficients of linear combination of basis
matrices $H^i(x)$ defined by setting $d_j = \delta_{ij}$ in Eq. (2.2). Explicitly, nonzero matrix elements of $H^i(x)$ are

$$
[H^i(x)]_{ij} = [H^i(x)]_{ji} = x \frac{\gamma_i \gamma_j}{\varepsilon_i - \varepsilon_j}, \quad j \neq i,
$$

$$
[H^i(x)]_{jj} = x \frac{\gamma_i^2}{\varepsilon_i - \varepsilon_j}, \quad j \neq i,
$$

$$
[H^i(x)]_{ii} = 1 - x \sum_{k \neq i} \frac{\gamma_i^2}{\varepsilon_i - \varepsilon_k}.
$$

and

$$
H(x) = \sum_{i=1}^{N} d_i H^i(x).
$$

From Eq. (2.4) we see that the $\varepsilon_i$ and $\gamma_i$ uniquely identify a type-1 commuting family whereas the choice of $d_i$ produces a given member of the family.

To describe the spectrum of $H(x)$, we introduce an additional $N$ parameters $\lambda_j = \lambda_j(x)$ determined by the following equation [16]:

$$
\frac{1}{x} = \sum_{k=1}^{N} \frac{\gamma_k^2}{\lambda_j - \varepsilon_k}.
$$

One can graphically verify that for any non-degenerate choice of $\varepsilon_k$ there are $N$ real solutions $\lambda_j$ to Eq. (2.5) that interlace the $\varepsilon_k$. The $N$ eigenvectors $v(x)$ and eigenvalues $\eta(x)$ of $H(x)$ are labeled by $\lambda_j$ and take the form

$$
[v_{\lambda_j}(x)]_k = \frac{\gamma_k}{\lambda_j - \varepsilon_k}, \quad \eta_{\lambda_j}(x) = x \sum_{i=1}^{N} \frac{d_i \gamma_i^2}{\lambda_j - \varepsilon_i}.
$$

The components of the (unnormalized) eigenvectors $v_{\lambda_j}(x)$ are independent of the choice of $d_i$ in Eq. (2.4), and are thus common to any member of the family defined by $\varepsilon_k$ and $\gamma_k$.

2.2 Universality of Poisson statistics

Equipped with parametrizations of integrable matrix ensembles based on the number of commuting partners in a family, we can quantitatively outline both the origin and the robustness of Poisson statistics in these ensembles. We first explore the latter with numerical
tests of the statistics of integrable matrices in Sects. 2.3-3.3. For clarity of exposition, the numerical results of Sects. 2.3, 2.4 and 2.5 are demonstrated strictly for type-1 matrices. In Sect. 3, we show that the same results apply generally to a construction of higher type integrable matrix families that by definition contain fewer than the maximum number of conservation laws. We present analytical considerations of numerical results in Sect. 4.

We emphasize that regardless of the choice of parameters we find Poisson level statistics in the overwhelming majority of cases, even near isolated points in parameter space with non-Poissonian statistics. For example, the least biased choice for \( d_i \) in Sect. 2.1 enforces GOE statistics at \( x = 0 \) since \( H(0) = V \); by effecting a shift \( x \to x + x_0 \), the equivalent invariant statement is that each type-1 matrix has a parameter value \( x_0 \) such that \( H(x_0) \) has Wigner-Dyson statistics. Another exception to Poisson statistics is when \( d_i \) and \( \varepsilon_i \) are correlated so that \( d_i = f(\varepsilon_i) \), a smooth function at least over almost the entire range of \( \varepsilon_i \). Nonetheless, as soon as we deviate from \( x_0 \) or \( f(\varepsilon_i) \), the results of Sects. 2.3 and 2.4 show that statistics quickly revert to Poisson at deviations scaling as \( \delta \sim N^{-0.5} \) in the limit \( N \to \infty \).

Generally, we find that random linear superpositions of basis matrices within a given integrable family are crucial for obtaining Poisson level statistics. Basis matrices themselves, defined in Eq. (2.4) for the primary type-1 construction and in Eq. (3.5) for more general integrable matrices, show non-Poissonian statistics with strong level repulsion. Such repulsion washes away, however, for \( H(x) \) that are random linear combinations of sufficiently many basis matrices. We see this behavior in Sect. 2.5 for all type-1 matrices, i.e., independent of the number \( m \) of basis matrices (conservation laws) in linear combination as long as \( m > O(\log N) \).

We fit all spacing distributions \( P(s) \) to the Brody function \[ P(s, \omega), \text{ where } \omega \text{ is the Brody parameter} \]

\[
P(s, \omega) = a(\omega)s^\omega e^{-b(\omega)s^{\omega+1}}. \tag{2.7}
\]

The distribution in Eq. (2.7) has unit mean and norm with appropriate choices of constants.
It interpolates between a Poisson distribution $P(s) = e^{-s}$ at $\omega = 0$ and the Wigner surmise $P(s) = \frac{\pi}{2} s e^{-\frac{\pi}{2} s^2}$ at $\omega = 1$, and hence is a convenient fitting function. The Brody parameter $\omega$ can take all values $\omega > -1$, which means it also can detect enhanced level clustering or repulsion.

Note, however, that the Wigner surmise is not the exact nearest neighbor spacing distribution of GOE matrices. One may therefore expect our numerics to produce an $\omega \neq 1$ for GOE matrices. Fig. 2.2, where $\omega \approx .956$, shows that this is indeed the case. The exact distribution $P(s)$ can be found in Ref. 11 and was originally derived by Gaudin in terms of a Fredholm determinant 22. Using Ref. 23 and a few lines of Mathematica code, we find that the same fitting procedure used for numerically generated matrices produces $\omega \approx 0.957$. Note that it is important to exclude $P(0) = 0$ in the fitting procedure for numerically generated finite-sized matrices.

### 2.3 Crossover in coupling parameter $x$

Here, we show that even if the statistics are non-Poissonian at a given coupling value $x = x_0$ (we set $x_0 = 0$), level clustering is restored at small deviations from $x_0$. For any $N$, the matrices $T$ and $V$ each have eigenvalues that mostly lie on an $O(1)$ interval centered about zero. We consider the primary type-1 construction encountered in Eq. (2.2) and explore the level statistics of large matrices. In Fig. 2.1, we see qualitatively how the statistics change with $x$ when $N = 4000$. We find Poisson statistics at $x \sim 1$ until a crossover to level repulsion begins near $x = N^{-0.5}$ and ends near $x = N^{-1.5}$.

To verify that the crossover scaling inferred from Fig. 2.1 is correct for all $N \gg 1$, in Fig. 2.2 we plot how the Brody parameter $\omega$ (see Eq. (2.7)) evolves with $x$ for various choices of $N$. It turns out that $\omega(x, N)$ can be fit to a relatively simple function, for any $N \gg 1$

$$\omega(x, N) = \alpha - \beta \tanh \left( \frac{\log N x - X_0}{Z} \right).$$  

(2.8)

The numbers $(\alpha, \beta, X_0, Z)$ are fit parameters and take the values $(0.482, 0.474, -1.04, 0.157)$.
Figure 2.1: Crossover in coupling $x$ of the level statistics of type-1 integrable $N \times N$ matrices $H(x) = xT + V$, $N = 4000$. See Sect. 2.1 for their parametrization. $V$ is a random matrix so that $H(x = 0)$ has level repulsion. Each distribution contains the levels statistics of a single matrix $H(x)$ at a given value of $x$. Note that some level repulsion has set in by $x = N^{-1}$. Each numerical distribution is fit to the Brody function $P(s, \omega)$ from Eq. (2.7); for couplings $x = (1, N^{-1}, N^{-1.5})$ the fits give $\omega = (0.01, 0.30, 0.94)$, respectively. The solid lines are reference plots of a Poisson distribution $P(s) = e^{-s}$ and the Wigner Surmise $P(s) = \frac{\pi}{2} se^{-\frac{s^2}{4}}$. See Fig. 2.2 for more on this crossover.
Figure 2.2: Crossover in level statistics with variation of coupling parameter $x$ in type-1 integrable $N \times N$ matrices $H(x) = xT + V$, quantified by the Brody parameter $\omega(x, N)$ from Eq. (2.7). The two important limits are $\omega = 0$ for Poisson statistics and $\omega = 1$ for random matrix (Wigner-Dyson) statistics. Each plotted value $\omega(x, N)$ is computed for the combined level spacing distribution of several matrices from the ensemble. We extract the crossover scale by fitting $\omega(x, N)$ to Eq. (2.8) (solid curve) to all curves simultaneously, where most notably $X_0 \sim -1$ for all $N$ investigated, indicating that crossovers to Poisson statistics are centered at that value for integrable matrices $H(x)$ when $H(x = 0)$ has level repulsion. The middle of the crossover is indicated by a vertical line.

in Fig. 2.2. Most important is that for any $N \gg 1$ we find $X_0 \sim -1$, which solidifies our claim that the crossover occurs between $x \sim N^{-1.5}$ and $x \sim N^{-0.5}$. Analytical arguments explaining this scaling are given in Sect. 4.

2.4 Correlations between matrix parameters

In the eigenbasis of $V$, our parametrization of integrable $N \times N$ matrices is given in terms of about $3N$ independent parameters (up to a change of basis). Through an explicit construction of the probability density function of integrable matrices obtained through basis-independent considerations, Ref. [13] shows that for a typical integrable matrix, $d_i$ and $\varepsilon_i$
are indeed uncorrelated. We see in this section that if correlations are introduced between \( \varepsilon_i \) and \( d_i \), the statistics become non-Poissonian. Small perturbations about these correlations, however, bring the statistics immediately back to Poisson. In this section, \( x = 1 \) for all matrices considered.

Continuing with type-1 matrices in the primary parametrization, Eq. (2.2), we recall that the eigenvalues \( \eta_{\lambda_j} \) of such a matrix \( H(x) = xT + V \) are given by Eq. (2.6), where the \( \lambda_j = \lambda_j(x) \) are obtained from Eq. (2.5). As we saw in Sect. 2.3, a typical choice of parameters will produce Poisson statistics, but this changes if we let \( d_i \) be some smooth function of \( \varepsilon_i \). The simplest case is shown in Fig. 2.3 for which \( d_i = \varepsilon_i \). As discussed in Refs. [13, 17], \( H(x) \) for this choice of parameters describes a sector of the reduced BCS model and, independently, a short range impurity in a weakly chaotic metallic quantum dot studied in Refs. [24, 25].

The level repulsion for this case can be understood by a simple manipulation of Eq. (2.6) when \( d_i = \varepsilon_i \):

\[
\eta_{\lambda_j} = x \sum_{i=1}^{N} \frac{\varepsilon_i \gamma_i^2 + \lambda_j \gamma_i^2 - \lambda_j \gamma_i^2}{\lambda_j - \varepsilon_i} = -x \sum_{i=1}^{N} \gamma_i^2 + \lambda_j,
\]

where we used Eq. (2.5). Then when \( d_i = \varepsilon_i \) the eigenvalues of \( H(x) \) are just the \( \lambda_j \) up to an additive constant. For the case when \( \varepsilon_i \) are random matrix eigenvalues, Ref. [24] derives the joint probability density of the set \( \{ \varepsilon_i, \lambda_j \} \) and Ref. [25] demonstrates that the \( \lambda_j \) are subject to the same level repulsion as the \( \varepsilon_i \). Note also that Eq. (2.5) implies \( \lambda_j \) lie between consecutive \( \varepsilon_i \) and therefore the eigenvalues in Eq. (2.9) can have no crossings at any finite \( x \). Numerically, we have found that \( \lambda_j \) exhibit level repulsion for any choice of \( \varepsilon_i \) (see Fig. 2.4). Fig. 2.3 also shows the level repulsion induced when \( d_i = \sum_{k=1}^{d} A_k h_k(\varepsilon_i) \), where \( h_k(\varepsilon_i) \) is the \( k \)-th order Hermite polynomial and \( A_k \) are independent random numbers drawn from a normal distribution. In this case, the level repulsion is mitigated relative to the case of
Figure 2.3: Level statistics of two $N \times N$ type-1 integrable matrices $H(x) = xT + V$, $x = 1$ and $N = 4000$, when correlations are introduced between $d_j$ and $\varepsilon_j$ (see Eqs. (2.2, 2.6), and then Eq. (2.9) for an example). Note that in contrast to Fig. 2.1, these integrable matrices exhibit level repulsion even for $x = 1$. Each of the two curves is generated from a single matrix. One numerical curve corresponds to the case when $d_i = \varepsilon_i$ and the other is when $d_i = \sum_{k=1}^{4} A_k h_k(\varepsilon_i)$, where $h_k(z)$ is the $k$-th order Hermite polynomial and $(A_1, A_2, A_3, A_4) = (2.3, 2.16, -1.46, 0.51)$, chosen randomly. Note that the polynomial dependence weakens the level repulsion as compared to the linear case. If higher order polynomials are included, the level repulsion eventually gives way to Poisson statistics. The solid curve is the Wigner surmise $P(s) = \frac{\pi}{2} se^{-\frac{\pi^2}{4}s^2}$. See Fig. 2.5 for more on this behavior.
Figure 2.4: Illustrating that conclusions drawn about correlations between $d_i$ (eigenvalues of $V$) and $\varepsilon_i$ (eigenvalues of $E$) are independent of the particular choice of $\varepsilon_i$. Pictured are four numerically generated nearest-neighbor spacing distributions $P(s)$ for $5000 \times 5000$ type-1 matrices, $x = 1$, when the $d_i$ and $\varepsilon_i$ are either from a random matrix (GOE) or are independently and identically distributed numbers (i.i.d.) from a normal distribution. Each curve represents the level statistics of a single matrix chosen from the type-1 ensemble. Level repulsion survives in the two cases where $d_i$ and $\varepsilon_i$ are correlated ($V = E$), even though the overall shape of $P(s)$ depends on whether $E$’s eigenvalues are GOE or i.i.d. numbers. The solid curves are the usual Poisson distribution $P(s) = e^{-s}$ and the Wigner surmise $P(s) = \frac{\pi}{2} se^{-\frac{\pi}{4} s^2}$. We do not include plots for different choices of $\gamma_i$, which do not affect the general character of the results.
linear correlation. Sums to higher orders of \( h_k(\varepsilon_i) \) (or any higher order polynomial) will eventually bring the statistics back to Poisson.

We now investigate the stability of induced level repulsion in \( H(x) \) when correlations between \( d_i \) and \( \varepsilon_i \) are broken. In Fig. 2.5 we let \( d_i = \varepsilon_i (1 + \delta D_i) \) where \( D_i \) is an \( \mathcal{O}(1) \) random number from a normal distribution and \( \delta \) is a number controlling the size of the perturbation. The crossover to Poisson statistics as \( \delta \) increases is very similar to that in Fig. 2.2 which shows the crossover with \( x \). In fact, we can fit the Brody parameter \( \omega(\delta, N) \) to

\[
\omega(\delta, N) = \alpha - \beta \tanh \left( \frac{\log N \delta - X_0}{Z} \right). \tag{2.10}
\]

Note that Eq. (2.10) is just Eq. (2.8) with the substitution \( x \to \delta \). We find that the crossover occurs over the range \( N^{-1.5} \lesssim \delta \lesssim N^{-0.5} \), indicating that any perturbation to correlations will immediately destroy level repulsion as \( N \to \infty \). In particular, Fig. 2.5 gives \( (\alpha, \beta, X_0, Z) = (0.479, 0.474, -1.03, 0.169) \) for linear correlations. This scaling is not restricted to the case \( d_i = \varepsilon_i \), as seen in Fig. 2.6 where we again consider \( d_i = \sum_{k=1}^4 A_k h_k(\varepsilon_i) \) and find a similar crossover with \( (\alpha, \beta, X_0, Z) = (0.237, 0.233, -0.914, 0.206) \).

### 2.5 Basis matrices: how many conservation laws?

Here we demonstrate that in order to obtain Poisson statistics, the number \( m \) of linearly independent conservation laws contained in an \( N \times N \) integrable type-1 matrix can be much less than \( N \). Consider a combination of \( m \) basis matrices \( H^i(x) \) defined in Sect. 2.1

\[
H(x) = \sum_{i=1}^m d_i H^i(x), \quad m \leq N - 1. \tag{2.11}
\]

From the sum in Eq. (2.11), we can determine the number \( m \) needed to obtain Poisson statistics. Individual basis matrices \( H^i(x) \) will exhibit level repulsion, and it is only when an integrable matrix is formed from an uncorrelated (w.r.t. \( \varepsilon_i \), see Sect. 2.4) linear combination of sufficiently many of them will we observe Poisson statistics. Level repulsion in this
Figure 2.5: Variation in the Brody parameter $\omega(\delta, N)$ when $d_i = \varepsilon_i(1 + \delta D_i)$ in the level statistics of $N \times N$ type-1 integrable matrices $H(x)$ for various $N, x = 1$. The number $\delta$ is a parameter controlling the size of the perturbation from correlation, and $D_i$ is an $O(1)$ random number from a normal distribution. Note that the crossover in $\delta$ is very similar to that in $x$ shown in Fig. 2.2. The numerical curves are fit to the function $\omega(\delta, N)$ given in Eq. (2.10) (solid curve), with a crossover centered at $X_0 \sim -1$, indicating that crossovers to Poisson statistics are centered at that value. Each plotted value $\omega(\delta, N)$ is computed for the combined level spacing distribution of several matrices from the ensemble. A vertical line indicates the center of the crossover on the plot. For a similar plot for nonlinear functions $d_i(\varepsilon_i)$ see Fig. 2.6.
Figure 2.6: Variation in the Brody parameter $\omega(\delta, N)$ when $d_j = (1 + \delta D_j) \sum_k a_k \varepsilon_j^k$ in the level statistics of $N \times N$ type-1 integrable matrices $H(x = 1)$ for various $N$. Here $\delta$ quantifies the deviation from the point $\delta = 0$ where the parameters $d_i$ and $\varepsilon_i$ defining the matrices are correlated, $D_i$ and $A_k$ are $O(1)$ random numbers from a normal distribution, $h_k(z)$ is the $k$-th order Hermite polynomial. Each $\omega(\delta, N)$ is computed for the combined level spacing distribution of several matrices from the ensemble. The crossover in $\delta$ is very similar to that in $x$ in Fig. 2.2 and in $\delta$ for linear correlations in Fig. 2.5. Because the correlations are nonlinear, the level repulsion is diminished in comparison to previous cases. Despite this, the crossover still demonstrates the same scaling – fitting the data to $\omega(\delta, N)$ given in Eq. (2.10) (solid curve), with a crossover centered at $X_0 \sim -1$ (vertical line), shows that $\delta \chi N^{-0.5}$ is enough for statistics to revert to Poisson.
case can be qualitatively understood by reasoning that a basis matrix only “contains” one nontrivial conservation law, itself. More concretely, we see from Eq. (2.6) that the eigenvalues of $H^i(x)$ are $x_i^2(\lambda_j - \zeta_i)^{-1}$, i.e., they are simple, mostly smooth functions of $\lambda_j$, which exhibit level repulsion.

Fig. 2.7 quantifies how many basis matrices $m$ (i.e., conservation laws) are needed for Poisson statistics as a function of $N$, the matrix size. We find numerically that the plots of the Brody parameter $\omega$ (see Eq. (2.7)) vs. the number $m$ of basis matrices in linear combination can be fit to a simple function

$$\omega(m, N) = a \exp \left[ -\frac{b}{\log N} m \right], \quad (2.12)$$

where $a$ and $b$ are real constants. The fact that for different values of $N$ we find that $b \sim 1$ supports the notion that we need only about $\log N$ conservation laws in order to induce Poisson statistics. We make this claim with caution because we only have data for $500 \leq N \leq 4000$, a range over which $\log N$ does not vary significantly. More precisely, Fig. 2.7 shows that having $m = \mathcal{O}(1)$ conservation laws is insufficient for inducing Poisson statistics, and that a useful upper bound on the lowest $m$ necessary for Poisson statistics is $m_{\text{min}} < \mathcal{O}(N^\alpha)$ where $0 < \alpha < 0.20$. We obtain the factor of 0.20 by rewriting Eq. (2.12) assuming the decay constant has power law dependence on $N$ instead of logarithmic dependence

$$\omega(m, N) = a \exp \left[ -\frac{c}{N^{\alpha}} m \right], \quad (2.13)$$

Numerically we found that the parameter $b$ in Eq. (2.12) satisfies $1.07 \leq b \leq 1.21$ when $500 \leq N \leq 4000$. By matching exponents between Eq. (2.13) and Eq. (2.12) for $(b_1, N_1) = (1.21, 500)$ and $(b_2, N_2) = (1.07, 4000)$, we find a maximum exponent $\alpha = 0.198$.

The basis matrices $H^i(x)$ contained in any integrable $H(x)$ are linearly independent conservation laws. The observed dependence of $P(s)$ on the number $m$ of basis matrices in linear combination is reminiscent of the early work of Rosenzweig and Porter [26] (RP)
Figure 2.7: The Brody parameter $\omega(m, N)$ (see Eq. (2.7)) vs. number $m$ of type-1 basis matrices $H^i(x)$ in linear combination $H(x) = \sum_{i=1}^{m} d_i H^i(x)$ for various $N$, $x = 1$. The fits presume exponential decay and are expressed in terms of two parameters $(a, b)$ from Eq. (2.12). For $N = (500, 1000, 2000, 4000)$ we find the decay constant $b = (1.15, 1.07, 1.14, 1.21)$, indicating that we only need $m_{\text{min}} \approx \log N$ conservation laws for Poisson statistics to emerge. Figs. 3.2 and 3.3 show similar plots for higher types. Each plotted $\omega(m, N)$ is computed for the combined level spacing distribution of several matrices from the ensemble.
on the nearest neighbor spacing distribution of superpositions of independent spectra. Although the spectra of basis matrices $H^i(x)$ are not strictly independent and are added together instead of superposed (“superposed” here means “combined into a single list”), we see the same qualitative behavior as described by RP: a single basis matrix has level repulsion, but a sufficiently large number combined have Poisson statistics. In the case of $m$ independent, superposed spectra with vanishing $P(0)$ that contribute equally to the mean level density, the value $P_m(0)$ of the superposed spectrum is given by the RP result

$$P_m(0) = 1 - \frac{1}{m}. \quad (2.14)$$

We see in Fig. (2.8) that $P_m(0)$ for $m$ basis matrices in linearly combination differs from the RP result for small $m$, as expected, but asymptotically approaches Eq. (2.14) for large $m$ and large $N$. Thus it seems reasonable to conceptually understand the emergence of Poisson level statistics in integrable matrices $H(x)$ as arising from the existence of conservation laws, whose spectra are statistically independent for large $m$ and $N$.

Integrable matrix spectra are similar in structure to those of semiclassically integrable models studied by Berry and Tabor [4]. Such spectra are also sums (or simple functions) of rigid spectra, and they have Poisson nearest-neighbor level statistics in the semiclassical limit.

Berry’s work [27] on semiclassical models shows that longer range spectral statistics of integrable and chaotic models deviate from the predictions of the Poisson ensemble [28] and Gaussian random matrix theory, respectively. Similar behavior occurs in purely quantum systems [29]. An example of such a long range statistic is $\Sigma^2(L)$, the spectral variance of the average number of eigenvalues contained in an interval of length $L$. For independent random numbers with unit mean spacing in an infinitely large spectrum, $\Sigma^2(L) = L$. For a given Hamiltonian, $\Sigma^2(L)$ will eventually saturate [30] at some $L_{\text{max}}$, which depends on the system’s classical periodic orbits and the energy scale.
Figure 2.8: Plot of numerically generated $P_m(0.025)$ for linear combinations of $m$ type-1 basis matrices, Eq. (2.11), for $N = 100$ and $N = 2000$ at $x = 1$. The solid curve gives the Rosenzweig-Porter prediction of $P_m(0) = 1 - 1/m$ for superpositions of $m$ independent random matrix spectra. Physically, the RP curve represents $P_m(0)$ for the combined spectra of $m$ blocks of different (parameter-independent) quantum numbers of a Hamiltonian. We note that although different mechanisms are involved in the RP and integrable matrix approach to Poisson statistics, the behavior of $P(0)$ is similar. This gives heuristic justification to why the existence of parameter-dependent conservation laws in $H(x)$ implies Poisson statistics. The sub-Poisson behavior for $N = 100$ is a finite-size effect.
We find no evidence of saturation of $\Sigma^2(L)$ in type-1 matrices on the ensemble average. Because we work with finite-size spectra, we compare numerically generated $\Sigma^2(L)$ to the corresponding Poisson ensemble averaged result for lists of $R$ independent numbers with unit mean spacing and periodic boundary conditions

$$\Sigma^2(R, L) = L \left( 1 - \frac{L}{R} \right).$$ \hfill (2.15)

The overline indicates an average over the Poisson ensemble. Because numerical unfolding (see Appendix A) introduces spurious effects in long range spectral observables, we instead average over small regions containing $R = 2\sqrt{N}$ eigenvalues in the centers of $N \times N$ matrices where the level density is approximately constant. As seen in Fig. 2.9, the spectral variance of type-1 matrices satisfies Eq. (2.15), even at relatively small $N$.

While there is no saturation on the ensemble average, $\Sigma^2(R, L)$ in the Poisson ensemble has large fluctuations for $L \sim R/2$. Figs. 2.10 and 2.11 show how individual members of the Poisson ensemble and individual type-1 matrices can both exhibit saturation to values of $\Sigma^2(R, L)$ much smaller than Eq. (2.15) and have a spectral variance greatly exceeding Eq. (2.15). Type-$M$ matrices, whose construction is detailed in the next section, exhibit similar behavior in $\Sigma^2(R, L)$ for small $M$, but we have not quantified how precisely $\Sigma^2(R, L)$ changes with increasing $M$.

Recent work by Prakash and Pandey [31] shows that a two particle non-interacting embedded matrix ensemble [32] exhibits saturation of $\Sigma^2(L)$ on the ensemble average. Embedded matrix ensembles model the structure of many body systems by constructing eigenenergies out of random $k$-body interactions between $m$ particles, $k < m$. Ref. [31] contains an extended discussion of saturation and helpful references. We do not pursue spectral variance further in this work.
Figure 2.9: Ensemble averaged number variance $\Sigma^2(R,L)$ in $N \times N$ type-1 matrices $H(x) = xT + V$ at $x = 1$ for $N = 100$ and $N = 1000$. In order to achieve a constant mean level spacing normalized to unity, we selected the middle $R = 2\sqrt{N}$ eigenvalues from each matrix and used periodic boundary conditions on the list of eigenvalues. The results are in excellent agreement with the Poisson ensemble predictions (solid curves), given by Eq. (2.15). There is no saturation on the ensemble average. We averaged over $10^4$ matrices for $N = 100$ and 500 matrices for $N = 1000$. 
Figure 2.10: Deviations from the Poisson ensemble average Eq. (2.15) (solid curve) of number variance $\Sigma^2_{(200,L)}$ from of two members of the Poisson ensemble. Shown are the number variances of two different lists of 200 independent numbers from a flat distribution in order to illustrate the large fluctuations of long-range spectral observables in the Poisson ensemble. See Fig. 2.11 for similar behavior in type-1 spectra.
Figure 2.11: Deviations from the Poisson ensemble average Eq. (2.15) (solid curve) of number variance $\Sigma^2(64, L)$ from of two members of the $N = 1000$ type-1 ensemble. Shown are the number variances of two matrices used in the ensemble average of Fig. 2.9. The saturation observed in the more rigid of the two spectra is reminiscent of that seen in members of the Poisson ensemble, see Fig. 2.10.
3 Statistics of integrable matrices of higher types

3.1 Ansatz type-M families

We do not yet have a method for directly generalizing the type-1 primary parametrization from Sect. 2.1 to higher type matrices that by definition have fewer commuting partners. Instead, we present another parametrization that produces a subset of integrable families of any type $M \geq 1$. The construction is in terms of $3N + 1$ real parameters so that in choosing values for them one obtains a matrix $H(x) = xT + V$ with a desired number $n$ of nontrivial commuting partners ($n = N - M$) and no parameter-independent symmetries. As in the type-1 primary parametrization, the parameters can be traced back to eigenvalues of two commuting constant random matrices and a random vector.

Here we present the results; more details can be found in Ref. [17] while the rotationally invariant construction is given in Ref. [13]. Again in the diagonal basis of $V$, the most general member of an ansatz type-$M$ commuting family is

$$[H(x)]_{ij} = x\gamma_i\gamma_j \left(\frac{d_i - d_j}{\epsilon_i - \epsilon_j}\right) \frac{\Gamma_i + \Gamma_j}{2}, \quad i \neq j,$$

(3.1)

$$[H(x)]_{ii} = d_i - x \sum_{j \neq i} \gamma_j^2 \left(\frac{d_i - d_j}{\epsilon_i - \epsilon_j}\right) \frac{1}{2} \frac{(\Gamma_i + \Gamma_j)(\Gamma_j + 1)}{\Gamma_i + 1},$$

where

$$\langle i|i \rangle \equiv \sum_{j=1}^{N} \frac{\gamma_j^2}{(\lambda_i - \epsilon_j)^2},$$

$$d_i = \frac{1}{x_0} \sum_{j=1}^{N-M} \frac{g_j}{\langle j|j \rangle} \frac{1}{\lambda_j - \epsilon_i},$$

(3.2)

$$\Gamma_i = \pm \sqrt{1 + \frac{1}{x_0} \sum_{j=N-M+1}^{N} \frac{P_j}{\langle j|j \rangle} \frac{1}{\lambda_j - \epsilon_i}}.$$
This parametrization gives all type-1, 2, and 3 integrable matrices and only a subset of such for higher types. We call matrices obtained by this construction ansatz type-\(M\) as opposed to all type-\(M\), these two notions being equivalent for \(M = 1, 2, 3\).

Basis-independent considerations from Ref. \[13\] identify \(\lambda_i\) as eigenvalues of a matrix \(\Lambda\) selected from the GOE and \(\gamma_i\) as selected from a \(\delta(1 - |\gamma|^2)\) distribution, as was the case for the primary parametrization of type-1 matrices in Sect. 2.1. One may alternatively select the \(\varepsilon_i\) as eigenvalues of a GOE matrix \(E\) and from them derive the \(\lambda_i\). We find that this choice has no effect on the statistics. Unique to the ansatz parametrization are the \((N - M)\) parameters \(g_i\) and \(M\) parameters \(P_i\). Ref. \[13\] identifies these parameters as eigenvalues selected from an \(N \times N\) GOE matrix \(G\) satisfying \([G, \Lambda] = 0\). The sign of \(\Gamma_i\) can be chosen arbitrarily for each \(i\) and each set of sign choices corresponds to a different commuting family. The \(\lambda_i\) by construction are solutions of the following equation with arbitrary (but fixed) real \(x_0 \neq 0\):

\[
\begin{align*}
    f(\lambda_i) &= \sum_{j=1}^{N} \frac{\gamma_j^2}{\lambda_i - \varepsilon_j} - \frac{1}{x_0} = 0, \\
    F(\varepsilon_i) &= \sum_{j=1}^{N} \frac{1}{\langle j | j \rangle \lambda_j - \varepsilon_i} - x_0 = 0. 
\end{align*}
\]  

The second line of Eq. (3.3) follows from the first by writing both the partial fraction decomposition and factorized form of \(F(z) = 1/f(z)\) and matching residues. Eqs. (3.2) and (3.3) mean that ansatz type-\(M\) matrices are written in terms of an auxiliary primary type-1 problem with parameter \(x_0\) and (unnormalized) eigenstates \(|i\rangle\), see Eq. (2.5) and Ref. \[13\].

Note the important distinction between \(x\) and \(x_0\) – namely that \(x\) is free but \(x_0\) is fixed for a given family of commuting matrices.

Due to the square root in the expression for \(\Gamma_i\), Eq. (3.2), a given set of \(P_i\) will typically result in a complex set of \(\Gamma_i\). The matrix \(H(x)\) will subsequently be complex symmetric, rather than real, although it will still satisfy all requirements of integrability. Because in this work we study the eigenvalues of real symmetric integrable matrices, we elect to
reparametrize $\Gamma_i$ in a way that guarantees they be real without awkwardly scaling each set of $P_i$

$$
\Gamma_i = \pm \sqrt{\frac{\prod_{j=1}^{N}(\phi_j - \varepsilon_i)}{\prod_{k=1}^{N}(\lambda_k - \varepsilon_i)}},
$$

(3.4)

where the $M$ $\phi_j$ are real parameters such that (upon ordering $\varepsilon_j$ and $\lambda_j$ for argument’s sake) $\varepsilon_j < \phi_j < \lambda_j$ if $x_0 > 0$ and $\lambda_j < \phi_j < \varepsilon_j$ if $x_0 < 0$. The resulting $\Gamma_i$ are real-valued.

As there is no existing basis-independent interpretation for $\phi_j$, we simply choose them from a uniform distribution on their allowed intervals. We find that the choice of $\phi_i$ or $P_i$ to generate the $\Gamma_j$ has a numerically undetectable effect on the eigenvalue statistics.

Varying parameters $g_j$ produces different matrices within the same commuting family, while varying the remaining parameters $\gamma_i, \lambda_i, \phi_i, x_0$ generates sets of matrices from different families. A natural way to choose a basis for the ansatz type-$M$ commuting family is to define the $n = N - M$ nontrivial $H^k(x)$ such that $g_j = \delta_{kj}$ in Eq. (3.2) for $1 \leq j \leq N - M$. In other words,

$$
H^k(x) = xT^k + V^k \text{ is given by Eq. (3.1) with }
$$

$$
d_i \rightarrow d_i^k = \frac{1}{x_0 \langle k|k \rangle} \frac{1}{\lambda_k - \varepsilon_i}.
$$

(3.5)

for $k = 1, \ldots, N - M$. In particular,

$$
V^k = \text{Diag}(d_1^k, d_2^k, \ldots, d_N^k)
$$

(3.6)

A general member of the commuting family is

$$
H(x) = \sum_{k=1}^{N-M} g_k H^k(x).
$$

(3.7)

up to a multiple of the identity trivial to the study of level spacing statistics.

Ansatz type-$M$ families have an exact solution in terms of a single equation similar to Eq. (2.5) given in Ref. [17], which has slight differences in notation as compared to here.
To study level statistics of ansatz matrices, we numerically diagonalize them rather than use the computationally cumbersome exact solution.

A fundamental difference between ansatz type-$M$ matrices and the primary type-1 parametrization is that the eigenvalues of the matrix $V$ in the former are heavily constrained by Eq. (3.2), while in the latter they are free parameters. In particular, as explained in Ref. [13] the primary type-1 $V$ is selected from the GOE, while the ansatz $V$ is a certain primary type-1 matrix evaluated at $x = -x_0$, i.e.,

$$V(x_0) = -x_0 T_{H_1} + H_1,$$

(3.8)

where $H_1$ has $N - M$ arbitrary eigenvalues $g_i$ and $M$ eigenvalues equal to zero. By the results of Sect. 2, ansatz $V = V(x_0)$ will typically have Poisson statistics. The resolution to this apparent disconnect between the two parametrizations is that for $|x_0| \ll 1$, $V(x_0)$ will have the eigenvalue statistics of $H_1$. We argue in Ref. [13] that the $N - M$ $g_i$ are a subset of eigenvalues of an $N \times N$ matrix from the GOE, so that for $M$ not too large and $x_0 \ll 1$ we obtain Wigner-Dyson statistics in ansatz $V$.

We then forgo studying crossovers in the coupling $x$ of level statistics of ansatz type-$M$ matrices $H(x) = xT + V$ because ansatz $V$ have Poisson statistics for typical parameter choices. Instead, we focus on the behavior of the statistics with respect to parameter correlations, the number $M$ and the number of basis matrices. In all numerical work on ansatz matrices we set $x_0 = 1$, as this is a typical coupling value for the auxiliary type-1 problem.

### 3.2 Correlations in ansatz parameters

Building on the results of Sect. 2.4 here we explore effects of parameter correlations on the statistics in general type-$M$ ansatz matrices. Introducing correlations between $d_i$ and $\varepsilon_i$ in this case is more complicated than in Sect. 2.4 because the $d_i$ here are not all independent. Fortunately, Eq. (3.2) admits a simple way to produce such correlations. As an example,
consider the case when $g_j = \lambda_j$

$$d_i = \frac{1}{x_0} \sum_{j=1}^{N-M} \frac{\lambda_j - \varepsilon_i + \varepsilon_i}{\langle j|j \rangle} \frac{1}{\lambda_j - \varepsilon_i}$$

$$= \frac{1}{x_0} \varepsilon_i \left( \sum_{j=1}^{N-M} \frac{1}{\langle j|j \rangle} \frac{1}{\lambda_j - \varepsilon_i} \right) + \text{(const)}$$

$$= \varepsilon_i \left( 1 - \frac{1}{x_0} \sum_{j=1}^{M} \frac{1}{\langle j|j \rangle} \frac{1}{\lambda_j - \varepsilon_i} \right) + \text{(const)},$$

(3.9)

where the second part of Eq. (3.3) was used. The sums in the third line of Eq. (3.9) introduce a randomizing factor that has a weak effect for small $M$ but that destroys the correlation between $d_i$ and $\varepsilon_i$ at intermediate values of $M$. Fig. 3.1 shows the now familiar level statistics crossover in $\delta$ for ansatz matrices of different size and type with $g_k = \lambda_k (1 + \delta G_k)$, where $G_k$ is an $O(1)$ random number chosen from a normal distribution and $\delta$ a parameter controlling the size of the perturbation. Just as in Sect. 2.4, the crossover to Poisson statistics is centered about $\delta \sim N^{-1}$. More generally, we can induce level repulsion in ansatz type-$M$ matrices if $M \ll N$ when $g_k = f(\lambda_k)$, a smooth function of $\lambda_k$.

### 3.3 Basis matrices: ansatz higher types

We now generalize the type-1 results of Sect. 2.5 to apply to all ansatz type-$M$ matrices. Recall that a general ansatz type-$M$ matrix $H(x) = xT + V$ can be written as a linear combination of basis matrices $H^k(x)$ for which $g_i = \delta_{ik}$ (see Eq. (3.7)).

We see again in Figs. 3.2 and 3.3 that Poisson statistics emerge for relatively small linear combinations of basis matrices. Denoting $m$ as the number of conservation laws contained in a linear combination, i.e.,

$$H(x) = \sum_{i=1}^{m} g_k H^k(x), \quad m \leq N - M,$$

(3.10)
Figure 3.1: Variation in the Brody parameter $\omega(\delta, N)$ when $g_i = \lambda_i(1 + \delta G_i)$ in the level statistics of $N \times N$ ansatz type-$M$ integrable matrices $H(x = 1)$, Eq. (3.1), for various $N$ and $M$. Ordered pairs in the legend indicate size and type $(N, M)$ of the matrices, $\delta$ controls the strength of the perturbation from the point $\delta = 0$ where the parameters $g_i$ and $\lambda_i$ defining these integrable matrices are correlated, and $G_i$ is an $O(1)$ random number from a normal distribution. The crossover in $\delta$ for small $M$ is similar to the primary type-1 crossovers in $\delta$ and $x$ seen in Figs. 2.2, 2.5 and 2.6. For larger $M$, correlations cannot be introduced by this method, see Eq. (3.9). Despite type-$M$ matrices having fewer than the maximum number of conservation laws, the crossover still demonstrates the scaling given in Eq. (2.10) (solid curves) with a crossover centered around $X_0 \sim -1$ (vertical line). As before, deviations from correlation of size $\delta x N^{-0.5}$ are enough for the statistics to become Poisson. Each plotted value $\omega(\delta, N)$ is computed for the combined level spacing distribution of several matrices from the ensemble. For the case of correlations in ansatz matrices, we choose all $\Gamma_k > 0$ in order to avoid pathological statistics in $H(x)$.
we investigate the Brody parameter $\omega(m, N)$ from Eq. (2.12). In Fig. 3.2, $N = 500$, $\omega(m, N)$ decays to zero as a function of $m$ in nearly the same way for $M = 470$ as for $M = 20$. It is only for very large $M$, such as $M = 497$, that level clustering is forbidden, and this only because we can use a maximum of 3 nontrivial basis matrices. Similar behavior emerges for $N = 2000$ in Fig. 3.3. For all $N$ and $M$ tested we find $b \approx 1$ (with precise values given in the captions). Therefore, we can estimate a similar bound as in Sect. 2.5 for the minimum number of conservation laws needed for Poisson level statistics, namely $m_{\text{min}} \ll O(N^{\alpha})$ where $0 < \alpha < 0.25$, obtained from the $M = N/2$ cases. Since $m$ cannot exceed the total number of conservation laws $n = N - M$ for type-$M$ matrices, this provides a lower bound $n_{\text{min}} = m_{\text{min}} \ll O(N^{\alpha})$ consistent with $m_{\text{min}} \approx \log N$.

4 Analytical results: perturbation theory

Some of the numerical observations found in Sects. 2 and 3 can be understood using perturbation theory in the parameter $x$. We restrict our analysis to the primary type-1 parametrization because our arguments for this case are much more transparent than for the ansatz construction. The analysis for ansatz matrices is similar.

The eigenvalues $\eta_m(x)$ of $H(x)$ to first order in $x$ are given by the second equation in Eq. (2.2), where we set constant $|\gamma_j|^2 = N^{-1}$ for clarity and to achieve proper scaling for large $N$

$$
\eta_m(x) \approx d_m - \frac{x}{N} \sum_{j \neq m} \left( \frac{d_m - d_j}{\varepsilon_m - \varepsilon_j} \right).
$$

The first term comes from $V$, which has a Wigner-Dyson $P(s)$, and the second term from $T$, which is determined by the integrability condition and whose level statistics we do not control. Let us estimate the $x$ at which the two terms in Eq. (4.1) become comparable. Note that $d_k$ and $\varepsilon_k$ both lie on $O(1)$ intervals so that $T$ and $V$ scale in the same way for large $N$. Suppose $\varepsilon_k$ are ordered as $\varepsilon_1 < \varepsilon_2 < \cdots < \varepsilon_N$. When $d_k$ and $\varepsilon_k$ are uncorrelated, $d_m - d_j$ is $O(1)$ when $j$ is close to $m$, i.e., when $(\varepsilon_m - \varepsilon_j) = O(N^{-1})$. The second term in
Figure 3.2: Graph of the Brody parameter $\omega(m, N)$ given by Eq. (2.7) vs. number $m$ of ansatz type-$M$ basis matrices $H^k(x)$, see Eq. (3.5), contained in linear combination $H(x) = \sum_{k=1}^{m} g_k H^k(x)$ for $N = 500$, $x = 1$. The fits presume exponential decay and are expressed in terms of two parameters $(a, b)$ from Eq. (2.12). For $M = (250, 480)$ we find the decay constant $b = (1.13, 1.04)$, indicating that we only need $m_{\text{min}} \approx \log N$ conservation laws for Poisson statistics to emerge, independent of type. We do not observe Poisson statistics for $M = 497$ because the maximum number of nontrivial basis matrices is 3 in this case, and we see that we need at least $\sim 15$ conservation laws for Poisson statistics to start emerging for $N = 500$. See Fig. 3.3 for a similar plot for $N = 2000$ and Fig. 2.7 for the same concept in type-1 matrices. Each plotted value $\omega(m, N)$ is computed for the combined level spacing distribution of several matrices from the ensemble.
Figure 3.3: Brody parameter $\omega(m, N)$ (see Eq. (2.7)) vs. number $m$ of ansatz type-$M$ basis matrices $H^k(x)$, see Eq. (3.5), contained in linear combination $H(x) = \sum_{k=1}^{m} g_k H^k(x)$ for $N = 2000$, $x = 1$. The fits presume exponential decay and are expressed in terms of two parameters $(a, b)$ from Eq. (2.12). For $M = (1000, 1980)$ we find the decay constant $b = (0.99, 1.03)$, indicating that we only need $m_{\text{min}} \approx \log N$ conservation laws for Poisson statistics to emerge, independent of type. We do not observe Poisson statistics for $M = 1997$ because the maximum number of nontrivial basis matrices is 3 in this case, and we see that we need at least $\sim 20$ conservation laws for Poisson statistics to start emerging for $N = 2000$. See Fig. 3.2 for a similar plot for $N = 500$ and Fig. 2.7 for the same concept in type-1 matrices. Each plotted value $\omega(m, N)$ is computed for the combined level spacing distribution of several matrices from the ensemble.
Eq. (4.1) is then $x c_m \ln N$, where $c_m = \mathcal{O}(1)$ is a random number only weakly correlated with $d_m$. We performed simple numerical tests that confirm this scaling argument.

If we now order $d_m, c_m$ in general will not be ordered, i.e., if $d_{m+1} > d_m$ is the closest level to $d_m$ and therefore $(d_{m+1} - d_m) = \mathcal{O}(N^{-1})$, the corresponding difference $(c_{m+1} - c_m) = \mathcal{O}(1)$. The contributions to level-spacings from the two terms in Eq. (4.1) become comparable for $x = x_c \approx 1/(N \ln N)$. It makes sense that the second term introduces a trend towards a Poisson distribution because it is a (nonlinear) superposition of $\varepsilon_k$ and $d_k$ – eigenvalues of two uncorrelated random matrices. Thus, we expect a crossover from Wigner-Dyson to Poisson statistics near $x = x_c$. In our numerics we observe a crossover over the range $N^{-1.5} \lesssim x \lesssim N^{-0.5}$ centered about $x_c \sim N^{-1}$ likely because we do not reach large enough $N$ to detect the log component of the crossover.

This argument breaks down when $d_k = f(\varepsilon_k)$, since in this case $(d_m - d_j) = \mathcal{O}(N^{-1})$ when $(\varepsilon_m - \varepsilon_j) = \mathcal{O}(N^{-1})$. The two terms in Eq. (4.1) become comparable only at $x = \mathcal{O}(1)$; moreover, the second term no longer trends towards Poisson statistics. Relaxing the correlation between $d_k$ and $\varepsilon_k$ with $d_k = f(\varepsilon_k)(1 + \delta D_k)$, $D_k = \mathcal{O}(1)$, and going through the same argument, one expects a crossover to Poisson statistics at $\delta = \mathcal{O}(1/N \ln N)$ when $x = \mathcal{O}(1)$.

The level repulsion observed in basis matrices is a consequence of the level repulsion implicit in the parameters $\lambda_i$, independent of the choice of $\varepsilon_i$, see the text below Eq. (2.9) and Fig. 2.4. Indeed, basis matrices $H^i(x)$ in the primary type-1 parametrization, Eq. (2.2), have eigenvalues $\eta^i_j(x) = x \gamma^2_i (\lambda_j - \varepsilon_i)^{-1}$, which is a smooth function of $\lambda_j$ except near $\varepsilon_i$. The $\eta^i_j(x)$ therefore inherit the level repulsion of the $\lambda_j$. Analogous reasoning applies to ansatz basis matrices.

5 Ergodicity in integrable matrix ensembles

The discussion and figures in this section make frequent reference to the “primary” construction of type-1 integrable matrices and the “ansatz” construction of type-$M$ integrable
matrices. These parametrizations are introduced in Sect. 2.1 and Sect. 3.1, respectively. Envelope averages are taken with respect to the probability distributions for integrable matrices introduced in Ref. [13].

One of the goals of this work is to determine the extent to which ensembles of integrable matrices are “ergodic.” Intuitively, an ensemble is called ergodic if a single randomly selected member has properties that are typical of the entire ensemble. Bohigas and Gianonni [34] expound the subject in generality for random matrices, and here we focus numerically on the meaning of ergodicity with regards to the nearest-neighbor level spacing distribution of integrable matrices. Rigorous results on ergodicity for Gaussian ensembles and the Poisson ensemble were derived by Pandey [35].

We distinguish between three separate ways of generating nearest-neighbor eigenvalue spacing distributions for $N \times N$ integrable matrix ensembles. We call $P_{i,N,R}(s)$ the level spacing distribution, normalized to unity, of the $i$-th member of the ensemble obtained from a spectral region $R$ containing many eigenvalues (infinitely many as $N \to \infty$). The normalized distribution of spacings in $R$ from all matrices in the ensemble is called $P_{N,R}(s)$. A third way to characterize spacing statistics is through the normalized distribution of the $j$-th eigenvalue spacing of all matrices in the ensemble, which we call $p_{N,j}(s)$. Both the regions $R$ and the numbers $j$ are stipulated to be far from the edges of the spectrum. In general, $P_{i,N,R}(s)$, $P_{N,R}(s)$ and $p_{N,j}(s)$ are distinct distributions. Conceptually, $P_{N,R}(s)$ and $p_{N,j}(s)$ are ensemble properties while $P_{i,N,R}(s)$ characterizes the spectrum of an individual matrix. In the following definitions, we assume that the spacing distributions converge to a well-defined limit as $N \to \infty$, unlike known pathological examples such as the semiclassical spacing distribution of a harmonic chain [4]. This assumption is supported numerically.

We now describe a precise notion [35] of ergodicity that characterizes the limiting behavior of $P_{i,N,R}(s)$, $P_{N,R}(s)$ and $p_{N,j}(s)$ as $N \to \infty$. First, we must determine whether
Figure 5.1: Demonstrating the stationary property Eq. (5.1) in type-1 $N \times N$ matrices $H(x), x = 1$ in the primary parametrization. The four numerical curves show the statistics $p_{N,j}(s)$ for $(N, j) = (10, 3), (10, 5), (80, 10)$ and $(80, 40)$, each containing $10^5$ eigenvalue spacings. The statistics are nearly independent of $j$ for $N = 10$, and for $N = 80$ there is no perceptible difference between $j = 10$ and $j = 40$. The solid line is a Poisson distribution $p(s) = e^{-s}$. Stationarity is shown to hold also for type-$M$ ansatz matrices in Fig. 5.2.

$p_{N,j}(s)$ is asymptotically stationary, i.e., independent of $j$

$$\lim_{N \to \infty} p_{N,j}(s) = p(s).$$

(5.1)

In the case of type-1 matrices in the primary parametrization, we see in Fig. 5.1 that the graphs of two different $p_{10,j}(s)$ closely resemble those of two different $p_{80,j}(s)$, the latter of which are clearly Poisson. The same is true for ansatz matrices of any type, but the convergence to a Poisson distribution does not become apparent until $N = 300$ as in Fig. 5.2.

We conclude that Eq. (5.1) is true for integrable matrices.

We now turn to the notion of spectral averaging, i.e., the function $P_{t,N,R}(s)$. If Eq. (5.1)
Figure 5.2: Demonstrating the stationarity property Eq. (5.1) in ansatz type-150 $N \times N$ matrices $H(x)$, $x = 1$ and $N = 300$. The two numerical curves show the statistics $p_{N,j}(s)$ for $(N,j) = (300,150)$ and $(300,20)$, each containing $\sim 10^4$ eigenvalue spacings. The statistics are nearly independent of $j$, although higher $N$ would be needed in order for the differences to disappear. The solid line is a Poisson distribution $p(s) = e^{-s}$. 
holds, the ensemble averaged \( P_{i,N,R}(s) \), called \( \mathcal{P}_{N,R}(s) \), satisfies

\[
\lim_{N \to \infty} \mathcal{P}_{N,R}(s) = p(s),
\]

independent of the region \( R \). In practice, we numerically unfold the spectrum (see Appendix A) in order to take into account any effects a non-stationary mean level spacing can have on \( P_{i,N,R}(s) \), which characterizes fluctuations about the mean level spacing. In this work, we say integrable matrices are spectrally stationary if

\[
\lim_{N \to \infty} P_{i,N,R}(s) = P_i(s),
\]

and ergodic with respect to nearest neighbor level statistics if

\[
P_i(s) = p(s).
\]

Two points are to be made about Eq. (5.3) and Eq. (5.4). First, Eq. (5.3) is similar in spirit to, but not implied by, Eq. (5.1). Figs. 5.3-5.6 show for various integrable matrices, basis matrices included, that the level statistics from a single large matrix, \( P_{i,N,R}(s) \), do not depend on the spectral region \( R \) used.

Second, the limiting distribution is independent of the index \( i \), which means that a single matrix’s spacing distribution is typical of the ensemble. In rigorous work on Gaussian ensembles [35], this is proved by showing the ensemble averaged variance of \( P_{i,N,R}(s) \) vanishes as \( N \to \infty \). In this work, we compare numerically generated graphs of spectral spacing distributions to ensemble averaged ones for large \( N \). By comparing Figs. 5.7 5.8 to Figs. 5.3 5.4 we see that for large \( N \), \( P_{i,N,R}(s) \to p(s) \).

The properties of stationarity and ergodicity are useful if they set in quickly for small \( N \), because smaller matrices are more accessible both analytically and computationally. A classic example in Gaussian random matrix theory is the Wigner surmise, derived from \( 2 \times 2 \)
Figure 5.3: Demonstrating spectral stationarity Eq. (5.3) in type-1 matrices. Shown are the level statistics $P_{i,N,R}(s)$ of a single ($i$-th member of the ensemble) type-1 integrable matrix $H_{pq,x}$, $x = 1$ and $N = 20000$, for different regions $R$ of its spectrum containing 4000 eigenvalues each. The inset shows the density of states of this matrix and indicates which numerical curve corresponds to which region $R$. The distributions $P_{i,N,R}(s)$ shown are independent of $R$, indicating that type-1 matrix spectra are stationary with respect to nearest neighbor level statistics. Noting that these distributions are Poisson, $P_{i,N,R}(s) \approx e^{-s}$ (solid curve) and comparing to Fig. 5.7 which gives $P_{N',R}(s) \approx e^{-s}$ for $N' = 2000$, we see that ergodicity, Eq. (5.4), is satisfied for type-1 integrable matrices.
Figure 5.4: Level statistics $P_{i,N,R}(s)$ of a single integrable matrix $H(x)$, $x = 1$, $N = 20000$ and $M = 10000$, for different regions $R$ of its spectrum (the subscript $i$ indicates $H(x)$ is the $i$-th matrix in the ensemble) containing 4000 eigenvalues each. Inset: the density of states of $H(x)$ showing the correspondence between the distributions and regions $R$. The distributions $P_{i,N,R}(s)$ are independent of $R$, indicating that type-M matrix spectra are stationary with respect to nearest neighbor level statistics, i.e., Eq. (5.3) holds. Noting that these distributions are Poisson, $P_{i,N,R}(s) \approx e^{-s}$ (solid curve) and comparing to Fig. 5.8 which gives $P_{N',R}(s) \approx e^{-s}$ for $N' = 2000$ $M' = 1000$, we verify the ergodic property, Eq. (5.4).
Figure 5.5: Demonstrating spectral stationarity, Eq. (5.3), in level statistics of primary type-1 basis matrices (defined in Sect. 2.1). Shown are the level statistics $P_{i,N,R}(s)$ of a single type-1 integrable basis matrix, $x = 1$ and $N = 20000$, for different regions $R$ of its spectrum (the subscript $i$ indicates $H(x)$ is the $i$-th matrix in the ensemble). Each spectral region $R$ contains 4000 eigenvalues. The inset shows the density of states of this matrix and indicates which numerical curve corresponds to which region $R$. The distributions $P_{i,N,R}(s)$ shown are independent of $R$, indicating that type-1 basis matrix spectra are stationary with respect to level statistics. Even though there is a band gap, the level statistics on either side of the gap are the same. The solid curve is the Wigner surmise $P(s) = \frac{\pi}{2}se^{-\frac{\pi}{2}s^2}$. 
Figure 5.6: Demonstrating spectral stationarity, Eq. (5.3) in level statistics of ansatz basis matrices (defined in Sect. 3.1). Shown are the level statistics $P_{l,N,R}(s)$ of a single type-10000 integrable ansatz basis matrix, $x = 1$ and $N = 20000$, for different regions $R$ of its spectrum (the subscript $i$ indicates $H(x)$ is the $i$-th matrix in the ensemble). The inset shows the density of states of this matrix and indicates which numerical curve corresponds to which region $R$. The distributions $P_{l,N,R}(s)$ shown are independent of $R$, indicating that type-$M$ basis matrix spectra are stationary with respect to level statistics. Even though there is a band gap, the level statistics on either side of the gap are the same. The solid curve is the Wigner surmise $P(s) = \frac{1}{2}se^{-\frac{1}{2}s^2}$. Regions I - III use 4000 eigenvalues apiece, while region IV uses only 3000 and gets to within 1% of the spectrum's edge.
Figure 5.7: Demonstrating ergodicity Eq. (5.4) in type-1 matrices (continuing from Fig. 5.3). A plot of $\ln P_{N,R}(s)$, $N = 2000$ for 100 type-1 matrices in the primary parametrization. We do not specify the spectral region $R$ because Fig. 5.3 shows that the statistics are independent of $R$. The solid line is $f(s) = -s$, indicating that $P_{N,R}(s)$ is indeed Poisson for $N = 2000$ type-1 matrices.
Figure 5.8: Demonstrating ergodicity Eq. (5.4) in type-$M$ ansatz matrices (continuing from Fig. 5.4). A plot of $\ln P_{N,R}(s)$, $N = 2000$ for 100 type $M = 1000$ matrices in the ansatz parametrization. We do not specify the spectral region $R$ because Fig. 5.4 shows that the statistics are independent of $R$. The solid line is $f(s) = -s$, indicating that $P_{N,R}(s)$ is indeed Poisson for $N = 2000$ type-1000 matrices. Inset: Log-log plot of the same data.
Figure 5.9: Plot of the statistics \( p_{3,2}(s) \), the second spacing of 10^6 type-1 integrable matrices \( H(x) \) of size \( N = 3 \) with \( x = 1 \). The distribution is not Poisson (solid line) and actually has a power law tail (see Fig. 5.10 for more on the tail). In order to observe the limit \( p(s) \) of type-1 integrable matrices, defined in Eq. (5.1), we need to go to larger \( N \) as in Fig. 5.1.

We have seen that the nearest neighbor level statistics of integrable matrices \( H(x) \) are generally stationary and ergodic, but the property does not set in for small \( N \) as quickly as it does for Gaussian random matrices. As an example, Figs. 5.9, 5.10 show \( p_{3,2}(s) \), the distribution of the second eigenvalue spacing for \( N = 3, M = 1 \). This distribution differs markedly from a Poisson distribution, especially in the small \( s \) and large \( s \) regions. For small \( s \) there is slight level repulsion and for large \( s \) Fig. 5.10 shows that the decay of \( p_{3,2}(s) \) is a power law. Numerical data generated in Sects. 2 and 3 used both \( P_{1,N,R}(s) \) and \( \mathcal{P}_{N,R}(s) \) to represent level statistics of integrable matrices. The results of this section show that for large \( N \), it is valid to treat these two distinct distributions as equal.
Figure 5.10: Log-log plot of the tail of the distribution $p_{3,2}(s)$ shown in Fig. 5.9, the statistics of the second spacing of $10^6$ primary type-1 integrable matrices $H(x)$ of size $N = 3$ with $x = 1$. The linear fit $f(z) = -3.15z + 0.02$ shows that this portion of the tail of the distribution $p_{3,2}(s)$ follows a power law $s^{-\alpha}$ with exponent $\alpha \approx 3.15$. Because the distribution $p_{N,j}(s)$ transitions to Poisson for large $N$, as evidenced by Fig. 5.1 for type-1 primary matrices and Fig. 5.2 for type-$M$ ansatz matrices, we conclude that exponential behavior in the far tail of $p_{N,j}(s)$ likely emerges only in the limit $N \to \infty$. 
6 Conclusion

Just as ensemble averages in ordinary RMT are used to predict the average behavior of generic quantum systems, there now exists an analogous ensemble theory- integrable matrix theory - which we have used to firmly establish the source of Poisson statistics and exceptions in quantum integrable models.

The goal of this work was to demonstrate two properties of ensembles of type-$M$ integrable $N \times N$ matrices linear in a coupling parameter $H(x) = xT + V$ as $N \to \infty$:

1) The nearest neighbor spacing distribution $P(s)$ is Poisson, $P(s) = e^{-s}$, for generic choices of parameters for almost all $M$. There are cases of level repulsion, but they correspond to sets of measure zero in parameter space.

2) Integrable matrix ensembles are both stationary and ergodic with respect to nearest neighbor level statistics as defined in Sect. 5. It remains to show whether this ergodicity extends to longer range spectral statistics, such as the number variance $\Sigma^2(L)$.

We find that integrable $N \times N$ matrices $H(x)$ have Poisson statistics as long as the number of conservation laws exceeds $n_{\min} \approx \log N$ (or at most $n_{\min} < N^{0.25}$). Basis-independent considerations require (for type-1) GOE statistics at a fixed $x_0$, but we find that Poisson statistics return at deviations $\delta x \sim N^{-0.5}$. Correlations between otherwise independent parameters also induce level repulsion, but Poisson statistics again return at $O(N^{-0.5})$ deviations from such correlations. In both cases the crossover occurs roughly over the range $N^{-1.5} \lesssim \delta \lesssim N^{-0.5}$.

Some parameter choices produce matrices that correspond to sectors of certain known quantum integrable models, although general parameter choices do not map to known models. Most important is that, in addition to the linearity in $x$ condition, the ensembles of matrices studied in this work are only constrained by symmetry requirements just like the Gaussian random matrix ensembles. The only difference here is that in the integrable case there are many more symmetries, and they are parameter dependent. We therefore expect
our results to apply generally to quantum integrable models with coupling parameters.

Although we justified the numerical results to a certain degree using perturbation theory, an analytic justification for Poisson statistics for integrable matrices is still lacking. Given the relatively simple construction of integrable matrices through basis-independent relations (i.e., matrix equations) involving familiar RMT quantities such as GOE matrices and random vectors [13], we surmise that an analytic demonstration of our numerical results might be feasible – especially in the type-1 case, see, e.g., the discussion below Eq. (2.9) and Refs. [25] [24].

It is interesting to note that many-body localized [36] (MBL) systems are also expected to display Poisson level statistics [37] [38], and there exist random matrix ensembles which model localization and its statistical signatures [39] [40]. Such ensembles are basis dependent, which is natural because localization is a basis-dependent property. The commutation requirements of integrable systems, however, are basis independent, and therefore so is the accompanying integrable matrix theory. A priori, many-body localization and integrability are two independent concepts [41]. Despite this fact, integrable matrices do exhibit a parameter-dependent localization property [43] in which almost all eigenstates of the matrix $H(x) = xT + V$ are localized in the basis of $V$ for all values of $x$. The stability of this property when a random matrix perturbation is added to $H(x)$, including the possibility of a multifractal phase accompanying the localized and delocalized regimes [40], is the subject of future study.
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Appendix A

Unfolding spectra

The eigenvalue spacing distributions $P(s)$, $P(s)$ and $p(s)$ (see Sect. 5 for definitions) considered in the level statistics data in this work characterize the fluctuations of spacings about their local means. Unfortunately, a non-constant density of states renders the actual spacings inadequate for measuring these fluctuations. Unfolding the spectrum of a matrix refers to the replacement of the actual eigenvalues $\eta_j$ with a new set of numbers with unit mean spacing, but that preserve the character of local fluctuations.

We employ a simple method that essentially approximates the inverse density of states (i.e., mean level spacing) of a given matrix through linear interpolations. First, we write the eigenvalues $\eta_j$ in increasing order, and express the $j$-th eigenvalue $\eta_j$ in terms of the actual spacings $S_k$

$$\eta_j = \eta_1 + \sum_{k=0}^{j-1} S_k. \quad (A.1)$$

No unfolding has taken place as of yet, i.e., this is an exact expression. Now we postulate that we can write the $k^{th}$ spacing $S_k$ as the product of a smoothly varying local mean spacing $s_k$ and an $O(1)$ fluctuating number $\rho_k = 1 + \delta_k$

$$\eta_j = \eta_1 + \sum_{k=0}^{j-1} s_k (1 + \delta_k)$$

$$= \eta_1 + \sum_{k=0}^{j-1} s_k \rho_k. \quad (A.2)$$

Note that the $\rho_k$ have the form of fluctuating numbers with unit mean; they will therefore serve as our unfolded spacings. By their definition we can write them as

$$\rho_k = \frac{\eta_{k+1} - \eta_k}{s_k}. \quad (A.3)$$
Therefore, if we calculate the smoothly varying mean level spacings \( s_k \) from the given data, we can easily find the unfolded spacings. The ambiguity in our particular unfolding procedure lies in the calculation of \( s_k \) because its definition involves choosing how many spacings over which to average, a quantity we call \( 2r \)

\[
s_k = \frac{\eta_{k+r} - \eta_{k-r}}{2r}.
\]

(A.4)

It is important to realize that \( s_k \) is just the inverse of the density of states. The parameter \( r \) is arbitrary except that it must satisfy two conditions:

1) \( r \) must be large enough to contain many eigenvalues, which is necessary in order for \( s_k \) to be a smooth function of \( k \).

2) \( r \) cannot be too large or else \( s_k \) will actually smooth over features in the true inverse density of states.

In practice we have chosen \( r \) to be the floor function of the square root of the maximum number of eigenvalue spacings \( \nu \) taken from each matrix. To avoid edge effects we have selected \( \nu = 0.8N \). Then \( r = \lfloor \sqrt{0.8N} \rfloor \). Here are some typical values of \( r \) used in this paper

\[
N = 500, \quad r = 22,
\]

\[
N = 1000, \quad r = 31,
\]

\[
N = 2000, \quad r = 44.
\]

(A.5)

Such a choice of \( r \) grows with \( N \) but also is small compared with \( N \). In other words, we satisfy the requirement \( 1 \ll r \ll N \) as \( N \to \infty \).

For even the best choices of \( r \), our unfolding method can still fail if the inverse density of states varies too quickly or has singularities. Such a situation arises for example in small linear combinations of basis matrices (defined in Eq. (2.4) and Eq. (3.7)) for any type. Consider, for example, the insets of Figs. 5.5 and 5.6 that show the densities of state of
integrable basis matrices. The large portions of the spectra where the density of states $D(\eta)$ drops to zero is typical of small linear combinations of basis matrices. This behavior is generic for basis matrices of all types, and it can be understood by first considering the expression for the eigenvalues of a type-1 basis matrix (in the primary parametrization) where $d_k = \delta_{k,q}$

$$\eta_j = \frac{\gamma_j^2}{\lambda_j - \varepsilon_q}. \quad (A.6)$$

As both the $\lambda_j$ and $\varepsilon_j$ have finite support, $\eta_j$ in this case will only approach within a finite distance of zero.

An analogous argument exists for basis matrices in the ansatz parametrization for any type. For linear combinations of a small number of basis matrices, such gaps may overlap, but a mean level spacing $s_k$ will still be ill-defined in many parts of the spectrum. As the number of basis matrices in the linear combination increases, the gaps smooth out until $s_k$ is well-defined everywhere.

Given such gaps in spectra, no choice of $r$ will give the consistent level statistics. This can be seen numerically by varying $r$ and observing that $P(s)$ is strongly dependent on $r$. We must then avoid regions of the spectrum where $1/D(\eta)$ is poorly behaved.

The difficulty in this task is to automate it so that we can unfold many matrices in succession without having to examine each one by hand. Our solution is to notice that if there are a small number of spacings in the spectrum that are many times the local mean spacing, the standard deviation of the set of actual spacings will be large. If the standard deviation (normalized by the mean) of the actual spacings is near unity, we can be sure that there are no huge jumps such as the ones in Figs. 5.5 and 5.6.

With these considerations, here is our unfolding algorithm:

1. Calculate $SD = \frac{\text{Standard Deviation}}{\text{Mean}}$ of the middle (80\% + 2\%) of the spectrum’s actual spacings. If $SD < 1.2$, unfold this region of the spectrum with $r = \lceil \sqrt{0.8N} \rceil$ and continue to next matrix. If not, continue to step (2).

2. Shift the region of the spectrum in question to the right by 10 eigenvalues.
(3) If $\eta_{\text{max}} > \eta_{0.9N}$, use 10 fewer spacings AND restart $\eta_{\text{min}} = \eta_{0.1N}$

(4) Calculate SD. If $SD > 1.2$, repeat back to step (2). If $SD < 1.2$ unfold this region of the spectrum with $r = \left\lfloor \sqrt{0.8N} \right\rfloor$ and continue to next matrix.

This procedure allows for fewer than $0.8N$ of the spacings to be used, but we are guaranteed to only investigate regions of the spectrum where the mean level spacing accurately represents the size of a typical spacing. Once a sufficiently large number of basis matrices are used in linear combination, the entire middle 80% of the spectrum behaves smoothly and the procedure given above terminates at step (1) for each matrix. The choice of a maximum SD of 1.2 is somewhat arbitrary, and in some parts of this work we used 1.5 in order to increase computation speed (i.e., keep more eigenvalue spacings per matrix). Apart from slight differences in distributions, our results are unaffected by this arbitrariness.

The unfolding procedure used in this paper assumes that the level statistics are the same in all regions of the spectrum, excluding the edges. Although in principle a Hermitian matrix can have different spectral statistics in different parts of its spectrum, we numerically showed in Sect. 5 that the statistics are the same in all parts of the spectrum of integrable matrices $H(u)$, i.e., they are translationally invariant.
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[41] MBL seems to be a broader class. Even though certain integrals of motion have been identified in MBL systems (see Ref. [42] for example), they have not been shown to be exactly solvable or integrable as defined in this paper.


Chapter 6

A note on Lee-Yang Zeros in the negative half-plane

1 Introduction

The zeros of the grand canonical partition function (GPF) $\Xi(z, \Lambda)$, of equilibrium systems in a region $\Lambda$ at fugacity $z$, continue to be of interest \[1\] sixty years after their importance for identifying phase transitions was described by Lee and Yang \[2\], \[3\]. It turns out that in some simple models, the L-Y zeros are confined to the negative half $z$-plane, or even the negative real $z$-axis \[4\]- \[10\]. For example, Heilmann \[11\] showed that antiferromagnetic Ising models with pair interactions on line graphs (including, e.g., complete graphs) have L-Y zeros confined to the negative $z$-axis, which is a kind of antiferromagnetic analog to the circle theorem. For more recent work along this direction see \[12\] and references therein.

Another recent study of an antiferromagnetic Ising-Heisenberg model on a diamond chain found that the nature of the distribution of L-Y zeros corresponds to distinct quantum ground states \[13\]. In the model considered, one ferrimagnetic phase corresponds to the L-Y zeros confined to the negative $z$-axis, while another ferrimagnetic phase corresponds to the L-Y zeros being both on the negative axis and on the unit circle. It was also shown recently that when the zeros of the GPF all lie in the left half of the complex $z$-plane, the system satisfies a local central limit theorem \[14\], \[15\].

In this note we obtain some new results for the thermodynamic properties of systems with L-Y zeros confined to the negative half $z$-plane. We also discuss the relation between the location of the zeros and the sign of the virial coefficients of such systems. Along the way, we obtain an exact expression for the limiting behavior of the GPF for all systems
with hard cores in the limit $z \to \infty$, $\Lambda$ finite.

2 General properties of L-Y zeros

For systems with superstable [16] Hamiltonians, which includes all systems with hard cores and interactions decaying fast enough, as well as ideal fermions, $\Xi(z, \Lambda)$, $\Lambda \subset \mathbb{R}^d$ (or $\Lambda \subset \mathbb{Z}^d$), can be written as a product over its roots, $z_\alpha = -1/\eta_\alpha$ [16]

$$\Xi(z, \Lambda) = \prod_{\alpha=1}^{N_m} (1 + \eta_\alpha z), \quad 1 \leq N_m \leq \infty, \quad (2.1)$$

where $N_m = N_m(\Lambda)$ is the maximum number of particles that can be contained in $\Lambda$. We shall restrict ourselves here to systems with $N_m(\Lambda) < \infty$ and write $N_m = \rho_m |\Lambda|$, where $|\Lambda|$ is the volume of $\Lambda$ (or the number of lattice sites), without explicitly indicating the dependence of $\rho_m$ on $\Lambda$. The roots of $\Xi(z, \Lambda)$ are either negative or come in complex conjugate pairs and depend on $\Lambda$, the inverse temperature $\beta$, and the interactions - dependencies which we will not write out explicitly.$^1$

The pressure $p(z, \Lambda)$ is given by

$$p(z, \Lambda) = \frac{\ln|\Xi(z, \Lambda)|}{|\Lambda|} = \frac{1}{|\Lambda|} \sum_{\alpha=1}^{N_m} \ln(1 + \eta_\alpha z) = \rho_m \left\langle \ln(1 + \eta z) \right\rangle, \quad (2.2)$$

The angular brackets indicate an average over the $\eta_\alpha$: $\langle f(z, \eta) \rangle \equiv \frac{1}{N_m} \sum_{\alpha=1}^{N_m} f(z, \eta_\alpha)$. Expanding Eq. (2.2) in powers of $z$, we obtain the Mayer fugacity expansion [17]

$$p(z, \Lambda) = \sum_{j=1}^{\infty} b_j(\Lambda) z^j, \quad (2.3)$$

$^1$The zeros will also depend for finite systems on the boundary conditions. This dependence disappears in the thermodynamic limit as can be seen by taking limits in Eq. (2.4) as is done in Eq. (2.5).
where the \( b_j(\Lambda) \) are given by

\[
b_j(\Lambda) = \frac{(-1)^{j+1}}{j} \rho_m m_j(\Lambda),
\]

(2.4)

with \( m_j(\Lambda) \equiv \langle \eta^j \rangle \), the \( j \)-th moment of the \( \eta_\alpha \)'s.

Restricting our attention to regular \[16\] pair potentials \( \phi(r) \), where \( r \) is the particle separation, the \( b_j(\Lambda) \) are given by the Mayer cluster integrals \[18\]. For example, the second cluster integral \( b_2(\Lambda) \) is given by

\[
b_2(\Lambda) = \frac{1}{2|\Lambda|} \int_\Lambda d\mathbf{r}_2 \int_\Lambda (e^{-\beta \phi(\mathbf{r}_1 \mathbf{r}_2)} - 1) d\mathbf{r}_1,
\]

\[
\lim_{\Lambda \to \mathbb{R}^d} b_2(\Lambda) = \frac{1}{2} \int_{\mathbb{R}^d} (e^{-\beta \phi(r)} - 1) d\mathbf{r}.
\]

(2.5)

For lattice systems, the integral is replaced by a sum.

The average density in the grand canonical ensemble is given by

\[
\rho(z, \Lambda) = z \frac{dp(z, \Lambda)}{dz} = \rho_m \langle \frac{\eta z}{1 + \eta z} \rangle = \sum_{j=1}^\infty j b_j(\Lambda) z^j.
\]

(2.6)

The virial expansion is then obtained by eliminating \( z \) between Eq. (2.3) and Eq. (2.6) and writing

\[
p(\rho, \Lambda) \equiv p(z(\rho, \Lambda), \Lambda) = \sum_{j=1}^\infty B_j(\Lambda) \rho^j.
\]

(2.7)

The relation between the \( B_j(\Lambda) \) and \( b_i(\Lambda), i \leq j \) was derived in \[19\], but we will not make use of that here. We also do not consider the direct derivation of the virial expansion from the canonical partition function given in \[20\]. The latter differs from Eq. (2.7) by terms which vanish in the thermodynamic limit \( \Lambda \to \mathbb{R}^d(\mathbb{Z}^d) \). The rate of approach to equality between the different ensembles may depend on \( z \) (see below).
The $|\eta_\alpha|$’s all lie in the range

$$|z_m(\Lambda)|^{-1} \leq |\eta_\alpha(\Lambda)| \leq |z_0(\Lambda)|^{-1}, \quad (2.8)$$

where $z_0(\Lambda)$ ($z_m(\Lambda)$) are the zeros of $\Xi(z, \Lambda)$ with the smallest (largest) absolute value. Note that $|z_0(\Lambda)| = R(\Lambda)$, the radius of convergence of the fugacity series Eq. (2.3). There is a simple lower bound to $R(\Lambda)$ uniform in $|\Lambda|$ \[17], \[21], \[22] (for positive potentials it is $R(\Lambda) \geq \frac{1}{2|\sigma|z(\Lambda)|}$). Thus the $|\eta_\alpha(\Lambda)|$ remain bounded above when $|\Lambda| \to \infty$, but can approach zero in this limit. This fact and Eq. (2.4) ensures that there exists a limiting distribution for the $\eta_\alpha$’s in the thermodynamic limit, i.e. $\langle f(z) \rangle \to \int f(z, \eta) \nu(\eta) d\eta$.

The radius of convergence $R$ of the power series in $z$, obtained by interchanging the sum in Eq. (2.3) and the limit $\Lambda \to \mathbb{R}^d$ satisfies $R \geq \lim_{\Lambda \to \mathbb{R}^d} R(\Lambda)$ \[17] with equality when $\phi(r) \geq 0$. There is also a lower bound for the radius of convergence $\mathcal{R}(\Lambda)$ of the virial expansion \[23], satisfying $\mathcal{R}(\Lambda) \leq \mathcal{R}$, where $\mathcal{R}$ is the radius of convergence of the series Eq. (2.7) when $B_j(\Lambda)$ is replaced with $B_j = \lim_{\Lambda \to \mathbb{R}^d} B_j(\Lambda)$.

3 Results for L-Y zeros in the negative half plane

It follows from Eq. (2.4) that if the zeros all lie on the negative $z$-axis, the $b_j(\Lambda)$ alternate in sign. This alternation of signs also holds if $\phi(r) \geq 0$ \[24] although $\phi(r) \geq 0$ is not a necessary condition for the zeros to be on the negative $z$-axis \[6]. If $\phi(r)$ is negative over any finite range, however, then there exists a $\beta^*$ sufficiently large (i.e. a sufficiently low temperature) such that the alternation in sign does not hold. Therefore the L-Y zeros can only stay on the negative real $z$-axis for all temperatures if $\phi(r) \geq 0$.

Let $\eta_\alpha = x_\alpha + iy_\alpha$. Combining complex conjugate pairs in Eq. (2.6) leads to

$$\rho(z, \Lambda) = \rho_m \left(1 - \langle n(z) \rangle \right), \quad (3.1)$$
where the dependence of \( n_\alpha(z) \) on \( \eta_\alpha \) is given by

\[
n_\alpha(z) = \frac{1 + x_\alpha z}{(1 + x_\alpha z)^2 + y_\alpha^2 z^2}. \tag{3.2}
\]

The fluctuation in particle number is given by differentiating Eq. (3.1)

\[
z \frac{d\rho(z, \Lambda)}{dz} = \frac{1}{|\Lambda|} \left( N^2(z, \Lambda) - \overline{N^2(z, \Lambda)} \right), \tag{3.3}
\]

where an overbar \( \overline{\cdot} \) indicates the ensemble average over the grand canonical measure. We now write Eq. (3.3) in terms of averages over \( \eta_\alpha \)

\[
z \frac{d\rho(z, \Lambda)}{dz} = \rho(z, \Lambda) \left( 1 - \frac{\rho(z, \Lambda)}{\rho_m} \right) - \left( V(z, \Lambda) - W(z, \Lambda) \right), \tag{3.4}
\]

where \( V(z, \Lambda) \) and \( W(z, \Lambda) \) are variances

\[
V(z, \Lambda) = \rho_m \left\langle \left( n(z) - \left\langle n(z) \right\rangle \right)^2 \right\rangle \geq 0,
\]

\[
W(z, \Lambda) = \rho_m \left\langle m^2(z) \right\rangle \geq 0,
\]

\[
m_\alpha(z) \equiv \frac{y_\alpha z}{(1 + x_\alpha z)^2 + y_\alpha^2 z^2}.
\]

where \( \left\langle m(z) \right\rangle = 0 \) by symmetry of the L-Y zeros about the negative \( z \)-axis\(^2\).

When the L-Y zeros are in the negative half plane, i.e. \( x_\alpha \geq 0 \), it is helpful to rewrite Eq. (3.4) in the form

\[
z \frac{d\rho(z, \Lambda)}{dz} = 2\rho(z, \Lambda) \left( 1 - \frac{\rho(z, \Lambda)}{\rho_m} \right) - 2V(z, \Lambda) - A(z, \Lambda),
\]

\[
A(z, \Lambda) = \rho_m \left\langle \frac{x z}{(1 + x z)^2 + y^2 z^2} \right\rangle \geq 0 \quad \text{if} \quad x_\alpha \geq 0.
\]

It follows from Eq. (3.6) that when the L-Y zeros are restricted to the negative half \( z \)-plane,

\(^2\)Note that the quantity \( V(z, \Lambda) - W(z, \Lambda) \) in Eq. (3.4) is a measure of the difference in variance of the L-Y zeros along the real and imaginary directions.
there is a lower bound on the inverse compressibility

\[
\frac{d p(\rho, \Lambda)}{d \rho} \equiv \frac{\rho(z, \Lambda)}{z \frac{d p(z, \Lambda)}{dz}} \geq 1 - \frac{1}{2 (1 - \rho/\rho_m)}, \quad x_\alpha \geq 0.
\]  \hspace{1cm} (3.7)

When the zeros all lie on the negative z-axis, \(y_\alpha = 0\), \(x_\alpha = \eta_\alpha \geq 0\), and \(W(z, \Lambda)\) in Eq. (3.4) vanishes. We therefore obtain

\[
\frac{d p(\rho, \Lambda)}{d \rho} \geq \frac{1}{1 - \rho/\rho_m}, \quad \eta_\alpha \geq 0.
\]  \hspace{1cm} (3.8)

Furthermore, differentiating \(\rho(z, \Lambda)\) with respect to \(z\) when \(\eta_\alpha \geq 0\) we find

\[
\frac{d^k \rho(z, \Lambda)}{dz^k} = (-1)^{k+1} \rho_m \left\langle \frac{\eta^k}{(1 + \eta z)^{k+1}} \right\rangle, \quad k \geq 1, \ \eta_\alpha \geq 0,
\]  \hspace{1cm} (3.9)

which alternates in sign with \(k\).

The inequality Eq. (3.8) becomes an equality for the ideal lattice gas, when the only interaction is the hard core exclusion preventing the occupancy of any lattice site by more than one particle. In that case \(\rho_m = 1\), \(\Xi(z, \Lambda) = (1 + z)^{|\Lambda|}\), and all the L-Y zeroes are located at \(z = -1\), i.e. \(\eta_\alpha = 1\) for all \(\alpha\). Therefore \(V(z, \Lambda) = 0\) and \(p(\rho, \Lambda) = -\ln(1 - \rho)\).

While Eqs. (3.7-3.9) remain valid in the thermodynamic limit, where \(p(\rho)\) is the same for all ensembles, including the grand canonical and canonical ensembles, the same is not true of the limiting equality

\[
\lim_{z \to \infty} \left( 1 - \frac{\rho(z, \Lambda)}{\rho_m(\Lambda)} \right) \frac{d p(z, \Lambda)/dz}{d \rho(z, \Lambda)/dz} = 1, \quad N_m(\Lambda) < \infty.
\]  \hspace{1cm} (3.10)

Eq. (3.10) follows from the fact that for finite \(N_m(\Lambda)\), the \(|\eta_\alpha|\)'s are bounded away from zero, and is valid independent of the location of the L-Y zeros. Note, however, that Eq. (3.10) may fail if the thermodynamic limit is taken before \(z \to \infty\) or when one uses the canonical ensemble definition of the pressure. Such is the case for the lattice systems with extended
hard cores discussed in Sect. 4.1.

Another (more interesting) way of writing Eq. (3.10), using Eq. (3.3), is

\[
\lim_{z \to \infty} \left( \frac{N_m(\Lambda) - \overline{N}(z, \Lambda)}{\overline{N}^2(z, \Lambda) - \overline{N}^2(z, \Lambda)} \right) \frac{\overline{N}(z, \Lambda)}{N_m(\Lambda)} = 1, \quad N_m(\Lambda) < \infty, \tag{3.11}
\]

where both the numerator and the denominator vanish as \( z \to \infty \). Eq. (3.11) also can be obtained by keeping only the terms proportional to \( z^{N_m-1} \) and \( z^{N_m} \) in the GPF when \( z \to \infty \) at fixed \( \Lambda \).

4 The virial expansion

The thermodynamic properties of a gas are determined at small densities by the virial expansion (VE) of the pressure \( p(\rho, \Lambda) \) in powers of the density \( \rho \) given in Eq. (2.7). The low order terms in the expansion can be readily computed for classical systems with pair interactions \( \phi(r) \) [18]. This can be done analytically or numerically in terms of the irreducible Mayer cluster integrals [25]. In practice one only computes \( B_j = \lim_{\Lambda \to \mathbb{R}^d} B_j(\Lambda) \).

For the system of hard spheres (HS) in \( \mathbb{R}^d \), which is the paradigm model for representing the effective strong repulsion between atoms at short distances, the \( B_j \) are known in \( d = 3 \) for \( j \leq 12 \) [26], with high accuracy for \( j \leq 11 \) (Boltzmann had computed the first four). In \( d = 2 \), the \( B_j \) are known for \( j \leq 10 \) [27]. In \( d = 1 \), \( p = \frac{\rho}{1 - \rho a} \), where \( a = \rho^{-1} \) is the diameter of the hard rods, so that \( B_j = a^{j-1} \), for all \( j \). Remarkably, all known \( B_j \) for \( d = 1, 2, 3 \) are positive, which has led to the speculation that in fact all \( B_j \) in \( d = 2, 3 \) are positive. It is known, however, that this is false in \( d = 5 \), so that it is now generally expected that there will be negative \( B_j \) in \( d = 3 \), but perhaps not in \( d = 2 \).

The physical interest in the positivity of the \( B_j \) lies in the fact that one would like to extrapolate from the low density regime, well described by the first few terms in the virial expansion, to obtain information about \( p(\rho) = \lim_{\Lambda \to \mathbb{R}^d} p(\rho, \Lambda) \) at higher densities, including possibly about the fluid-solid transition in \( d = 3 \). Based on numerical simulations
(Monte Carlo or Molecular Dynamics), one expects this transition to occur at a density of \( \rho_f \approx 0.49/v \) where \( v = \pi/6a^3 \) is the actual volume occupied by a sphere with diameter \( a \). The extrapolations of the pressure to higher densities take many forms and are in very good agreement with the machine results for \( \rho \leq \rho_f \) \[28\]-\[31\]; in particular, see Ref. \[31\] and references there for highly accurate results. Some even give very high accuracy results for the metastable extension between \( \rho_f \) and the random close-packing density \( \rho_r \approx 0.64/v \), a region which may also contain a transition from metastable fluid to glass \[32\]-\[34\].

In many of these (approximate) extrapolations, the radius of convergence \( R \) of the virial expansion is determined by a singularity at some positive value of the density \( \tilde{\rho} = R \), with \( \tilde{\rho} > \rho_f \) in \( d = 3 \) \[29\]-\[31\]. This will certainly hold when all \( B_j \), or all but a finite number of them, are positive, but need not be the case otherwise. In fact, for hard hexagons on a triangular lattice \( R \) is determined by a singularity of \( p(\rho) \) at \( \rho' \), with \( \rho' \) complex \[35\] and smaller in modulus than the disorder-order transition \( \rho_d \) \[36\], \( |\rho'| < \rho_d \). If this were true also for hard spheres in \( d \geq 2 \) it would limit the utility of extrapolating the virial expansion beyond the rarified-gas phase.

Here we consider the relation between the signs of the \( B_j \) and the location of the Lee-Yang zeros in the complex \( z \)-plane. All the previously known examples of almost all positive (i.e. a finite number of negative) \( B_j \) were for systems for which all the L-Y zeros lie on the negative \( z \)-axis. This behavior fits in with the conjecture by Federbush, et al., that all the \( B_j \) for the monomer-dimer system on regular lattices are positive \[37\], since there the L-Y zeros are indeed on the negative \( z \)-axis \[39\]. Systems with strictly negative L-Y zeros do not have any phase transition, but this does not rule out the possibility that a system with a phase transition has almost all \( B_j \geq 0 \).

In fact, we do not find a direct connection between the negativity of the L-Y zeros and the possibility of almost all positive virial coefficients, and indeed we find models that have only the former property, only the latter, or both. This negative result leaves open the possibility of almost all positive virial coefficients for hard spheres in \( d = 2 \) or \( d = 3 \) (\( R \)
could even be larger than the close packing density). There does seem, however, to be some connection between the proximity of L-Y zeros to the negative axis and the positivity of virial coefficients (see examples below) for which we have no complete explanation at the present time. For example, in terms of the moments $m_j = \langle \eta^j \rangle$ introduced in Eq. (2.4), the first few $B_j$ are

\begin{align*}
B_1 &= 1 = \rho m_1, \\
B_2 &= \frac{\rho m}{2} m_2, \\
B_3 &= \rho^2 m_2 - \frac{2}{3} \rho m_3.
\end{align*}

(4.1)

It follows that $B_2 > 0$ iff $\langle x^2 \rangle > \langle y^2 \rangle$, where the $x_\alpha$ and $y_\alpha$ are defined in Sect. 3 as the real and imaginary parts of the negative inverse L-Y zeros $\eta_\alpha$, respectively.

### 4.1 Hard core lattice gases in 1D

(i) Consider a 1D lattice of $N$ sites separated by unit distance (the lattice length is $L = N$) with the pair potential $u(x_{ij})$, ($x_{ij} = |i - j|$)

\begin{align*}
    u(x_{ij}) &= 0 \text{ if } x_{ij} \geq q, \\
    u(x_{ij}) &= \infty \text{ if } x_{ij} < q.
\end{align*}

(4.2)

The integer $q$, $q \geq 1$, is called the “exclusion factor” ($q = 1$ is the ideal lattice gas and $q = 2$ is isomorphic to the 1D monomer-dimer problem). Using the canonical ensemble, it was shown in Ref. [3] that for $L \to \infty$

\begin{align*}
p(\rho) &= \ln \left( 1 + \frac{\rho}{1 - \rho / \rho_m} \right) \\
&= - \ln(1 - \rho / \rho_m) + \ln(1 - \rho / \rho_m + \rho),
\end{align*}

(4.3)

where $\rho_m = 1/q$. Note that $\lim_{\rho \to \rho_m} (1 - \rho / \rho_m) \frac{d p(\rho)}{d \rho} = 1 / \rho_m \neq 1$ for $q > 1$, which gives an example of Eq. (3.10) failing when the thermodynamic limit is taken before letting $z \to \infty$. 
Expanding Eq. (4.3) we see that

\[ B_j = \frac{1 - (1 - \rho_m)^j}{\rho_m^j} > 0, \forall j, \]  

which agrees with the finite-\(L\) grand canonical virial coefficients from Eq. (2.7) only in the thermodynamic limit. If we introduce the lattice constant \(\delta\) and take the continuum limit \(q \delta \to a\) as \(q \to \infty\), the problem reduces to that of hard rods of length \(a\) on a line with pressure

\[ p(\rho) = \frac{\rho}{1 - \rho/\rho_m}. \]  

where \(\rho_m = 1/a\). The L-Y zeros of the lattice model are on the negative real axis \([7]\), as are those of the continuum model \([5]\). Note however the change in the nature of the singularity as \(\rho \to \rho_m\), with the divergence in the continuum case much stronger than in the lattice.

One can also derive the distribution of the L-Y zeros when \(L \to \infty\) for the \(q\)-exclusion models. The equation of state, Eq. (4.3), gives \(z(p)\)

\[ z(p) = (e^p - 1)e^{p(q-1)}, \]  

Upon using the Lagrange inversion formula to obtain the moments defined in Eq. (2.4), \(m_j = \langle \eta^j \rangle\), we find

\[ m_j^{[q]} = \lim_{\Lambda \to \infty} m_j^{[q]}(\Lambda) = \binom{jq}{j}, \quad j \geq 0. \]

For \(q = 1\), the \(m_j^{[1]} = 1\) are moments of a delta function \(\delta(\eta - 1)\), which corresponds to the ideal lattice gas. The authors of Ref. [38] consider a more general set of binomial sequences \(m_j^{[t,r]} = \binom{tj + r}{j}\). They find that the \(m_j^{[t,r]}\) are moments of a probability density function \(h_{t,r}(\eta)\) with support on a domain \(\mathcal{D}_t \subseteq [0, t^t(t - 1)^{1-t}].\) Here we have \(t = q \in \mathbb{N}, r = 0, and\)
$h_{q,0}(\eta)$ can be written in terms of the Meijer G-function \cite{38}. This permits, for some $q$, to express the limiting density of the $\eta_\alpha$’s in terms of elementary functions. For example, for $q = 2$

$$ h_{2,0}(\eta) = \frac{1}{\pi \sqrt{\eta(4-\eta)}}, \quad \eta \in (0,4), \quad (4.8) $$

as also derived in \cite{7}. The density $h_{3,0}(\eta)$ also has a simple expression in terms of elementary functions for $\eta \in (0,27/4)$, which also diverges at the endpoints. The support of these divergences imply that the L-Y zeros of these two models reach infinity in the thermodynamic limit and that there is an accumulation of zeros near the smallest magnitude L-Y zero $z_0$.

(ii) The next model we consider is a lattice consisting of two rows in which particles exclude their nearest neighbor sites: two horizontal and one vertical. Using open boundary conditions $\Xi_{2N}(z)$ can be obtained using a transfer matrix $M$

$$ \Xi_{2N}(z) = \mathbf{u} \cdot M^{N-1} \cdot \mathbf{v}_2^T, $$

$$ \mathbf{u} = (1,1,1), \quad \mathbf{v}_2 = (1,z,z), \quad (4.9) $$

$$ M = \begin{pmatrix} \frac{1}{z} & 0 & 1 \\ z & \frac{1}{z} & 0 \end{pmatrix}. $$

The fugacity $z$, as a function of pressure $p$ in the $N \to \infty$ limit, is given by

$$ z(p) = e^{2p \tanh p}. \quad (4.10) $$

To locate the L-Y zeros of this model in the thermodynamic limit, we first diagonalize the matrix $M$ and expand $\Xi_{2N}(z)$ in terms of the eigenvalues. A necessary condition for $\Xi_{2N}(z)$ to vanish as $N \to \infty$ is $|\lambda_+(z)| = |\lambda_-(z)|$, where $\lambda_\pm(z) = \frac{1}{2} \left( \pm \sqrt{z^2 + 6z + 1} + z + 1 \right)$. The only $z$ that satisfy this relation are real and negative. Therefore, as $N \to \infty$, the L-Y zeros lie on the negative $z$-axis.
To locate the singularities in the \( \rho \) plane, we get \( p(\rho) \) from Eq. (4.10)

\[
p(\rho) = -\rho_m \ln \left( 1 - \frac{\rho}{\rho_m} \right) + \rho_m \ln \left( \frac{\rho}{\rho_m} + \sqrt{1 - 2 \frac{\rho}{\rho_m} + 2 \left( \frac{\rho}{\rho_m} \right)^2} \right).
\] (4.11)

where \( \rho_m = 1/2 \). The nearest singularities of \( p(\rho) \) occur at the square-root singularity in Eq. (4.11), i.e. at \( \rho_{\pm} = \frac{1}{4} (1 \pm i) \). Thus there are an infinite number of negative virial coefficients. Though we limited our analysis to the 2-row case, \([8]\) studies the location of the L-Y zeros of a nearest neighbor exclusion model wound on a cylinder of circumference \( k \) and infinite height. It is found that for \( k > 2 \), the L-Y zeros move off the negative real axis.

(iii) The 2-row monomer-dimer system is considered in Appendix A. We prove that it has almost all \( B_j \geq 0 \). This is not as strong as what Federbush, et al conjecture, but it goes in that direction \([37]\).

### 4.2 Square well interactions

In all examples so far, systems with positive virial coefficients also have all L-Y zeros on the negative \( z \)-axis. Next we give an example where almost all (possibly all) virial coefficients are positive, but the L-Y zeros are off axis. Consider the 1D lattice gas with a nearest neighbor pair potential \( \varepsilon \). This system is isomorphic to the 1D Ising model with nearest neighbor interactions. The equation of state in the thermodynamic limit is (see \([10]\), for example)

\[
p(\rho) = -\ln[1 - \rho] + \ln \left[ 1 - \frac{1 - 2\alpha \rho - \sqrt{1 - 4\alpha (1 - \rho) \rho}}{2(1 - \alpha)} \right]
\] (4.12)

\[\alpha = 1 - e^{-\varepsilon}.\]

For \( \alpha \geq 0 \), the system is ferromagnetic and the L-Y zeros lie on a circle in the complex plane by the well-known L-Y circle theorem \([3]\). When \( \alpha < 0 \) the system is antiferromagnetic and the L-Y zeros are on the negative real axis with a known distribution \([10]\).
The virial coefficients $B_j$, however, are almost all positive over a range of both positive and negative potentials. The power series of the first logarithm in Eq. (4.12) has all positive coefficients and a radius of convergence of $R_1 = \rho_m = 1$. If the series expansion of the second logarithm in Eq. (4.12) has a radius of convergence $R_2 > R_1$, then it follows that its coefficients will eventually be smaller in magnitude than those of the first logarithm, and only a finite number of virial coefficients can be negative.

All singularities in the second logarithm occur when the square root in Eq. (4.12) vanishes. One finds

$$R_2 = R_2(\alpha),$$

$$= \inf \pm \frac{1}{2} \left( 1 \pm \sqrt{1 - \frac{1}{\alpha}} \right).$$

(4.13)

Note that for all $\alpha < 1$, $R_2$ occurs at a complex value of $\rho$. For $|\alpha| < 1$, $R_2 > R_1$ and the virial coefficients are almost all positive. As we increase the magnitude of $\alpha$, $R_2$ decreases until it falls below $R_1$, at which point there are an infinite number of negative virial coefficients. Only when $\alpha = 1$, the hard core limit, does $R_2$ occur at a positive value of $\rho$. Defining $\alpha^*$ by $R_2(\alpha^*) = R_1$, we find

$$\alpha^* = -\frac{1}{8}, \quad \alpha < 0,$$

$$\alpha^* = \frac{1}{4}, \quad \alpha > 0.$$

(4.14)

Eq. (4.14) shows that there is a range of positive and negative interactions over which all but a finite number of virial coefficients are positive, i.e.

$$-\ln \frac{9}{8} < \varepsilon < \ln \frac{4}{3}.$$

(4.15)

With numerical expansions of the equation of state Eq. (4.12), we find that within the range
of Eq. (4.15) (including the endpoints), there are in fact no negative virial coefficients up to $O(\rho^{2000})$.
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Appendix A

Virial coefficients for the 2-row monomer-dimer problem

Heilmann and Lieb [9] proved that monomer-dimer (MD) systems have all L-Y zeros on the negative real axis of the dimer fugacity $z$. It is conjectured in [37] that the virial coefficients are always positive for MD systems on regular lattices. We prove here that this is indeed the case for the 2-row infinite square lattice (more precisely, we prove that only a finite number of coefficients can be negative).

We use a standard transfer matrix formalism to obtain the grand partition function on a $2 \times N$ lattice with open boundary conditions. Any configuration of the system has one of five right-end states, corresponding to either no dimers, a single vertical dimer, a single horizontal dimer in the first or second row, or two horizontal dimers occupying both lattice sites on the far right-end of the lattice. Let $v_N$ be the vector whose $j$-th component is the GPF for configurations on a $2 \times N$ lattice restricted to having the $j$-th right-end state. The total GPF $\Xi_N(z)$ is then

$$\Xi_N(z) = u \cdot v_N^T$$

$$= u \cdot M^{N-1} \cdot v_1^T,$$  \hspace{1cm} (A.1)

where

$$v_1 = (1, z, 0, 0, 0),$$

$$u = (1, 1, 1, 1, 1),$$  \hspace{1cm} (A.2)

and the transfer matrix $M$ is

$$M = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 \\
1 & z & 1 & 1 & 1 \\
1 & 0 & z & 0 & 0 \\
1 & 0 & 0 & z & 0 \\
z^2 & 0 & 0 & 0 & 0
\end{pmatrix}.$$  \hspace{1cm} (A.3)
For $z > 0$, one can verify that $M^2$ has strictly positive entries, which implies by the Perron-Frobenious theorem that there is a unique, real, largest modulus eigenvalue of $M$ for $z > 0$. Let $\lambda_m(z)$ be the largest eigenvalue of $M$ for $z \geq 0$, then

$$p(z) = \lim_{N \to \infty} \frac{1}{2N} \ln \Xi_N(z),$$

$$= \frac{1}{2} \ln \lambda_m(z), \quad z \geq 0.$$  \hfill (A.4)

The characteristic polynomial $P(z, \lambda)$ of $M$ satisfies the equation

$$P(z, \lambda) = -\lambda(\lambda + z)(\lambda^3 - (1 + 2z)\lambda^2 - z\lambda + z^3) = 0,$$  \hfill (A.5)

which implies that $\lambda_m(z)$ is the largest solution of

$$\lambda^3 - (1 + 2z)\lambda^2 - z\lambda + z^3 = 0.$$  \hfill (A.6)

To analyze the series $p(\rho) = \sum_{j=1}^\infty B_j \rho^j$, where $\rho$ is the dimer density, we make a helpful change of variables to $t(z) = \frac{z}{\lambda_m(z)}$. Using Eq. (A.6), we find

for $t \in [0, \phi^{-1})$ :

$$z(t) = \frac{t(1 + t)}{(1 - t)(\phi^{-1} - t)(\phi + t)},$$

$$p(t) = \rho_m \ln \left( \frac{1 + t}{(1 - t)(\phi^{-1} - t)(\phi + t)} \right),$$

$$\rho(t) = \rho_m \left( 1 - \frac{(1 - t^2)(\phi^{-1} - t)(\phi + t)}{P_4(t)} \right),$$

$$P_4(t) = 1 + 2t - 2t^2 - 2t^3 - t^4.$$  \hfill (A.7)

where $\phi$ is the golden mean, $\phi = (1 + \sqrt{5})/2 \approx 1.6108$, and $\rho_m = 1/2$ is the maximum density.

Let $t_{1,2}$ be the two real roots of the polynomial $P_4(t)$, where $t_1 \approx -.394$ and $t_2 \approx .784$. On $\Xi = (t_1, t_2)$, $\rho(t)$ is a strictly increasing function, with $\rho(t) \to -\infty$ as $t \to t_1$ and
Figure A.1: The function $\tau(\rho)$ plotted on the horizontal axis. Note that $\tau(\rho)$ is a bijection from $\mathbb{R}$ to $\mathbb{T} \approx (-.394, .784)$.

$\rho(t) \to \infty$ as $t \to t_2$, so that we may define $\tau(\rho)$ to be the particular inverse function of $\rho(t)$ which takes values in $\mathbb{T}$. $\tau(\rho)$ is then a bijection from $\mathbb{R}$ to $\mathbb{T}$ (see Fig. A.1), with $\tau(\rho(t)) = t$ for $t \in \mathbb{T}$. This definition of $\tau(\rho)$ allows us to define $p(\rho)$ on $\rho \in (-\infty, \rho_m)$

$$p(\rho) = -\rho_m \ln (1 - \rho/\rho_m) + \rho_m \ln \left( \frac{(1 + \tau(\rho))^2}{P_4(\tau(\rho))} \right),$$

$$= -\rho_m \ln (1 - \rho/\rho_m) + f(\rho), \quad \rho \in (-\infty, \rho_m). \quad (A.8)$$

We now analytically continue $p(\rho)$ from the domain $\rho \in (-\infty, \rho_m)$ into the complex plane in order to determine the location of its finite-$\rho$ singularities. In particular, the first logarithm in Eq. (A.8) is singular only at $\rho_m$ or $|\rho| \to \infty$. This term has all positive expansion coefficients about $\rho = 0$ and a radius of convergence of $R_1 = \rho_m$. We will show that $f(\rho)$ is analytic inside a disk of radius $R_2 > R_1$. This implies that asymptotically the coefficients in the expansion of $f(\rho)$ are smaller in magnitude than those coming from the first term, and therefore there are at most a finite number of negative virial coefficients.

The singularities of the second logarithm in Eq. (A.8) occur either where $\tau(\rho)$ is singular or where $f(\rho)$ diverges. To discuss both of these possibilities it is convenient to define a
single-valued “physical” branch of $\tau(\rho)$ in an appropriately cut complex $\rho$ plane. We begin with $\tau(\rho)$ defined on the entire real axis (see Fig. [A.1]) and real analytic there. All possible singularities (branch points) $t^*$ of $\tau(\rho)$ may be found by solving $\frac{d\rho(t)}{dt}|_{t^*} = 0$; using Mathematica to get numerical values, we find six solutions of this equation, with corresponding branch points in the $\rho$ plane given by $0.313 \pm 0.536 i$, $0.497 \pm 0.121 i$, $0.438$, and $1.039$. We now introduce four cuts in the $\rho$ plane, one beginning at each of the complex branch points and extending radially to $\infty$. The physical branch of $\tau(\rho)$ is defined in this plane by analytic continuation from the real axis, and is single valued. Note that we do not need to consider the two real branch points since this physical branch is known to be analytic on the real axis; these branch points lie on other sheets of $\tau(\rho)$.

The singularities we must consider in determining $R_2$, the radius of convergence of the power series for $f(\rho)$ in powers of $\rho$, are thus the four complex branch points defined above and the points where $f(\rho)$ diverges. For the latter, we note that $f(\rho)$ diverges if $\tau(\rho) = -1$. Using Eq. (A.7), however, we see that $\tau(\rho) = -1$ implies that $\rho = \rho_m$, and we know that on the physical branch, $\tau(\rho_m) = \phi^{-1} \neq -1$; thus this singularity cannot occur on the physical branch. The only other way that $f(\rho)$ diverges is if $P_4(\tau(\rho)) = 0$. Here we again use Eq. (A.7) and we see that $|\rho(t)| = \infty$ if $P_4(t) = 0$; these singularities occur at $\infty$ in the $\rho$ plane and cannot affect the value of $R_2$.

Since each of the complex branch points of $\tau(\rho)$ has absolute value greater than $\rho_m$, we conclude that $R_2 > R_1$. It follows that for $j \to \infty$, the $B_j$ are dominated by those obtained from the first logarithm in Eq. (A.8). Hence, there are at most a finite number of negative virial coefficients in the virial expansion.

The solution of the finite periodic 2-row lattice (not detailed here) yields the first $N - 1$ infinite lattice virial coefficients exactly (see [39] for example). Numerically we checked the first 200 virial coefficients are positive, and we believe that the proven finite number of negative coefficients is indeed zero.
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