
 

 

 

Geophysical Methods for Monitoring Soil Stabilization by Microbial 

Induced Carbonate Precipitation  

By 

Sina Saneiyan 

A dissertation submitted to the 

Graduate School-Newark 

Rutgers, The State University of New Jersey 

In partial fulfillment of requirements 

For the degree of 

Doctor of Philosophy 

Graduate Program in Environmental Sciences 

Written under the direction of  

Dr. Dimitrios Ntarlagiannis 

and approved by 

 

 

 

 

 

 

 

Newark, New Jersey 

October, 2019 



 

 

 

 

 

 

 

 

 

 

© 2019 

Sina Saneiyan 

ALL RIGHTS RESERVED 

 



 

 

ii 

 

ABSTRACT OF THE DISERTATION 

Geophysical Methods for Monitoring Soil Stabilization by Microbial Induced Carbonate 

Precipitation  

By Sina Saneiyan 

 

Dissertation Director: 

Dr. Dimitrios Ntarlagiannis 

 

Urbanization growth rate is increasing exponentially and with that comes 

challenging issues in urban development and environment sustainability. Generally, any 

development processes disturb the environment, and soil stabilization as one of the first 

steps in infrastructure building is no exception. However, in the past few decades, methods 

have been sought to reduce the possible harmful impact of soil stabilization processes on 

the environment. One promising method is microbial induced carbonate precipitation 

(MICP); in which, ubiquitous soil microorganisms stabilize the loose soil in natural and 

minimally harmful ways. Although MICP is continuously being studied in multi-

disciplinary research, there are still ambiguities in understanding its subsurface processes. 

This is commonly due to lack of proper monitoring tools capable of providing coherent 

micro and macro scale information about MICP in subsurface. Geophysical methods are 

handy tools capable of providing images of the subsurface with high spatiotemporal 

resolution; while, being cost efficient, non-disruptive and viable for long-term monitoring 

applications. 
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This thesis is investigating the efficiency of induced polarization (IP) in monitoring 

MICP processes and comparing it to direct monitoring methods as well as other 

geophysical methods. IP is known as a sensitive method to interfacial changes within fluid-

grain boundaries in porous media; hence, it is a great measure to study MICP where most 

changes happen in this boundary (e.g., precipitation of calcite). In this three-phase study, 

firstly, it is shown that spectral IP (SIP) is capable of tracking changes due to calcite 

precipitation (the main byproduct of MICP) in the porous media, induced by chemical 

reactions in a laboratory scale experiment. Compared to resistivity and shear-wave 

velocity, SIP provided additional information with calcite precipitation pattern. Secondly, 

in a field scale study, time-domain IP is compared to direct monitoring approaches (e.g., 

chemical analysis) and showed spatial and temporal extents of MICP in the subsurface; 

while, direct methods failed to provide such information. And finally, in a more in depth 

study, it is shown that SIP can reveal frequency dependency of MICP in both laboratory 

and field scale settings. The additional information provided by IP compared to other 

methods indicate that IP is the prime candidate for monitoring MICP processes.  
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Chapter 1: Introduction 

1.1 Soil stabilization 

Soils, abundant everywhere and the bed to most human activities, are constantly 

under degradation by natural and/or anthropogenic forces. Degradation results in soils that 

suffer from low cohesiveness, high porosity and permeability. While on their own, these 

results are not bad (especially for agricultural purposes), but from an engineering 

perspective, such soils are commonly known to be of substandard quality [DeJong et al., 

2010, 2013].  

Urbanization has led to an increasing demand for robust infrastructures that are 

expected to last for long periods of time in developed urban areas (e.g., coastal areas and 

major cities). The viability of these infrastructures heavily relies on the building 

foundations’ quality and stability; hence, the quality of the soil supporting these 

foundations cannot be overlooked.  

Poor quality (in terms of engineering) soils are prone to liquefaction under 

weathering (e.g., saturation during rain events) and shear forces (e.g., earthquakes, blasting, 

vehicular movements); hence, such weathered soils lack sufficient stability and strength in 

supporting loads imposed upon them by the infrastructures. While soil degradation usually 

occurs naturally (and in some cases, anthropogenically), it is almost impossible to reverse 

or stop this process without human intervention [DeJong et al., 2006, 2013; Dhami et al., 

2013]. The process of enhancing soil qualities (i.e., reversing the degradation) to reach 

engineering accepted standards is called “soil stabilization”.  
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Soil stabilization processes involve physical, chemical and/or bio-chemical 

subsurface changes that result in binding loose soil grains together. These processes reduce 

porosity/permeability and increase the cohesiveness/stiffness of the soil; thus, improve the 

overall stability of the soil against shear failure [Burbank et al., 2011; DeJong et al., 2013].  

1.1.1 Current soil stabilization practices 

Conventional soil stabilization methods, currently depend heavily on artificial 

material and man-made forces. Physical stabilization commonly involves reduction of pore 

space in the soil by compressive forces (e.g., deep dynamic compaction) or thermal 

treatments. On the other hand, chemical treatments result in soil stabilization by increasing 

the cohesiveness of the soil through synthetic or natural additives that bind soil grains 

together (e.g., cement grouting). Although both methods have shown to be effective in 

enhancing engineering qualities of the soil, they have downsides as well. Due to human 

involvements and synthetic nature of the physical and chemical soil stabilization 

techniques, it is sometimes economically and/or environmentally not feasible to use these 

techniques. Furthermore, physical methods, such as deep dynamic compaction, are often 

not suitable for densely populated urban areas. Similarly, chemical treatments are capable 

of altering subsurface chemical properties (e.g., pH) permanently and typically include 

toxic material; thus, have high risk to human life (e.g., if applied near water resources). 

Another issue with the conventional methods is their localized impacted area; in most 

cases, the soil will remain unaffected (unstable) beyond 1 – 2 meters of the treatment point 

[Worrell et al., 2001; Karol, 2003; DeJong et al., 2006; Chang et al., 2015; Wang et al., 

2017]. Therefore, the final outcome is usually an inhomogeneous stabilization. 
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The above issues often force the engineers to take conservative approaches in 

stabilization procedures that result in higher project costs due to excessive use of material 

and energy (i.e., over-design) [Ivanov and Chu, 2008; DeJong et al., 2013; Gomez et al., 

2015]. Hence, it is necessary to explore the availability of reliable alternative soil 

stabilization techniques.  

1.1.2 Microbial induced carbonate precipitation 

In nature, various minerals have been seen as natural cementing material (e.g., 

silicates, evaporates and carbonates) [Haeri et al., 2005]; hence, it is not far-fetched to 

imagine the existence of a natural soil stabilization method. Among the broad range of 

minerals that can be precipitated naturally, calcium carbonate (calcite) is one of the most 

common minerals on Earth [Whiffin, 2004]. In natural alkaline environments, where the 

concentration of calcium (Ca2+) and carbonate (CO3
-) ions is high, calcite will be 

precipitated abiotically [Hammes and Verstraete, 2002]. Additionally, microbial activities 

can result in precipitation of calcite; this process is called biomineralization [Ferris et al., 

1986, 1996]. 

In the recent decades, interdisciplinary research has paved the way for exploring 

new methods that can utilize microbiology, chemistry and civil engineering for the 

purposes of soil stabilization by harnessing the power of natural calcite precipitation. 

Microbial induced carbonate precipitation (MICP) is the most promising approach of soil 

stabilization through biomineralization of calcite. MICP is a naturally occurring process; 

in which, ubiquitous soil microorganisms and their metabolic activities promote the 

processes of calcite precipitation. In return, the precipitation of calcite in pore spaces acts 



4 

 

 

 

as a cohesive agent in binding unconsolidated soil grains [DeJong et al., 2013; Gomez et 

al., 2017; Wang et al., 2017].  

Microorganisms capable of MICP are typically motile [Burbank et al., 2012], and 

in saturated environments can move freely in search of carbon and energy sources [Cheng 

and Cord-Ruwisch, 2012]. The motility of microorganisms makes them good candidates 

for a homogenous subsurface treatment. Utilizing the microbes, therefore, reduces the 

material injection efforts, requires less energy and results in relatively lower final 

stabilization project costs. Furthermore, due to the natural origins of the ingredients used 

in MICP (urea, calcium and ureolytic microbes); this method is relatively environmental 

friendly (if applied correctly) [DeJong et al., 2010, 2013]. The abundance of 

microorganisms, the generally benign nature of MICP, combined with application cost 

efficiency makes MICP a strong alternative for conventional soil stabilization techniques. 

Nevertheless, due to limited field studies, the nature of subsurface processes during MICP 

remains unclear. Additionally, incorrect application can lead to high concentration of 

harmful byproducts (e.g., ammonia). Therefore, despite all of the mentioned benefits, the 

effectiveness of MICP in soil stabilization is still under scrutiny and it is a long way from 

practical acceptance. While numerous laboratory studies and limited field trials proved 

MICP works, the spatial and temporal changes during MICP are often limited to low 

resolution and sparse physical samplings or one-dimensional standard seismic tests.  

1.2 Monitoring MICP 

Generally, there are two approaches in monitoring any subsurface activities, direct 

and indirect techniques.  
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1.2.1 Direct monitoring techniques 

As the name of the method implies, direct monitoring methods involve studying a 

process by direct analysis. The most well-known and simplest direct monitoring method is 

physical sampling and analysis; in which, actual samples are taken from the soil through 

destructive procedures that could result in permanent damage. Additionally, physical 

sampling only represents the point of sampling and spatial interpretation relies on 

extrapolation and/or excessive sampling which is not practical in most cases. Similarly, 

temporal interpretation is limited to sampling time and often lags behind the real time 

changes. Other direct monitoring techniques include, chemical, bio-sampling, X-Ray 

imaging/diffractometry and standard civil engineering tests (e.g., triaxial load, rebound 

hammer) [Anderson et al., 2003; Mitchell and Santamarina, 2005; DeJong et al., 2006; 

Rodriguez-Navarro et al., 2012; Gomez et al., 2017].  

Although, direct monitoring methods are by far the most accurate type of 

monitoring in soil analysis, they are not always applicable. These methods are often time 

delayed as they need laboratory analysis. For instance, in case of effluent chemical 

analysis, simple fluid properties (e.g., pH, dissolved oxygen and conductivity) can be 

obtained with field probes, but ion concentrations or ammonia test usually need precise 

laboratory instruments [Weil et al., 2012]. Furthermore, since direct samples only cover a 

small area, the reliability of monitoring studies heavily depends on numbers and frequency 

of sampling. Excessive sampling is expensive, and also prolongs the monitoring period and 

interferes with real-time monitoring.  
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1.2.2 Indirect monitoring techniques 

In contrast with direct monitoring, indirect monitoring techniques determine 

sample properties through interpretation of measured physical (and/or chemical) properties 

that do not directly represent the property of interest [Day-Lewis et al., 2017]. A promising 

indirect monitoring approach is the use of geophysics. Geophysical methods are 

acknowledged as minimally to non-invasive methods that are capable of providing 

subsurface insights with high spatial and temporal resolution [Williams et al., 2009; 

Robinson et al., 2012]. These techniques are relatively easy to apply and combined with 

right computational analytical software, can track subsurface changes in real-time [Huang 

and Won, 2003]. Additionally, for some geophysical techniques (e.g., geoelectrical 

methods) long-term monitoring is possible through permanent instrument installation at 

study sites [Heenan et al., 2015]. These benefits make geophysics an environmentally 

friendly and economically viable monitoring approach that can significantly enhance our 

understanding of subsurface changes during MICP. 

Nevertheless, geophysical monitoring of the subsurface alone can be challenging. 

Interpretation of geophysical signals could lead to erroneous, and sometimes unrealistic, 

conclusions. Although geophysical surveys provide images the subsurface and help 

delineating contrasts, standalone usage of these methods usually provides very little about 

the nature of the subsurface phenomena of interest. It is typically suggested to accompany 

geophysics with minimal direct sampling. This helps in understanding the nature of 

subsurface processes and a better geophysical signal interpretation.  

In this thesis, I particularly focus on the geoelectrical method, induced polarization 

(IP). IP has a long history in mining engineering and is a well-established exploration tool 
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for finding ore deposits (e.g., copper) [Dey and Morrison, 1979a, 1979b]. IP is increasingly 

becoming an attractive tool in near-surface environmental studies as well, due to its unique 

sensitivities to interfacial properties of earth media [Binley and Kemna, 2005]. 

Additionally, IP is sensitive to calcite precipitation and microbial activities [Ntarlagiannis 

et al., 2005; Personna et al., 2013; Saneiyan et al., 2018, 2019]. These qualities make IP a 

promising monitoring tool for MICP applications. 

1.3 Objectives 

This thesis explores the challenges during laboratory and field scale MICP projects 

and provides multiple approaches to study MICP. In order to provide a solid guideline, 

indirect monitoring methods have been coupled with direct methods to confirm the validity 

of the measurements. The ultimate goal of this thesis is to show IP is capable of MICP 

monitoring, and that it is: 1. able to produce reliable and repeatable data, 2. easy-to-carry 

out, 3. economically feasible, 4. environmentally friendly, and 5. viable for long-term 

monitoring. Through the main three chapters of this thesis, the following points will be 

investigated and demonstrated: 

1. Geophysical signatures of abiotic calcite precipitation in soil samples in 

controlled laboratory environment (chapter 3). It is necessary to investigate the 

effect of calcite (only) on the geophysical signals (especially IP) prior to any 

microbial introductions. This will help us to better distinguish the signals of the 

main MICP product (i.e., calcite) from purely microbial signatures in the 

uncontrolled environment of field settings. 

2. Field scale in-situ MICP and monitoring procedures. It is important to address 

the challenges of IP data interpretation, benefits of IP versus other geophysical 
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methods (electrical resistivity and nuclear magnetic resonance), overall 

agreement of IP signal with direct monitoring methods (X-Ray diffraction, 

ammonia concentration) in the field and finally to show that IP can successfully 

delineate MICP changes in the subsurface (chapter 4). 

3. Spectral and temporal agreement of IP signal in monitoring laboratory and field 

scale MICP projects. Establishing the links between laboratory and field signals 

helps in better field data processing, typically plagued by noise and lower 

accuracy.  In turn, this allows for better interpretation, leading to a clearer image 

of subsurface processes in field size monitoring applications. 

This research presents a novel approach in studying MICP by utilizing remote 

geophysical monitoring. The advancements and findings presented in this dissertation 

ultimately allow for more comprehensive understanding of the underlying subsurface 

changes during the MICP processes at both micro and macro scale.  
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Chapter 2: Methods 

2.1 Geoelectrical methods 

The demand for locating oil and ore minerals has led to the introduction of electrical 

resistivity and induced polarization (IP) methods (respectively) in the early 1900s. The 

electrical resistivity is routinely used for groundwater mapping, environmental application 

(e.g., contamination plume mapping, waste dumps, saltwater intrusion, etc.) and 

geotechnical applications (e.g., fracture and fault mapping) [Telford et al., 1976; Dobecki 

and Romig, 1985; Ward, 1990; A. & Cheng, 2012; Ayolabi et al., 2013; Robinson, 2015]. 

The IP method has initially developed by C. Schlumberger in 1927 for detection of 

disseminated mineral ores in metal exploration [Marshallt and Madden, 1959; Seigle, 

1959; Pelton et al., 1978; Wong, 1979; Sumner, 2012]; more recently, IP has been used for 

non-exploration purposes such as environmental applications (e.g., contaminant transport) 

and geotechnical soil stabilization monitoring [Börner and Schön, 1995; Vanhala and 

Soininen, 1995; Börner et al., 1996; Scott, 2003; Ustra et al., 2012; Ntarlagiannis et al., 

2016; Saneiyan et al., 2019]. 

Both methods allow for the measurement of electrical properties of porous media 

(soils and rocks), which are controlled by arrangement and interactions of the constituents 

(solids, liquids and gasses) [Börner et al., 1996; Slater and Lesmes, 2002]. Generally, 

resistivity and IP are considered coupled methods and can be performed concurrently, as 

they follow the same measurement setup [Hohmann and Ward, 1981; Ward, 1990]. Both 

methods are highly regarded in the field of hydrogeophysics and are widely used to 

determine petrophysical properties of porous media in subsurface [Binley and Kemna, 

2005].  
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2.1.1 Theory 

In the presence of an applied electrical field, electrical charge transfers through 

material by two mechanisms: 1. movement of electrons and 2. movement of ions. While in 

conductors (e.g., metallic substances and graphite) the charge transfer is purely driven by 

electron migration (electronic conduction), in subsurface this is often not the case due to a 

deficiency of interconnected conductive minerals. In porous media (e.g., soils and rocks) 

two main mechanisms contribute to charge transport in the presence of an electrical field: 

1. movement of free ions in pore fluid electrolyte (electrolytic conduction) within 

interconnected pore space, and 2. conduction through ions at the mineral-fluid interface 

(surface conduction) in the electrical double layer (EDL - Figure 2.1c). [Binley and Kemna, 

2005]. These two ionic conduction pathways act in parallel (Equation 2.3 and Figure 2.1b) 

and each has its own resistance (Figure 2.1a) to the applied electrical field (current) 

[Waxman and Smits, 1968].  

The electrical properties of the earth media can be expressed in form of complex 

conductivity (σ* - Equation 2.1 and Figure 2.2).   

𝜎∗ =  |𝜎|𝑒𝑖𝜙 = 𝜎′ + 𝑖𝜎′′  (2.1) 

|𝜎| =  √𝜎′ 2  + 𝜎′′ 2 (2.2)  

where |𝜎| is conductivity magnitude, 𝜙 is phase angle, 𝜎′ is the real part and 𝜎′′ is the 

imaginary part of 𝜎∗ vector and i is the imaginary component = √−1.  
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(a) (b) (c) 

 

Figure 2.1: Electrical conduction pathways in porous media. (a) parallel electrical model of the earth 

media, (b) transportation of charge within pore-fluid and surface conduction, (c) simplified model of 

EDL (Modified from Binley and Slater, 2020, with permission) 

 

 

Figure 2.2: Complex conductivity in vector form. (With permission from Binley and Slater, 2020) 

 

  



12 

 

 

 

The real part of complex conductivity (real conductivity - 𝜎′) is purely ionic 

electromigration and represents energy loss, while the imaginary part (imaginary 

conductivity - 𝜎′′) is energy (charge) storage and is relatively small (in absence of 

conductors) in comparison to electromigration.  

Assuming conductors/metallic particles are absent and soil grains act as insulators, 

at low frequency measurements the electrolytic conduction (𝜎𝑒𝑙𝑒) in porous media is 

mainly controlled by saturation fluid conductivity (𝜎𝑤); therefore, it needs to be reduced 

to 𝜎𝑤. This process is quantifiable by using electrical formation factor and Archie’s law 

[Archie, 1942].  As 𝜎𝑤 depends on the availability of fluid in the interconnected pore space, 

formation factor (F) is a function of saturation (S) and porosity (𝜑) of the medium as well 

(Equations 2.4 and 2.5). 

𝜎′ =  𝜎𝑒𝑙𝑒 +  𝜎𝑠𝑢𝑟𝑓
′  (2.3) 

𝜎𝑒𝑙𝑒 =
1

𝐹
𝜎𝑤 (2.4) 

𝐹 =  𝑆−𝑛𝜑−𝑚 (2.5) 

where S is saturation, n is saturation exponent and m is cementation exponent which 

depends on arrangement of solid particles and tortuosity of the interconnected pore space. 

The surface conduction is mainly controlled by the ionic conduction within the 

EDL (𝜎𝐸𝐷𝐿) and is a function of formation factor at the EDL (Fs). It is often assumed that 

Fs = F so the surface conduction can be written as [Weller and Slater, 2012]:  

𝜎𝑠𝑢𝑟𝑓
′ =

1

𝐹𝑠
𝜎𝐸𝐷𝐿 ≈

1

𝐹
𝜎𝐸𝐷𝐿  (2.6) 
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The 𝜎𝐸𝐷𝐿 is function of intrinsic conductivity of the diffuse layer (𝜎𝑑𝑖𝑓𝑓), thickness 

of the EDL layer (𝛿) and pore volume normalized surface area (𝑆𝑝𝑜𝑟); thus, the surface 

conductivity can be written as [Weller and Slater, 2012; Weller et al., 2013]: 

𝜎𝑠𝑢𝑟𝑓
′ =

𝑆𝑝𝑜𝑟

𝐹
𝛿𝜎𝑑𝑖𝑓𝑓  (2.7) 

However, in near surface applications, where fluid conductivity is relatively high, 

it is safe to assume 𝜎𝑒𝑙𝑒 ≫ 𝜎𝑠𝑢𝑟𝑓
′   [Slater and Lesmes, 2002]; hence, the real conductivity 

can be written as equation 2.8: 

𝜎′ ≈ 𝜎𝑒𝑙𝑒 =  𝑆𝑛𝜑𝑚𝜎𝑤  (2.8) 

In order to fully understand the electrical properties of the earth media, charge 

storage must be accounted for in addition to electromigration. In this model it is assumed 

that the earth is acting as a circuit in which a resistor and a capacitor are acting in parallel 

where the resistor is the electromigration through 𝜎′ and the capacitor is 𝜎′′ (Figure 2.1a). 

At low frequencies (below 1000 Hz - where resistivity and IP measurements are 

made to prevent instrumental parasitic capacitive coupling [Slater and Lesmes, 2002; Wang 

and Slater, 2019]), the dominant mechanism controlling the charge storage (hereafter, 

polarization) is diffusion of the ions at the EDL in presence of an electrical field (Figure 

2.1c). The polarization at the EDL (𝜎′′) depends on ionic mobility, interfacial charge 

density and surface area. At frequencies higher than 1000 Hz and up to 108 Hz, the 

polarization is dominated by the Maxwell-Wagner mechanism within the dielectric 

materials (The frequency range for the IP measurements in this thesis is not exceeding 1000 

Hz; thus, the Maxwell-Wagner mechanism is irrelevant not discussed) [De Lima and 

Sharma, 1992; Lesmes and Morgan, 2001; Slater and Lesmes, 2002; Tabbagh et al., 2009]. 
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Since 𝜎′′ is dominantly controlled by interfacial properties at the mineral-fluid interface 

(i.e., EDL), it is independent of electrolytic pathways. Therefore, 𝜎′′ does not follow 

Archie’s law and can be assumed to purely follow surface conduction pathways (i.e., 𝜎′′ =

𝜎𝑠𝑢𝑟𝑓
′′ ) [Lesmes and Morgan, 2001].  

2.1.2 Electrical resistivity 

The electrical resistivity method is based on the same theory of electrical 

conduction in electrical circuits. In this method, usually a low frequency alternating current 

(sinusoidal or square wave) that is repeatedly switched on and off (current source direction 

switched at each on/off stage - time domain measurement) is injected into the medium and 

a potential drop is measured. The alternation of the current injection direction (+/-) reduces 

the polarization as well as the build-up of a large contact resistance at the current electrodes 

[Binley and Kemna, 2005]. Typically, electrical resistance is measured via a set of four 

electrode configuration (Figure 2.3 and Figure 2.4); where a pair is for current (I) injection 

and the other pair is to measure potential drop (ΔV). The general principles of this method 

follows Ohm’s law (Equation 2.9):  

𝑅 =  
∆𝑉

𝐼
  (2.9)  

where R is resistance (ohms), ∆𝑉 is potential drop (volts) and I is electrical current 

(amperes).  

The measured electrical resistance depends on the electrode configuration and can 

vary with changing electrode spacing; thus, cannot be used as a reliable property of porous 

media. On the other hand, electrical resistivity (𝜌) is an intrinsic physical property of the 

material and is independent of the measurement setup. To convert measured resistance to 
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resistivity, a geometric factor coefficient (K) is used (Equation 2.10). In the laboratory, K 

is a function of potential electrode spacing and the area that current flows through (Figure 

2.3) and is measured in units of length (m). Therefore, the resistivity of the medium can be 

expressed as: 

𝜌 =  𝐾 × 𝑅 =  𝐾
∆𝑉

𝐼
  (2.10) 

𝐾 =  
𝐴

𝐿
  (2.11) 

𝜌 =  
𝐴

𝐿

∆𝑉

𝐼
  (2.12) 

where 𝜌 is resistivity (Ohm.m), A is the cross section area (m2) and L is distance between 

potential electrodes (m). 

The field measurements follow the same rules of the laboratory measurements; 

however, the calculation of resistivity is slightly more complicated (as the petrophysical 

composition of subsurface is usually unknown). In the field, K is a function of electrode 

location and geometry of current flow lines in the subsurface (Figure 2.4). Since equation 

2.10 is only true for a homogeneous half-space earth (and this is never true in reality), we 

use the term apparent resistivity (𝜌𝑎) in electrical resistivity method: 

𝜌𝑎 =  𝐾 × 𝑅 (2.13)  
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Figure 2.3: Schematics of a four electrode column setup in the laboratory for electrical resistivity 

measurements.  (With permission from Binley and Slater, 2020) 

 

In Electrical resistivity, it is assumed that the ground is acting as a pure resistor and 

opposes the applied electrical current (Equation 2.9). This method is mainly sensitive to 

subsurface variations in pore-fluid properties, moisture content, porosity, lithology and 

clay content; in other words, bulk changes in electrical properties. Therefore, the resistivity 

signal is less sensitive to interfacial changes and unable to separate the electrolytic and 

surface conduction apart. This makes the signal ambiguous especially when the dominant 

subsurface changes occur at the EDL (e.g., precipitation of a new isolator mineral) and 

there is no significant change in the pore-fluid conductivity or other bulk properties [Slater 

and Lesmes, 2002; Binley and Kemna, 2005]. 
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Figure 2.4: Schematics of electrical resistivity measurement of a four electrode setup.  (With permission 

from Binley and Slater, 2020) 

 

2.1.3 Induced polarization (IP) 

IP was used in the mineral exploration field mostly and was considered mainly 

affected by metallic minerals until after the 1950s when the relationship between measured 

polarization signal in non-metallic environments became more interesting to scientists 

(e.g., in near-surface environmental applications). IP measurements use the same survey 

principles as electrical resistivity (four electrode configuration) and the measurements can 

be made in time-domain (TIPD) or frequency-domain (spectral IP).  

Although resistivity and IP are controlled by the same porous media constituents, 

their effects are observed due to different physical expressions. While in electrical 

resistivity the signal in dominantly controlled by pore-fluid properties, the IP signal is 

sensitive to both pore-fluid and interfacial properties of the media. Thus, in the IP it is 



18 

 

 

 

assumed that the earth acts as a parallel resistor and capacitor circuit (Figure 2.1a). This is 

notably important as IP can resolve the ambiguity of the electrical resistivity signal when 

the main subsurface changes occur at the EDL [Binley and Kemna, 2005]. 

 

2.1.3.1 Time-domain IP 

Theoretically, upon injection of an electrical current, the voltage should 

immediately increase to its maximum value and drop to zero when the current is shut off. 

This is the case for non-polarizable substances; however, in a polarizable medium a gradual 

voltage decay is observed when the current injection is stopped (Figure 2.5). In time-

domain IP (TDIP) this effect is called apparent chargeability (Ma). In the porous medium, 

the gradual decay is due to charge storage at the mineral-fluid interface (at low frequencies 

and absence of interconnected metallic minerals) and is a complex function of electrical 

polarization at the EDL [Binley and Kemna, 2005].   

(a) 

 

(b) 

Figure 2.5: Schematics of TDIP signal. (a) DC current on/off over time, (b) measured voltage over time. 

Notice due to polarization, voltage does not abruptly reach the maximum magnitude and also does not 

reach to zero. (With permission from Binley and Slater, 2020) 
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Ma is quantifiable as the ratio of voltage right after the current is shut off (Vs) over 

the primary voltage during the current being on (Vp). Ma is unitless, although typically it is 

reported as mV/V (Figure 2.6 and equation 2.14) [Seigle, 1959]: 

𝑀𝑎 =  
𝑉𝑠

𝑉𝑝
 (2.14) 

 

Although in theory equation 2.14 is correct, in practice Vs is significantly small and 

hard to measure instantaneously after the current shut off. Therefore, Ma is commonly 

quantified as the integral of the voltage decay curve over a period of time (Figure 2.6 and 

equation 2.15): 

𝑀𝑎 =
1

(𝑡2 − 𝑡1)

1

𝑉𝑝
∫ 𝑉(𝑡)𝑑𝑡

𝑡2

𝑡1

 (2.15)  

 

Figure 2.6: Voltage decay curve and measurement of Vs and Vp.  (With permission from Binley and 

Slater, 2020) 

 

2.1.3.2 Frequency domain IP 

Unlike the electrical resistivity and TDIP, in frequency domain IP (hereafter 

spectral IP – SIP), a continuous alternating current is injected into the medium and a phase-

shifted voltage (relative to injected current) is measured (Figure 2.7).  
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 (a) 

 

(b) 

Figure 2.7: Schematics of SIP signal . (a) AC sinusoidal current wave, (b) measured voltage over time. 

Notice due to polarization, voltage has a phase lag relative to injected current. (With permission from 

Binley and Slater, 2020) 

 

The typical frequency range of SIP instruments varies between 1 mHz to 10 KHz 

and measured parameters are voltage phase lag (𝜙) and impedance (|Z|). Impedance is 

function of bulk changes in the porous media (similar to resistivity) while in absence of 

conductors (e.g., interconnected metallic particles) phase lag is dominantly controlled by 

interfacial properties (and to a lesser degree fluid conductivity). SIP signal thus can be 

expressed in the form of complex conductivity (Equation 2.1) and real (𝜎′) and imaginary 

(𝜎′′) conductivity values can be calculated as: 

𝜎′ = |𝜎|cos (𝜙) (2.16) 

𝜎′′ = |𝜎|sin (𝜙) (2.17) 

where |𝜎| is conductivity magnitude (Equation 2.20) in S/m and 𝜙 is voltage phase lag 

(Equation 2.18) in radians. Figure 2.8 illustrates how the SIP parameters are obtained. 

𝜙 =
2𝜋∆𝑇

𝑇
 (2.18) 
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|𝑍| =
|𝑈|

|𝐼|
 (2.19)  

|𝜎| =
1

𝐾 × |𝑍|
 (2.20) 

where K is geometric factor in units of meter. 

 

Figure 2.8: SIP signal parameters. Red: injected current (I) wave form. Green: measured potential (U) 

wave form. 

 

2.2 Shear-wave velocity 

In the field of geotechnical engineering, a common practice for soil quality 

assessment is to measure its small-strain shear modulus (Gmax). Gmax provides valuable 

information about soils’ engineering properties, such as dynamic response of soil to loads, 

deformation characteristics and is used for liquefaction and soil stabilization assessments. 

Therefore, Gmax can be used to measure cementation efficiency of the soils [Lee and 

Santamarina, 2005; DeJong et al., 2006; Choo et al., 2017]. Gmax is obtained through 

measurement of shear-wave velocity (Vs) through equation 2.21 [Santamarina et al., 2001]. 

𝐺𝑚𝑎𝑥 =  𝜌𝑉𝑠
2 (2.21) 

where Vs is shear-wave velocity (m/s) and ρ is soil density. 
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In the laboratory scale measurements, shear-wave velocity is commonly measured 

in enclosed cells equipped with piezoelectric bender elements. Piezoelectricity is 

generation of electrical charge in certain material (e.g., quartz, certain ceramics) under 

mechanical stress. Conversely, the crystalline structure of piezoelectric material can be 

temporarily changed under applied electrical field [Lee and Santamarina, 2005].  

A bender element is composed of two thin layers of piezoelectric ceramics 

connected to each other by a thin conductive metal plate. In parallel bender elements (the 

type used in this thesis) the two piezoelectric layer have same poling direction and the 

ground cable (current “-”) is connected to the outer parts, while the signal cable (current 

“+”) is connected to the inner part through the thin metal layer (Figure 2.9a). Alternating 

the ground and signal polarity, results in contraction of one piezoelectric layer and 

expansion of the other. Ultimately, the bender element moves up and down with change of 

electrical signal polarity (Figure 2.9b) and produces a shear-wave signal. It has been shown 

that a square-wave signal (step signal) generally produces highest signal to noise ratio of 

shear-wave signal (i.e., larger waves) [Lee and Santamarina, 2005]. 
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(a) (b) 

  

 

Figure 2.9: Piezoelectric bender elements with parallel setup. (a) actual bender element. The ground 

cable is attached to both outer sides of the bender element while the signal cable is attached to the thin 

intermediate metal plate. (b) schematics of bender element deformation under alternating electrical 

signal. 

The shear-wave velocity is calculated based on the distance between two bender 

elements (Figure 2.10b) over the time it takes for the signal to travel this distance (Equation 

2.22). Travel time is usually measured as the first arrival time for the first observed peak 

in the received signal (Figure 2.10a). 

𝑉𝑠 =
𝑑

𝑡𝑠
= (

𝐺𝑚𝑎𝑥

𝜌
)

1
2
 (2.22) 

where d is distance between two bender elements (m) and ts is first arrival time (s). 

(a) (b) 

  

Figure 2.10: Shear-wave schematics.  (a) Shear-wave response signal , (b) bender elements setup in a 

measurement cell. d is the diameter of the column and the travel distance of the shear-wave. 

 

d 
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2.3 Microbial induced carbonate precipitation 

Microbial carbonate precipitation is a common naturally occurring process that can 

be easily controlled and manipulated into an induced process [Whiffin, 2004]. The fastest 

and easiest method of microbial induced carbonate precipitation (MICP) is by utilizing 

urea hydrolysis (ureolysis). Ureolysis results in the production of urease enzyme which 

breaks down urea into carbonate (CO3
2-) and ammonium (NH4

+) ions. In presence of 

calcium (Ca2+) ions, microbial produced carbonate ions react with Ca2+ and carbonate 

minerals (e.g., calcite, aragonite, etc.) will be precipitated (Equations 2.23 to 2.28) 

[Hammes and Verstraete, 2002]. Thus, the best agents for these processes are microbial 

communities capable of producing high amounts of urease. The dominant precipitated 

carbonate mineral through MICP is calcite [Whiffin et al., 2007].  

MICP is solely used in this thesis for the purpose of soil stabilization and in this 

regard, generally has three steps: 

1. Microbial urea hydrolysis (Equation 2.23). In this step, ammonium (Equation 

2.26) and carbonate ions (Equation 2.27) are released in to the system:  

NH2-CO-NH2 + 3H2O → NH2COOH + NH3 (2.23) 

NH2COOH + H2O → H2CO3 + NH3 (2.24) 

H2CO3 ↔ HCO3
- + H+ (2.25) 

2NH3 + 2H2O ↔ 2NH4
+ + 2OH- (2.26) 

HCO3
- + H+ + 2OH- ↔ CO3

2- + 2H2O (2.27) 
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2. Reaction of available carbonate ions with calcium ions in calcium rich aqueous 

environment and precipitation of calcite: 

Ca2+ + HCO3
- + OH- → CaCO3 ↓ + H2O (2.28) 

  

At this step usually calcium ions attach to microbial cells as well and result in 

precipitation of microbial calcite minerals as well [Cheng and Cord-Ruwisch, 

2012; Anbu et al., 2016]: 

Ca2+ + microbial cell → Cell-Ca2+ (2.29) 

Cell-Ca2+ + CO3- → Cell-CaCO3 ↓ (2.30) 

 

3. Binding of loose soil grains by calcite crystals (Figure 2.11).  

 

Figure 2.11: Cross section of soil (silica sand) cemented with calcite (Image credit: Calcite Technology 

Pty Ltd) [Whiffin, 2004]. 
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2.3.1 Microbial selection and preparation 

For this research, Sporosarcina pasteurii (S. pasteurii - strain 11859) was obtained 

from American Type Culture Collection (ATTC). S. pasteurii is an aerobic bacterium 

known for its high urease (enzyme that decomposes urea) production capabilities [Whiffin, 

2004], ability to adapt to harsh environmental conditions [Bhaduri et al., 2016] and to grow 

in low-cost media [Omoregie et al., 2019]. Table 2.1 shows the growth medium 

constituents for growing these microbial cells [Whiffin et al., 2007]. 

Table 2.1: ATTC growth medium for S. pasteurii 

Constituent  Amount 

Yeast extract (powder) 20.0 g/L 

Ammonium sulfate ((NH4)2SO4)  10.0 g/L 

Tris buffer (to achieve pH 9.0) 15.75 g/L 

 

Microbial communities initially were cultivated on solid growth media (on agar gel 

filled Petri dishes) from frozen batches for at least 24 hours at 32 oC and after obtaining 

visual confirmation of a healthy growth (Figure 2.12a), were transformed into conical 

flasks (Figure 2.12b) containing 100 mL of liquid broth growth media (Table 2.1). 
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(a) (b) 

  

Figure 2.12: Growing S. pasteurii. (a) microbial culture of S. pasteurii growing on solid medium. Similar 

color and shape of the isolated and large colonies supports the fact that this culture is healthy and 

uncontaminated. (b) liquid state microbial culture of S. pasteurii. Right: uninoculated liquid broth. Left: 

turbid liquid broth, indicating presence of active microbial cells. 

 

Inoculated liquid broth flasks were incubated under aerobic condition (shaking) at 

32 oC until turbidity was observed (Figure 2.12b left). At this stage microbial cells were 

harvested by centrifuging the liquid media to obtain a pellet of concentrated cells at the 

bottom of the centrifuge tube. The pellet then was re-suspended in desired 

injection/treatment solution for the next step. 
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Chapter 3: Geophysical methods for monitoring soil stabilization 

processes1 

Abstract 

Soil stabilization involves methods used to turn unconsolidated and unstable soil 

into a stiffer, consolidated medium that could support engineered structures, alter 

permeability, change subsurface flow, or immobilize contamination through mineral 

precipitation. Among the variety of available methods carbonate precipitation is a very 

promising one, especially when it is being induced through common soil borne microbes 

(MICP – microbial induced carbonate precipitation).  Such microbial mediated 

precipitation has the added benefit of not harming the environment as other methods can 

be environmentally detrimental.  Carbonate precipitation, typically in the form of calcite, 

is a naturally occurring process that can be manipulated to deliver the expected soil 

strengthening results or permeability changes. This study investigates the ability of spectral 

induced polarization and shear-wave velocity for monitoring calcite driven soil 

strengthening processes. The results support the use of these geophysical methods as soil 

strengthening characterization and long term monitoring tools, which is a requirement for 

viable soil stabilization projects. Both tested methods are sensitive to calcite precipitation, 

with SIP offering additional information related to long term stability of precipitated 

carbonate. Carbonate precipitation has been confirmed with direct methods, such as direct 

sampling and scanning electron microscopy (SEM). This study advances our 

understanding of soil strengthening processes and permeability alterations, and is a crucial 

                                                 
1 This chapter is published as: Saneiyan, S., Ntarlagiannis, D., Werkema, D.D., Ustra, A., 2018. Geophysical 

methods for monitoring soil stabilization processes. J. Appl. Geophys. 148, 234–244. 



29 

 

 

 

step for the use of geophysical methods as monitoring tools in microbial induced soil 

alterations through carbonate precipitation. 

3.1 Introduction 

Society is facing many challenges with ground quality, including soil stability, in 

densely populated areas [DeJong et al., 2010]. The nature of soils, their use and induced 

changes (natural and/or anthropogenic) could lead to engineering problems [DeJong et al., 

2013]. Due to space limitations in densely populated areas, there is a need to enhance soil 

stiffness to address practical engineering problems, such as supporting standard 

foundations for building purposes [DeJong et al., 2010], erosion prevention and dust 

control [Montoya et al., 2013], crack remediation, and permeability reduction [Abo-El-

Enein and Ali, 2012]. 

Soil stabilization methods, which increase soil stiffness and reduce permeability 

and porosity, have been introduced to address these engineering problems and risks to 

human health. DeJong et al., 2010 discusses the cost of soil stabilization process and 

estimates US$6 billion/year for more than 40,000 soil improvement projects worldwide. 

Common soil stabilization methods use materials such as cement, epoxy, acrylamide, 

phenoplasts, polyurethane, and glass water, which are all materials typically harmful to the 

environment. These materials commonly produce large amounts of CO2 during production 

and leachate to groundwater resources can be poisonous (e.g., acrylamides) [Worrell et al., 

2001; Karol, 2003; Chang et al., 2015]. Additionally, these methods are expensive, 

difficult to maintain over long periods of time, result in heterogeneous application, and 

could negatively impact soil properties [DeJong et al., 2006].   



30 

 

 

 

Methods are needed that could offer enhanced soil stability, without the problems 

current approaches face. Microbial induced carbonate precipitation (MICP) offers an 

alternative soil stabilization approach and, if applied properly, can be a cost efficient, long 

term, and a relatively environmental friendly approach (e.g., uses less synthetic material 

and consumes CO2 in cementation process) [Ivanov and Chu, 2008; Anbu et al., 2016]. 

MICP typically involves the use of common soil borne microbes to promote calcite 

precipitation; calcite in return acts as the cementing agent for loose soils [Dhami et al., 

2013]. MICP’s final result is similar to geochemical calcite precipitation (or lime injection 

soil stabilization), where both utilize calcite as the cementation agent. However, MICP is 

less expensive and more energy efficient because it requires less mechanical energy and 

man-made materials to apply [DeJong et al., 2010]. Finally, the MICP application is non-

disruptive to existing subsurface structures and can enhance the soil stiffness over larger 

areas due to low viscosity and injection pressure requirements [DeJong et al., 2013]. 

3.1.1 Monitoring process 

Soil stabilization processes (such as MICP) are typically long term projects and 

require continuous, high resolution monitoring. Subsurface monitoring can be achieved 

through direct or indirect monitoring techniques. Direct monitoring involves high accuracy 

destructive sampling and analysis (e.g., SEM imaging, pH, microbial activity and chemical 

concentration changes) but the methods used are typically spatially limited, invasive, 

expensive, labor intensive and lacking in real-time monitoring capabilities. On the 

contrary, indirect measurements (e.g., geophysical methods) offer high temporal and 

spatial capability, cost efficiency, and noninvasiveness; but have accuracy limitations [Weil 

et al., 2012]. Since biochemical processes during microbial activities (e.g., MICP) can alter 
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subsurface physical and chemical properties, geophysical methods can be used as 

monitoring tools [Atekwana and Slater, 2009a]. This is not uncommon since geophysical 

methods have been used for engineering and environmental purposes, such as ground 

quality characterization [Arjwech and Everett, 2015]. 

We utilize two geophysical methods, shear-wave velocity and spectral induced 

polarization (SIP) for this MICP experiment.  Shear-wave velocity is chosen because shear-

wave velocity is commonly used by engineers to measure soil stiffness for soil 

strengthening processes [DeJong et al., 2010] and it has been shown to be sensitive to 

MICP [DeJong et al., 2006]. Although shear-wave velocity measurements are sensitive to 

soil stiffness changes [DeJong et al., 2010], long term implementation can be challenging. 

Furthermore, shear wave measurements provide information only on the soil properties, 

not on the biological processes, and this is not optimal for microbial induced treatments 

(such as MICP). SIP is an established geophysical method in the mineral exploration, with 

multiple recent environmental applications due to its unique sensitivity to interfacial and 

bulk properties of earth media  [Kemna et al., 2012]. SIP is also shown to be sensitive to 

microbial cells [Ntarlagiannis et al., 2005], biofilm formation [Davis et al., 2006], and 

biogeochemical processes [Flores Orozco et al., 2011]. As a result, SIP is an attractive 

candidate for the monitoring of soil strengthening processes since it is sensitive to MICP 

products and processes (e.g., calcite precipitation) [Ntarlagiannis et al., 2005; Wu et al., 

2010; Martinez et al., 2013] and is suitable for long term, remote controlled, and 

autonomous operation [Slater and Sandberg, 2000]. 
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3.2 Material and methods 

The most important aspect of MICP is calcite precipitation. Hence, for the 

geophysical monitoring of MICP to be successful, it is necessary to characterize the 

geophysical signatures of calcite precipitation in common porous media. Wu et al. (2010) 

conducted a series of measurements on glass beads showing that calcite precipitation can 

be detected with SIP measurements. The research presented here builds on this previous 

successful research [Wu et al., 2010] through increasing complexity by utilizing sand/clay 

mixtures as porous media in an attempt to replicate a closer approximation to field 

conditions and by measuring shear-wave velocity in order to assess possible seismic 

property alterations due to MICP. 

3.2.1 Geochemistry 

CaCl2 and Na2CO3 are the two solutions required for precipitating calcite [Wu et 

al., 2010]. Calcite will be precipitated upon contact of CaCl2 with Na2CO3 (Equation 3.1) 

and the precipitation will continue along the solution mixing zone [Laabidi and Bouhlila, 

2016]. Equation 3.2 shows the ionic reaction resulting in calcite precipitation.  Chemical 

modeling [Gustafsson, 2016] suggests that the resulting solution of this mixture, under our 

experimental conditions, will be over saturated with a stable form of solid phase calcite. In 

addition, other unstable forms of calcium carbonate (e.g., Vaterite, Aragonite and 

Monohydrocalcite) could be precipitated (Table 3.1). 
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Table 3.1: Minerals resulting from CaCl2 and Na2CO3 mixture based on geochemical modeling (Visual 

MINTEQ). 

Mineral Saturation index 

Calcite 1.976 

Aragonite 1.832 

Other carbonate minerals >1 (oversaturated) 

Non-carbonate minerals <1 (undersaturated) 

 

Na2CO3 (aq) + CaCl2 (aq) = CaCO3 (s) + 2 NaCl (aq) (3.1) 

CO3
2- + Ca2+ = CaCO3 (3.2) 

 

3.2.2 Spectral induced polarization 

Electrical current in the subsurface typically travels through electrolytic (σele) and 

surface (σsurf) conduction. Additionally, electronic (σelc) conduction occurs in the presence 

of interconnected metallic minerals. Both electrolytic and surface conduction pathways are 

ionic in nature, the former through the fluids in the interconnected pore space, and the latter 

through the electrical double layer (EDL) at the available solid – fluid interfaces [Binley 

and Kemna, 2005].  Electrolytic conduction is a purely real term whereas surface 

conduction is a complex one [Weller et al., 2010].  Fluid properties are captured through 

σele, while σsurf is primarily controlled by the surface properties (e.g., surface area, pore size 

distribution, surface charge density) and with less dependence on fluid properties [Lesmes 

and Frye, 2001; Binley and Kemna, 2005; Weller et al., 2013]. 

Spectral induced polarization is an extension of the commonly used DC resistivity 

method by allowing for measurement of the complex electrical properties of earth media 

[Binley and Kemna, 2005; Kemna et al., 2012]. For the application of SIP, the conductivity 
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magnitude (|𝜎|) and phase (𝜙) are measured and then converted to the real (𝜎′) and 

imaginary (𝜎′′) components of complex conductivity (𝜎∗):  

𝜎∗ =  |𝜎|𝑒𝑖𝜙 = 𝜎′ + 𝑖𝜎′′ (3.3) 

𝜎′ = |𝜎|cos(𝜙) (3.4) 

𝜎′′ = |𝜎|sin(𝜙) (3.5) 

where i2= -1.  Assuming a parallel conduction pathway [Waxman and Smits, 1968]: 

𝜎′ =  𝜎𝑒𝑙𝑒
′ + 𝜎𝑠𝑢𝑟𝑓

′  (3.6) 

𝜎′′ = 𝜎𝑠𝑢𝑟𝑓
′′  (3.7) 

In this model, 𝜎′ represents electromigration (energy loss), and 𝜎′′ represents charge 

polarization (energy storage). 

Phenomenological models, such as Debye decomposition (DD) and Cole-Cole, are 

commonly used to describe the spectral shape of SIP data [Nordsiek and Weller, 2008; 

Ustra et al., 2016; Weigand and Kemna, 2016]. Debye relaxation, as applied on porous 

media, is related to the mineral grain charge transport properties, and could provide 

additional information on the rock - mineral matrix. Using DD models, the relaxation time 

distribution (RTD) can be retrieved, from which the grain and pore size distribution can be 

estimated [Florsch et al., 2014; Kruschwitz et al., 2016; Ustra et al., 2016]. Since the 

dominant process of soil stabilization methods is the formation and evolution of a new 

mineral phase (e.g., calcite), RTD could be used to track precipitation and dissolution 

processes, especially over long periods of times. 
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3.2.3 Shear-wave velocity 

Many soil properties (from an engineering perspective, e.g., stiffness) can be 

derived from small-strain shear modulus (Gmax). The value of Gmax can be obtained from 

shear-wave velocity measurement by the use of piezoelectric bender elements[Lee and 

Santamarina, 2005; Choo et al., 2017] through equation 8.  A piezoelectric bender element 

is a thin, two-layer plate that can be installed in most soil cells [Lee and Santamarina, 

2005] and is designed for shear-wave velocity measurements in laboratory scale 

experiments [DeJong et al., 2006]. Piezoelectricity results in deformation of a crystalline 

structure of the piezoelectric substance by applying an electrical field. Interestingly, even 

a different polarity of the electrical field can result in different deformations. Piezoelectric 

substances can produce polarized electricity by applying load (deformation of the 

crystalline structure) [Lee and Santamarina, 2005] which can be monitored by designated 

instruments. 

𝑉𝑠 = (
𝐺𝑚𝑎𝑥

𝜌
)

1
2
 (3.8) 

where Vs is the shear wave velocity, G  is the shear modulus, and ρ is the soil density 

[Santamarina et al., 2001]. 

3.2.4 Column setup 

Laboratory experiments were conducted in PVC sample holders that were 

optimized for both SIP and shear-wave velocity measurements (Figure 3.1). The column 

is equipped with three ports (two for injection, one for outflow) allowing flow control and 

including an effluent fluid sample collector. Two bender elements were mounted at the top 

and bottom and two at the sides of column. Two electrodes (at top and bottom) were 
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designated for current injection and two middle electrodes (at the sides) were designated 

for electrical potential measurements (Figure 3.1). Non-polarizing Ag-Cl electrodes, 

placed outside the current flow, were used here to minimize any spurious polarization 

effects [Vanhala and Soininen, 1995; Abdulsamad et al., 2016]. SIP measurements on fluid 

filled samples holders confirmed that the non-conductive epoxy coated bender elements 

used do not interfere with the electrical signals. 

3.2.5 Sample preparation 

Two different types of porous media were evaluated: (1) Ottawa sand (Diameter: 

0.6 – 0.85 mm), and (2) Ottawa sand - kaolinite mixture (95% by weight (BW) Ottawa 

sand, 5% BW kaolinite). The sand – kaolinite mixture was mechanically mixed, following 

standard laboratory procedures, for homogeneous mixing [Heenan et al., 2013]. Following 

the process described in Wu et al. (2010), a mixture of 20mM CaCl2 and 20 mM Na2CO3 

was used to precipitate calcite.  

All columns were wet packed (where the soil was dumped slowly in the CaCl2 

solution and settled with gravitational forces, to minimize the chance of air bubble presence 

in the medium) by following identical packing procedures in an effort to minimize 

discrepancies between different columns.  To ensure that the columns reached chemical 

equilibrium before the experiment commenced, we performed daily SIP and shear wave 

measurements on the packed columns until reaching consistent results [Personna et al., 

2013]. 
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(a) Column outside (b) Column outside 

 
 

(c) Column inside (d) Column inside 

  

 

Figure 3.1: Column setup , (a, c) Schematic setup, (b, d) Actual column 

 

3.2.6 Experiment procedure 

Each soil sample involved duplicate active columns (promoting calcite 

precipitation), and a single control column (no calcite precipitation). All experiments 

started after the columns reached equilibrium, which was 72 hours under our experimental 

conditions. At time zero [0], background SIP and shear-wave velocity were measured as 
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well as influent/effluent pH and conductivity. The fluids were also collected and properly 

stored for detailed chemical analysis. We used an open flow regime with a flowrate of 0.04 

ml/min, which was chosen to mimic common ground water flow velocity in porous media 

and prevent particle loss from the column. Figure 3.2 schematically describes the 

experiment process (inside of the columns) highlighting the injection ports, and estimated 

area of precipitation. 

 

Figure 3.2: Schematic of injection process and estimated area of precipitation. A, B are current and M, N 

are potential electrodes. 

 

We performed continuous SIP monitoring for the duration of the experiment using 

the following parameters: 4.5 hours’ cycle, frequency range of 1 mHz to 24 KHz, with 5 

measurements per logarithmic cycle. Shear wave velocity measurements were carried out 

daily. Fluid samples were collected daily, from the outflow sealed container. For the 100% 

sand sample we also conducted hydraulic conductivity (HC) measurements using the 

constant head method [Head, 1994] prior to injection and after the experiment. 
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Unfortunately, due to the loss of clay in the process of HC measurement, we could not 

perform this experiment on the sand + clay samples. The entire experiment including all 

measurements, were performed in a temperature controlled laboratory (25 o C, ±1o C). 

At the end of the experiment, destructive sampling was performed on all columns 

(Figure 3.3). Columns were drained and core samples were taken for scanning electron 

microscope imaging (SEM). The core samples were oven dried to eliminate any moisture, 

as is required for SEM imaging. 

(a) Coring  (b) Remained hole after sampling 

  

Figure 3.3: Destructive sampling for SEM , (a) Taking a core sample by pushing an open (both sides) 

PVC tube in the soil, (b) the open hole not collapsing after soil sampling, suggests a stiff sand formation 
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3.3 Results 

Mixing the two solutions (Table 3.2) leads to observable change in conductivity 

and pH (Figure 3.4a and b).  For both active columns, the conductivity decreased, while 

the pH increased; changes observed in the control column are minimal, probably associated 

with the effect of flow, and small preparation differences within the saturation media (e.g., 

fluid temperature) [Akiya and Savage, 2002]. Inductively coupled plasma (ICP) analysis 

showed a decrease in effluent dissolved calcium concentration right after the injection 

started, although this decrease for the sand + clay sample was more dramatic at the 

beginning (Figure 3.4c). 

The hydraulic conductivity (K) of the sand sample was measured in two stages, 

immediately after packing, then before the injection of the mixing solutions, and again at 

the end of the experiment (240 hours). K reduced an order of magnitude over that period; 

(Table 3.3), while no changes in K were observed for the control column (Table 3.3). 

Table 3.2: Inflow fluid properties 

Solution pH Conductivity (S/m) Concentration (mM) 

CaCl2 4.9 0.289 20 

Na2CO3 10.9 0.374 20 

 

Table 3.3: Hydraulic conductivity (K) changes 

Sample Initial K (cm/s) Final K (cm/s) 

100% Sand 0.22 0.04 

Control 0.23 0.23 
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(a) 

 

(b) 

 

(c) 

 

Figure 3.4: Evolution of saturating fluid over time sampled in the outflow; time = 0 hrs represents the 

injection zero [0] time. Two different porous media used, (a) sand + clay, (b) Sand only, (c) Effluent 

calcium concentration (ppm) 

The imaginary component of the complex conductivity changed as the experiment 

progressed, presumably in response to calcite precipitation (Figure 3.5). Although we 

monitored changes every 4.5 hours, we present a subset of the data that presents visually 

cleaner figures while preserves the trend observed (24 hour cycles). For both active 

samples, the magnitude of the imaginary conductivity response is developing two 

distinctive peaks at frequencies of 1 Hz and 1 mHz; the low frequency peak might not be 
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fully captured since the lowest operating frequency of our system is 1 mHz.    The sand 

sample imaginary conductivity at 1 mHz initially increased until time 72 hours (figure 5c) 

and after a small decrease, increased with a relatively slower trend until the end of the 

experiment (240 hours of injection). The 10 mHz peak behaved differently with 

maintaining a relatively constant value toward the end of the experiment (figure 5d). The 

sand + clay sample showed an initial increase until time 120 hours (figure 5a) and after a 

decrease, reached a constant value (at both 1 Hz and 1 mHz) until the end of the experiment 

(Figure 3.5b). 

The most dominant changes occur around 1 Hz and 1 mHz; for both active columns, 

where the same spectral and temporal behavior are observed (Figure 3.5 and Figure 3.6). 

In contrast, the control column does not show any noticeable changes (Figure 3.6a and b). 

Although the observed trends are relatively similar for both samples, the magnitude of the 

observed change is greater, and with earlier peak response, for the sand only column 

(Figure 3.6a). 

Based on the imaginary conductivity trend (Figure 3.5 and Figure 3.6) we identified 

three different stages in the experimental progress, interpreted to be associated with calcite 

precipitation. Stage one represents background conditions with no calcite precipitation. 

Stage two occurs during the initial calcite addition with increasing precipitation and 

primarily occurs in the form of fine mineralization and subsequent aging primarily with 

increasing crystal growth.  During stage three steady state is reached as the amount of 

calcite occurrence equals the amount of calcite precipitating as it is flushed due to flow or 

clogged pores, which prevents further mixing of the 2 solutions [see discussion for details]. 
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

Figure 3.5: Imaginary conductivity spectra , time = 0 hrs represents the background signal (prior to 

injection), (a) Initial increase phase for sand + clay sample, (b) late decrease and equilibrate phase for sand 

+ clay sample, (c) Initial increase phase for sand sample, (d) late decrease and equilibrate phase for sand 

sample 

 

 

Sand + clay 

Sand 
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(a) 

 

 
 

(b) 

 

 
 

Figure 3.6: Imaginary conductivity behavior over time for two active and one control columns at two 

distinctive frequencies, time = 0 hrs represents the background signal (prior to injection) – red line 

separates the fine mineral formation stage from mineral growth stage, (a) Sand only sample, (b) Sand + 

clay sample 

We used empirical DD models to processes all the complex conductivity data; the 

model fits the measured data very well (Figure 3.7b and Figure 3.8b) except stage 3 for the 

sand only experiment (Figure 3.9b). The relaxation time distribution (RTD) peaks 

identified by DD show the development of unique and consistent peaks in response to 

calcite precipitation (Figure 3.8a and Figure 3.9a) as there is no such peaks in stage one 

(prior to injection, Figure 3.7a). The observed RTD peaks do not move over time, with 

only the magnitude of the peak changing, which suggests no change in the polarization 

mechanisms over time.  The change in peak magnitude might be due to changes in the 

polarization mechanism relative intensity. DD revealed two relatively (to background) 

distinct RTD peaks for the sand + clay sample, at 3×10-1 and 3×102 seconds (Figure 3.8a 

and Figure 3.9a, black line), similarly there are two large peaks in RTD for the sand sample 

at 30 and 3×102 seconds (Figure 3.8a, blue line). No significant peaks were observed in the 

control column. 
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(a) 

 

(b) 

 

Figure 3.7: Debye Decomposition inversion at stage one (prior to injection), (a)  RTD, (b)  Imaginary 

conductivity observed (circles) and inverted (lines) 

 

(a) 

 

(b) 

 

Figure 3.8: Debye Decomposition inversion at stage two (50% of the experiment injection period was 

done), (a)  RTD, (b) Imaginary conductivity observed (circles) and inverted (lines) 
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(a) 

 

(b) 

 

Figure 3.9: Debye Decomposition inversion at stage three (the end of the experiment), (a)  RTD, (b) 

Imaginary conductivity observed (circles) and inverted (lines) 

 

The changes in shear-wave velocity are shown in Figure 3.10. We used the first 

observed peak in each measurement as the first arrival signal, as highlighted by the red line 

(Figure 3.10a). The shear-wave velocity is increasing as the experiment progresses, 

presumably in response to calcite precipitation (Figure 3.10b). The data presented are only 

for the clay samples. Unfortunately, due to receiver malfunction in the control column, data 

collection was impossible, so we do not have any additional data for direct comparison.  

Also during the sand experiment (which preceded the clay experiment), we used a sub-

optimal acquisition protocol that resulted in poor quality data. 
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(a) 

 

(b) 

 
Figure 3.10: Shear-wave velocity measurement , time = 0 hrs represents the background signal (prior to 

injection), (a)  Actual received wave forms (red line shows the first arrival peaks), (b) Shear-wave 

velocity (m/s) based on the identified first arrivals 

At the end of the experiment all the columns underwent destructive sampling for 

SEM analysis. This SEM analysis confirmed calcite precipitation in the active columns, 

with clean round sand grains in the control columns, and (Figure 3.11a to c) and calcite 

precipitation on the active ones (Figure 3.11d to f). 

(a) (b) (c) 

   

(d) (e) (f) 

   

Figure 3.11: SEM imaging , (a, b, c) Control column, (d, e, f) Active columns 

 

500 μm 100 μm 40 μm 

200 μm 10 μm 40 μm 
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3.4 Discussion 

Visual observations and destructive sampling confirmed that direct mixing of the 

two solutions, Na2CO3 and CaCl2, induced calcite precipitation as expected (Figure 3.11). 

Changes in the geochemical properties of the fluid and the reduction in K further support 

successful calcite precipitation under the experimental conditions (Figure 3.4). ICP 

analysis on outflow solutions is also consistent with calcite precipitation since it shows 

reduction in dissolved calcium concentration. Based on the geochemical monitoring, and 

modeling (Table 3.1), it is safe to assume that calcite precipitation is the dominant process 

in these experiments. 

The presence of kaolinite in the “sand + clay” samples appears to have affected the 

availability of calcium ion for calcite formation. The ~120 ppm difference in initial effluent 

concentration of dissolved calcium between ‘sand only’ and ‘sand + clay ‘samples (Figure 

3.4c) along with the dramatic drop in the effluent dissolved calcium concentration within 

the first 24 hours of the experiment (Figure 3.4c), can be explained only with calcium 

sorption in kaolinite. In addition, the increase in effluent concentration of dissolved 

calcium in the sand + clay control column leads to the hypothesis that the clay structure is 

getting more and more saturated with calcium ions, hence more ions can reach the effluent. 

It is estimated that after 24 hours (Figure 3.4c), all the calcium in the solution was available 

for calcite formation since the decreased rate has significantly slowed down (showing 

similar behavior as the “sand only” column ~75 hrs). 

Calcite precipitation appears to have had a significant effect on geophysical 

signatures.  The SIP and shear-wave measurements both showed changes as the calcite 

precipitation was progressing. Imaginary conductivity, heavily dependent on interfacial 
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properties, appears to be an accurate marker of the calcite formation process. As discussed 

earlier, the magnitude of the signal and the signal shape changed over time. For both 

experiments, the imaginary conductivity trends are similar but vary in absolute magnitude, 

possibly due to calcium availability as a result of the interaction with kaolinite clay. The 

similar imaginary conductivity trends (Figure 3.5) suggest the same dominant polarization 

mechanisms. This interpretation further supports that calcium availability, hence calcite 

precipitation, controls the signal magnitude. DD modeling is in direct agreement with this 

interpretation, suggesting that the dominant polarization processes are the same in all 

experiments, but vary in contribution. 

The observed imaginary conductivity responses seem to track calcium carbonate 

precipitation progress in response to the mixing of the 2 injected fluids. Upon injection and 

subsequent mixing, calcite precipitates almost instantly and continues for the duration of 

the mixing. Carbonate precipitation due to mixing of highly concentrated solutions 

typically leads to the formation of isolated micro/nanometric crystals, or 

spherical/spheroidal aggregates and under lower concentrations carbonate minerals tend to 

grow on pre-existing surfaces as layers (laminae) [Van Driessche et al., 2017].  Imaginary 

conductivity is in direct agreement with this precipitation model. The 1 Hz data, 

representative of finer mineral grains, show that the new mineral phase forms at a higher 

rate in the early times of the experiment for the ‘sand-only’ column, as expected due to the 

increased availability of Ca, and then it reaches a steady state, as the column is Ca saturated.  

Conversely, the ‘clay-sand’ column exhibits different behavior, due to the calcium 

limitations previously described, and reaches a steady state earlier (Figure 3.6). Changes 

in the 1 Hz data should reflect the amount of fine calcite present in the columns. The 1 
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mHz data can offer additional insight on calcite forming progress, since these data are 

sensitive to the presence of larger mineral grains. Since we established that the only process 

in our system is calcite formation, the lower frequency data suggest the formation of larger 

grains, or more accurately, the growth of existing grains due to the accumulation or 

addition of new layers. Broad spectrum SIP imaging appears to reveal the complete calcite 

precipitation story, with information not only on the precipitation process, but also on the 

calcite growth progress. 

Shear-wave velocity measurements are in agreement with calcite precipitation and 

suggest increased soil stiffness (Figure 3.10). Although both SIP and shear-wave 

measurement show that calcite is precipitating, the observed trends are different. Shear 

wave velocity keeps increasing, suggesting increasing stiffness with continuous fluid 

mixing. On the other hand, SIP reaches an early peak, followed by a small decline before 

reaching steady state conditions. Although seemingly different, the SIP trend supports 

continuous increasing stiffness.  It is known SIP is sensitive to available surface area per 

pore volume.  Due to the onset of calcite precipitation, the available surface area per 

volume rapidly increases up to a threshold value. Further precipitation begins to limit 

available surface area due to coagulation or pore blockage, until equilibrium is achieved. 

Furthermore, it is important to note that precipitation stage 2 has significantly higher SIP 

magnitude than pre-injection conditions (Figure 3.12), suggesting that calcite is present 

and stable in the porous media. This observation could lead to the assumption that SIP is 

more sensitive to the cementation process and new mineral phase evolution. 

  



51 

 

 

 

 

Figure 3.12: Mineralization mechanism stages with arrows depicting increasing or decreasing measured 

parameter per carbonate precipitation stage. Stage 1: Background, no calcite precipitation. Stage 2: 

Increased precipitation, increased crystallization, 𝜎′′ increases to threshold value, shear-wave velocity 

increasing. Stage 3: Steady state conditions. 

Empirical models, such as DD, can be used to provide additional insight into the 

geophysical signal sources [Weigand and Kemna, 2016]. The DD based RTD approach 

used in our study further supports the development of two distinct polarization mechanisms 

– early time fine mineral precipitation, followed by late time mineral grain growth/layering 

– as a result of our experimental processes (Figure 3.8a and Figure 3.9a). The two processes 

seem to be complimentary and could be present in parallel; but each process is dominant 

during different stages of the experiment. A comparison between Figure 3.8a and Figure 

3.9a for the sand sample (blue line) shows the observed peak at 3×102 seconds for the 

middle injection stage (stage 2) is eliminated at stage two (the end of the experiment).  This 

may be due to changes in the calcite formation type from initially powder form (fine 

structure), to a layered structure toward the end. 

Furthermore, since the effluent properties (e.g., fluid conductivity) showed a stable 

trend shortly after the injection started, we assumed the electrolyte in the pore space is not 

changing significantly; therefore, the charge density, mobility, and thickness at the EDL, 
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which is mostly controlled by pore fluid properties [Wu et al., 2010], will not be changed 

toward the end of the experiment. Hence, we are assuming the only parameter that controls 

the polarization within our samples would be the surface area changes due to precipitation 

of the calcite within the pore space. 

The main finding of our results is that joint shear wave and SIP measurements can 

provide comprehensive monitoring of calcite precipitation monitoring. Geophysical 

monitoring not only provides information on the overall stiffness, permeability, and 

porosity of the porous media, but also provides detailed information on the calcite forming 

stages. 

This study conclusively shows that SIP is sensitive to calcite precipitation processes 

and can be used as a soil strengthening characterization tool. Furthermore, the ability to 

distinguish between different forms of calcite precipitation renders SIP as a promising 

monitoring tool. The monitoring capability of SIP could be especially beneficial for MICP 

field implementations where continuous long term assessment of the microbial 

performance on calcite formation is essential. However, further studies are required to 

investigate the efficiency of SIP in monitoring MICP processes, especially under complex 

field scale conditions. 

3.5 Conclusion 

The abiotic experiment on calcite precipitation as a cementing agent for soil 

strengthening, permeability, and porosity alterations clearly shows that SIP measurements 

can be an effective monitoring tool. SIP is sensitive to the calcite precipitation as well as 

aging and growth processes. SIP measurements are in direct agreement with shear-wave 
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velocity, showing increased stiffness as precipitation progresses.  Although both methods 

showed calcite is acting as a cementation agent, different types of information can be 

retrieved from each method since they respond to different physical properties. This idea 

could highlight that carbonate precipitation changes both the electrical and mechanical 

properties of the media as realized through the SIP and shear-wave measurements. This 

study provides the basis needed for a fundamental understanding of calcite based 

cementing processes and the use of geophysical monitoring for studying MICP in field and 

laboratory experiments whether the objective is to stiffen soil or reduce permeability for 

subsurface fluid flow alterations. SIP and shear-wave velocity measurements both are 

expected to be efficient non-destructive and indirect measurement for future MICP 

processes related to engineering or environmental purposes. Further experimentation of 

increasing complexity and field measurements are required to realize the full applicability 

and potential of geophysical measurements to achieve these ends. 
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Chapter 4: Induced polarization as a monitoring tool for in-situ 

microbial induced carbonate precipitation (MICP) processes1  

Abstract 

Microbial induced carbonate precipitation (MICP) is a promising soil stabilization 

method performed by stimulating soil microbes that are naturally occurring and ubiquitous 

in soil systems. The precipitated carbonate acts as a cementation agent to bind loose soil at 

grain to grain contacts. MICP has been extensively tested and proven in laboratory 

environments, as well as in limited field trials; however, long term field applications still 

remain challenging, partly due to quality control and monitoring issues. Induced 

polarization (IP), an established geophysical method in mineral exploration, is a prime 

candidate for MICP monitoring and characterization. This study presents the geophysical 

results of a 15-day field-scale MICP project. The MICP treatment involved the injection of 

molasses (carbon source for microbial proliferation) and urea in a Ca2+ rich aquifer. IP 

monitoring successfully delineated, spatially and temporally, the propagation of MICP in 

the treatment area, while common resistivity measurements failed to capture any MICP 

related changes. Reduced hydraulic conductivity in the treatment area versus untreated 

area, further supports that MICP has changed the physical properties of the subsurface. 

Furthermore, conventional geochemical monitoring as well as X-ray diffraction analysis 

confirmed carbonate precipitation in samples from discrete wells in the treatment area. 

  

                                                 
1 This chapter is published as: Saneiyan, S., D. Ntarlagiannis, J. Ohan, J. Lee, F. Colwell, and S. Burns (2019), 

Induced polarization as a monitoring tool for in-situ microbial induced carbonate precipitation (MICP) 

processes, Ecol. Eng., 127, 36–47 
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4.1 Introduction 

Development in densely populated urban environments has often resulted in 

construction of infrastructure on deposits of loose, saturated sands, which are prone to 

liquefaction during dynamic loading, such as earthquakes. Collapse of the soil’s pore space 

during a seismic event or other anthropogenic loadings (e.g., blasting) results in 

degradation of soil fabric, causing surface settlement or other engineering problems 

[DeJong et al., 2010, 2013]. Ground improvement (soil stabilization) projects aim at 

enhancing the properties of the subsurface (e.g., strength, stiffness, or hydraulic 

conductivity) for a variety of purposes such as crack remediation and permeability 

reduction [Abo-El-Enein and Ali, 2012], erosion prevention and dust control [Montoya et 

al., 2013], as well as infrastructure supporting foundations [DeJong et al., 2010]. 

Common ground improvement techniques utilize either mechanical methods (e.g., 

deep dynamic compaction) or chemical grout injections. In large areas, mechanical 

methods can consume significant energy and are not always feasible. Chemical grouting 

can overcome the energy consumption problem of the mechanical methods; however, these 

materials (e.g., cement, epoxy, acrylamide, phenoplasts, polyurethane, and glass water) can 

be harmful to the environment and human health [Worrell et al., 2001; Karol, 2003; Chang 

et al., 2015; Wang et al., 2017]. Furthermore, chemical methods are expensive, difficult to 

apply homogenously and create permanent changes to the soil properties due to their 

synthetic nature [DeJong et al., 2006]. Additionally, the most common ground 

improvement methods (e.g., deep dynamic compaction) are impossible to apply in heavily 

developed areas with buildings and infrastructure already in place [Burbank et al., 2013]. 
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In recent years, multidisciplinary research showed the potential of microbial 

induced carbonate precipitation (MICP) as an alternative ground improvement approach 

that offers enhanced soil stability, without the issues common methods face [Gomez et al., 

2015; Wang et al., 2017]. MICP can be cost efficient, environmentally friendly, suitable 

for long term applications and can be applied in areas with existing infrastructure [Ivanov 

and Chu, 2008; Burbank et al., 2013; Anbu et al., 2016]. 

MICP results in the biomineralization of  carbonates (mainly calcite), with calcite 

acting as a cementation agent for binding soil grains [Dhami et al., 2013]. 

Biomineralization is a naturally occurring process and MICP stimulates the in situ 

microbes, resulting in the precipitation of calcite through urea decomposition by soil borne 

microbes [Burbank et al., 2012; Gat et al., 2014]. MICP requires less chemical injection 

and is energy efficient due to incorporating low/no mechanical energy. Finally, MICP is 

non-disruptive to existing structures and is suitable for large-area applications [DeJong et 

al., 2010, 2013]. 

4.1.1 Monitoring MICP process  

Various methods are discussed in literature for monitoring the MICP processes 

(e.g., Anderson et al., 2003; Mitchell and Santamarina, 2005; Dejong et al., 2006; 

Rodriguez-Navarro et al., 2012; Gomez et al., 2015), and they can be categorized as being 

direct and indirect methods. Direct monitoring methods (e.g., chemical analysis, X-ray 

diffraction, microbial analysis, triaxial load test, etc.) are known to be accurate techniques. 

However, these methods are typically invasive because they require sampling, and are 

spatially limited, labor intensive, expensive, and incapable of real-time monitoring. 

Indirect monitoring techniques (e.g., geophysical methods) on the other hand, are 
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noninvasive and cost efficient methods that can deliver high temporal and spatial 

subsurface imaging [Weil et al., 2012]. The main disadvantage of geophysical monitoring 

can be limited accuracy, true for every indirect method, and erroneous data interpretation 

that are typically associated with the user/operator (examples of common errors are poor 

survey configuration, survey systematic errors, erroneous data processing, over 

interpretation, etc.) [Maclennan, 2013]. The ideal monitoring approach should utilize both 

indirect and direct methods, the former for continuous high resolution monitoring and the 

latter for selective, high accuracy, ground-truthing. 

Geophysical methods have been widely used in the recent past to enhance the 

reliability and efficiency of geotechnical projects [Anderson et al., 2008; Arjwech and 

Everett, 2015]. For this project we focus on the use of induced polarization (IP), an 

emerging geophysical method on environmental applications, to evaluate the progress of 

MICP at a field site. IP is a well-established method in the mineral exploration industry 

[Moon et al., 2006] and is increasingly being used for near surface environmental 

applications (e.g., Williams et al., 2009; Flores Orozco et al., 2012; Ntarlagiannis et al., 

2016). We consider IP an important method for MICP projects because it is sensitive to 

carbonate formation and dissolution [Saneiyan et al., 2018], and also can be used for 

autonomous long term monitoring – a characteristic crucial for successful soil stabilization 

efforts that is currently not being offered by any other methods. Additionally, we had the 

opportunity to briefly utilize another emerging environmental geophysical method, nuclear 

magnetic resonance (NMR), which is sensitive to water content and pore geometry in earth 

media [Walsh et al., 2013] and conceptually can be diagnostic for MICP processes 

[Saneiyan et al., 2018]. Although we have a very limited NMR dataset (logistical problems 
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prevented us from using the NMR tool for the duration of the experiment), we believe that 

the presentation of the results is important due the significant potential NMR holds for 

future MICP applications. With this paper, we focus on the IP results of this unpreceded 

field scale experiment, and discuss the suitability of the method as a long term monitoring 

aid for MICP projects. 

4.2 Study site description  

The Rifle Integrated Field Research Challenge (IFRC) site is a decommissioned 

vanadium and uranium processing facility field located 0.3 miles southeast of the city of 

Rifle, Colorado [U.S. Department of Energy, 1999]. Previously, it was shown that MICP 

treatment can be successfully performed at this site due to abundant amounts of Ca2+ ions 

and necessary microbes in the aquifer [Smith et al., 2012]. A 1.75 m engineered clay cap 

was compacted over alluvial sediments of the Colorado River’s riverbank as a part of site 

remediation during 1990s. The average depth of groundwater at this site is about 3.5 m 

below ground surface (bgs). At the depth of 6.1 m bgs, an impermeable layer of the 

Wasatch formation is present [U.S. Department of Energy, 1999; Anderson et al., 2003; 

Flores Orozco et al., 2011; Fox et al., 2012]. In 2012 an array of cased and open 

observation wells was installed at plot B (Figure 4.1a) [Fox et al., 2012] to allow direct 

injection and sample withdrawal from the aquifer at depths of 3.66, 4.57, 5.49, 6.4, 7.3, 

and 7.62 m bgs. Open wells had a diameter of 10.2 cm, wide enough for inserting borehole 

geophysical instruments. For this study, we used cased wells 12, 13 and 14 for injection 

and wells 25 and 26 for withdrawal; samples for geochemical analysis were collected from 

wells 1, 2, 3, 4, 25 and 26 (Figure 4.1b). In open well 1, we introduced artificial substrate 

core samples (ASCs) made from coarse grain Colorado silica sand mixed with archived 
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sediment from the IFRC site at a 1:1 ratio by volume and packed into slotted PVC pipes. 

These introduced core samples remained in the well (to undergo similar processes with the 

surrounding environment) until the end of the study after which X-ray diffraction was used 

to determine whether calcite was present or not. 

4.3 Material and methods 

4.3.1 Chemical and microbiological processes 

MICP is the result of microbial activity in subsurface. The process involves the 

microbially mediated production of CO2 as well as the products of urea decomposition 

(ureolysis), which include NH4
+. Sporosarcina pasteurii (formerly known as Bacillus 

pasteurii), an aerobic, naturally occurring bacterium in soils, is commonly utilized in MICP 

projects [DeJong et al., 2006; Anbu et al., 2016]. During MICP, S. pasteurii will 

decompose urea (Equation 4.1) and in presence of Ca2+ ions, calcite will precipitate 

(Equation 4.6) [DeJong et al., 2010; Burbank et al., 2011, 2013; Dhami et al., 2013; Wang 

et al., 2017]. 

NH2-CO-NH2 + 3H2O → NH2COOH + NH3 (4.1) 

NH2COOH + H2O → H2CO3 + NH3 (4.2) 

H2CO3 ↔ HCO3
- + H+ (4.3) 

2NH3 + 2H2O ↔ 2NH4
+ + 2OH- (4.4) 

HCO3
- + H+ + 2OH- ↔ CO3

2- + 2H2O (4.5) 

Ca2+ + HCO3
- + OH- → CaCO3 ↓ + H2O (4.6) 

Ca2+ + microbial cell → Cell-Ca2+ (4.7) 

Cell-Ca2+ + CO3- → Cell-CaCO3 ↓ (4.8) 
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(a) 

 

(b) 

 

Figure 4.1: Study site. (a) The IFRC at Rifle, CO. Top right inset, view of existing wells used in this 

study, (b) schematic of existing wells at plot B of the IFRC and used during this project. Survey lines are 

clipped horizontally for simplicity. 
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If the concentration of Ca2+ is sufficient in solution, Ca2+ ions will attach to 

microbial cells (Equation 4.7) and in presence of CO3
2- ions (Equation 4.5), calcite 

precipitation will also occur at the surface of microbial cells (Equation 4.8) [Anbu et al., 

2016]. The general distribution of microbial cells in the saturated, shallow subsurface 

environments and the common occurrence of ureolytic microbes in aquifers [Smith et al., 

2012] leads to calcite precipitation when native microbes are properly stimulated [Boquet 

et al., 1973; Mitchell and Santamarina, 2005; Al Qabany et al., 2012; Ng et al., 2012]. 

Additionally, with the mentioned parallel path ways of calcite precipitation (Equation 4.6 

and 4.8), MICP generally results in a more homogenous spatial distribution of calcite 

precipitation inside the porous medium [Cheng and Cord-Ruwisch, 2012] compared to 

chemical induced calcite precipitation. 

4.3.2 Geophysical monitoring 

4.3.2.1 Induced polarization 

In most soils, where metallic minerals are not present, electrical current travels in 

the subsurface through electrolytic (σele) and surface (σsurf) conduction (Equation 4.9) 

[Waxman and Smits, 1968; Slater and Lesmes, 2002]. Both electrolytic and surface 

conduction pathways are ionic, the former through the fluids in the interconnected pore 

space, and the latter through the electrical double layer (EDL) at the available matrix-fluid 

interfaces [Binley and Kemna, 2005]. σele is controlled solely by fluid properties, while σsurf 

is a complex property dependent on surface properties (e.g., surface area, pore size 

distribution, surface charge density) and to a lesser degree on fluid properties [Lesmes and 

Frye, 2001; Binley and Kemna, 2005; Weller et al., 2013]. These two conduction pathways 

are commonly modeled to act in parallel for simplicity [Waxman and Smits, 1968; Lesmes 
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and Frye, 2001]. The real component (𝜎′) of the complex conductivity (𝜎∗) represents 

electromigration in subsurface, while the imaginary one (𝜎′′) represents charge 

polarization (Equation 4.9). The common geophysical method, electrical resistivity 

imaging (ERI), measures only the real component while the induced polarization (IP) 

method, which can be considered an extension of ERI, allows the measurement of the 

complex electrical properties of the subsurface.  The measured parameters in frequency 

domain measurements are conductivity magnitude (|σ|) and phase angle (𝜙); the complex 

parameters are then calculated using equation 9: 

𝜎∗ = 𝜎′ + 𝑖𝜎′′ =  |𝜎|𝑒𝑖𝜙 (4.9) 

where i = √−1. Most commonly though, field IP measurements are performed in the time 

domain and the parameters measured are the resistance magnitude (R) and the apparent 

chargeability (ma) (Equation 4.10): 

𝑀𝑎 =  
𝑉𝑠

𝑉𝑝
 (4.10) 

where ma is chargeability at time t, Vs is the measured secondary voltage at time t after 

current shut-off and Vp is the primary voltage (current is on). It is important to highlight 

that Vs is measurable only when subsurface polarization mechanisms are significant. Since 

Vs is small relative to Vp we measure an integral of ma (Equation 4.11) over a decay curve 

for a certain time (t) after the current injection is turned off: 

𝑚𝑎 =
1

(𝑡2 − 𝑡1)
 

1

𝑉𝑝
∫ 𝑉(𝑡)𝑑𝑡

𝑡2

𝑡1

 (4.11) 
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At low frequencies (below 10Hz), the measured IP parameters in the frequency (𝜙) and 

time (ma) domains are proportional since they both describe the polarization relative to 

electromigration (Equation 4.12) [Van Voorhis et al., 1973; Slater and Lesmes, 2002]: 

ma = -κ 𝜙 (4.12) 

where κ is a proportionality constant and can be experimentally derived. 

4.3.2.2 Borehole nuclear magnetic resonance 

Nuclear magnetic resonance (NMR) is a well-established method in the oil industry 

to obtain permeability of the subsurface. Recently, the method has been used in near-

surface applications for hydrological and environmental applications (e.g., measuring 

subsurface hydraulic conductivity, water content, pore size distribution, etc.) [Dlubac et 

al., 2013; Walsh et al., 2013]. In this method, a static magnetic signal will be transmitted 

into the ground resulting in polarization of hydrogen atoms in the parallel to the emitted 

magnetic field. Then, a relaxation decay time (T2) will be measured (when the static 

magnetic field is extinguished) which is the time for polarized atoms to return to their 

natural state. In saturated zones (below water table), T2 distribution reflects the water-filled 

porosity (φ). Generally, larger pores result in longer relaxation times and smaller pores will 

have shorter observed relaxation times in the NMR measurements. Then, hydraulic 

conductivity (K) can be derived from various empirical equations (e.g., equation 4.13) 

[Walsh et al., 2013; Knight et al., 2016]. 

KNMR = b φ m(T2ML)2    [m/day]  (4.13) 

where KNMR is the hydraulic conductivity, φ is NMR determined porosity, T2ML is the 

arithmetic mean of log T2, b and m are empirically determined constants. 
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4.3.3 Experiment setup and procedure 

According to Whiffin et al., (2007), laboratory bio-cementation experiments have 

four successive stages: (1) initial water flush - to rinse the soil, (2) microbial injection, (3) 

reaction fluid injection - to initiate cementation immediately after microbial injection, 

following by a no-flow reaction period, (4) final rinse - to flush the microbes out. 

Furthermore, effective cementation occurs at higher concentration of initial solutions (e.g., 

higher concentrations of urea) [DeJong et al., 2006; Burbank et al., 2011; Anbu et al., 

2016]. 

In this study, we designed the following steps to conduct a field scale MICP project: 

(1) injecting the needed nutrients (360 liters of 0.13 g sugarcane molasses/L, 

Figure 4.1b) to stimulate the ureolytic microbes known to exist at the IFRC site 

[Fox et al., 2012],  

(2) microbial growth period (24 hours),  

(3) urea injection (360 liters – Day 2 to 4: 0.5 g urea/L, Day 8 to 14: 7.78 g urea/L) 

to promote calcite bio-mineralization,  

(4) groundwater pumping from downgradient well(s) (Figure 4.1b) to support the 

preferential flow path, and collect fluid samples for geochemical monitoring.  

For all injections, we combined extracted groundwater from the site with the needed 

urea and/or molasses. For the duration of the experiment, solution samples were collected 

at downgradient wells (25, 26), middle wells (18 and 1), and one upgradient well 4 (Figure 

4.1b) and analyzed for ammonia concentration (using 50mL solution samples, analyzed 

with commercially available colorimetric test kits – CHEMetrics V-200 photometer and 

Vacu-vials, at the filed laboratory) and changes in other physical and chemical properties 

(e.g., fluid conductivity, pH, dissolved oxygen, etc.) by using portable sample analyzers 

(e.g., Thermo Scientific, Orion 4 Star Plus) [Ohan et al., 2017]. 
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Surface electrical measurements (IP/resistivity) were made daily (15 days in total). 

Graphite electrodes were used for these measurements; prior to the field experiment we 

tested the use of both stainless steel and graphite electrodes and we found that graphite 

offers superior performance (consistent low contact resistances – below 2 kOhm, while 

stainless steel had larger variability) consistent with literature findings [LaBrecque and 

Daily, 2008; Kemna et al., 2012]. We used 24 electrodes (1 m spacing) and extended the 

lines about 9 m off the treatment area (at each side) to ensure adequate imaging resolution. 

Three survey lines were utilized in this study to capture the MICP progress in subsurface 

in three different cross sections: near injection wells, in the middle of the plot and near the 

withdrawal wells (Figure 4.1b). A mixed survey array was utilized, offering high S/N and 

optimized for the multichannel instrument used (IRIS instruments Syscal Pro 48). For each 

dataset, we set the injection current period at 1 second and the stacking to minimum 2 and 

maximum 4, with 2% error threshold. Finally, we collected a complete reciprocal set of 

measurements for error analysis [Koestel et al., 2008; Robinson et al., 2012]. 

A single NMR measurement was collected for the treated (well 1) and untreated 

areas (wells 2 and 3) on day 7 (middle of the experiment) using the Javelin 350 tool 

(sensitive to water at a radius of about 7.5″) [Walsh et al., 2013]. The data were used for 

the qualitative comparison of K in the treated versus untreated area. 

Small (20 grams) destructive samples from middle of the ASCs (that were 

incubated in the wells for the duration of this study) were collected and dried in the oven 

for 48 hours. These coarse samples directly underwent X-ray diffraction (XRD) analysis 

to detect whether calcite was present in them or not. Control ASCs (not incubated in the 
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wells, preserved at -80°C before drying in the oven for XRD analysis) also underwent the 

same procedure. 

4.4 Data processing 

After data acquisition, the following processing steps were taken to prepare the data 

for inversion and analysis (Figure 4.2):  

1) Initial filtering: removing duplicate measurements, nested measurements 

(potential electrode(s) placed between current electrodes), voltage overloads 

(>15000 mV), low current measurements (<10 mA), dummy measurements 

(added by the instrument for efficiency) and abnormal chargeability values for 

this field site (>20 mV/V). 

2) Error analysis (explained in section 4.1). 

3) Final filtering:  

a. removing individual measurements with >10% reciprocal error, and  

b. datasets with an insufficient number of measurements (total number of 

measurements after all filtering steps less than 60% of initial number of 

measurements, before all filters). 

Processed data were inverted using CR2 (a complex conductivity inversion code 

developed by Dr. Andrew Binley) [Binley and Kemna, 2005]. To use CR2, time-domain 

chargeability values were converted to phase angle values. A linear relationship between 

chargeability and phase angle was calculated (e.q. 12) by assuming constant frequency 

phase angle response in time-domain IP measurements [Marshallt and Madden, 1959; 

Seigle, 1959; Vinegar and Waxman, 1984; Kemna et al., 1997]. A factor 1.2 was used 

(based on the intrinsic features of the instrument and previous laboratory analysis) to 

convert chargeability into phase angle values; the conversion details are described in 

Mwakanyamale et al., (2012). 
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Figure 4.2: Flowchart of data collection, processing and inversion 

 

4.4.1 Error analysis 

Reciprocal measurements were carried out to estimate the appropriate data error 

models and calculate resistance and phase angle errors. For simplicity, the error models are 

presented only for 3 days (day 1/background, day 6/middle stage of the study and day 

15/end of study) for each line (Figure 4.3 and Figure 4.4); all days showed similar error 

models.  

Error models were calculated based on the multi-bin analysis (for more details of 

the method, see Koestel et al., 2008; Orozco et al., 2012). Equations 4.14 and 4.15 show 

the power law fits used for error models construction, based on the observed data 

distributions. 
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Resistance error model: 

𝑅𝑒𝑟𝑟𝑜𝑟 =  𝛼𝑅𝑎𝑣𝑔
𝛽

 [𝑜ℎ𝑚 (Ω)] 

where: 𝛼 and 𝛽 are constants obtained from best fit,   

𝑅𝑒𝑟𝑟𝑜𝑟 = |𝑅𝑛𝑜𝑟𝑚𝑎𝑙 − 𝑅𝑟𝑒𝑐𝑖𝑝𝑟𝑜𝑐𝑎𝑙| and 𝑅𝑎𝑣𝑔 =
𝑅𝑛𝑜𝑟𝑚𝑎𝑙−𝑅𝑟𝑒𝑐𝑖𝑝𝑟𝑜𝑐𝑎𝑙

2
 

(4.14) 

 

Phase angle error model: 

𝑠(𝜙) =  𝑎𝑅𝑏 [𝑚𝑅𝑎𝑑] 

where: a and b are constants obtained from best fit,   

𝑠(𝜙) = |𝜙𝑛𝑜𝑟𝑚𝑎𝑙 − 𝜙𝑟𝑒𝑐𝑖𝑝𝑟𝑜𝑐𝑎𝑙| and 𝑅 = 𝑅𝑛𝑜𝑟𝑚𝑎𝑙 

(4.15) 

 

To illustrate the impact of filtering processes on data cleaning, measurements 

before and after all filtering steps are presented in Figure 4.5. Phase angle values are 

presented in plots of M (position number of the first potential electrode) versus A (position 

number of the first current electrode) for the first dipole-dipole skip in a 4 electrode (A-

B/current pair, M-N/potential pair) measurement [Orozco et al., 2013]. Days 

1/background, 6/middle stage and 15/end of study were chosen for all 3 survey lines except 

day 1 for line 3, where no background data was available. 
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Figure 4.3: Power law resistance error model plots for the three survey lines. 𝑅𝑒𝑟𝑟𝑜𝑟  [Ω] =  𝛼𝑅𝑎𝑣𝑔
𝛽

. 

Background data is not available for survey line 3 
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Figure 4.4: Power law phase angle error model plots for the three survey lines. 𝑠(𝜙)[𝑚𝑅𝑎𝑑] =  𝑎𝑅𝑏. 

Background data is not available for survey line 3 
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Figure 4.5: Plots of measured phase angle values before (left) and after (right) filtering. Each 

measurement is represented by a colored pixel where the x coordinate is position number of the first 

current electrode (A) and y coordinate is position number of first potential electrode (M) for a 4 

electrode (A-B/current pair, M-N/potential pair) measurement. –𝜙 > 25 values are represented as 

dark red in raw plots and white pixels represent “no data” points. These graphs are plotted based on 

the first dipole-dipole skips in each dataset. 

 

 

4.5 Results 

Resistivity imaging, the electromigration term of IP surveys, provides a clear and 

consistent subsurface image that agrees very well with the site’s well described geology 

(Figure 4.6a), but fails to provide temporal changes that could be associated to the MICP 

treatment (Figure 4.6b). On the other hand, imaginary conductivity, the polarization term 

of IP surveys, shows temporal changes that coincide with the location, and timing, of the 

MICP treatment (Figure 4.6b).  Imaginary conductivity images show an overall 500% 

increase in signal while resistivity increased roughly 30% versus background. Subsurface 

phase images show similar behavior to imaginary conductivity; we chose to present the 
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detailed IP results in terms of resistivity and phase since these are the field parameters used 

during IP surveys. 
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Figure 4.6: (a) Resistivity profile of the treatment plot (middle line – background data/before treatment) 

along with its geologic log (from extracted cores during borehole drilling at well 1) [Fox et al., 2012], (b) 

Changes in imaginary conductivity (top) and resistivity (bottom) from background (day 1) for line 1. Other 

lines showed similar behavior. 
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Inverted phase angle subsurface images for each of the survey lines show clear 

changes from day 6 onward, in the groundwater zone, at depths of 3 to 6 meters (Figure 

4.7 to Figure 4.9). Both the magnitude of the observed phase angle and the area that was 

impacted increased over time. 
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Figure 4.7: Phase angle changes over time for survey line 1. 

 

Day 1 (background) 

 

Day 4 

 

Day 6 

 

Day 8 

 

Day 10 

 

Day 12 

 

Day 14 

 

Day 15 (end of study) 

 

 
 

𝜙 [mRad] 

 

Figure 4.8: Phase angle changes over time for survey line 2. 
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Figure 4.9: Phase angle changes over time for survey line 3. No background data is available. 

 

A single day borehole NMR measurement was collected halfway through the 

experiment (day 7) and the data were used to estimate hydraulic conductivity (K) at three 

open boreholes. The K calculated is an order of magnitude lower for the center of the 

treatment area (well 1: K = 3x10-2 m/day), compared to the wells peripheral to the treatment 

(well 2: K = 6x10-1 m/day and well 3: K = 10-1 m/day, Figure 4.1b) at the depth of interest 

(5 m).  

At the end of the study, artificial substrate core samples were collected from open 

hole well 1 and then analyzed by X-Ray diffraction (XRD) to detect calcite. A peak at 

angle of 2Theta = 29.4o, characteristic of calcite (green vertical lines, Figure 4.10), was 

observed in the treated soil sample only (Figure 4.10). In contrast, no calcite peak was 

observed for the same soil sample that was not incubated in the aquifer during the field 

study (control/untreated sample). 
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Figure 4.10: Results of XRD analysis of treated (after 15 days) and control/untreated soil samples for 

artificial substrate core samples retrieved from well 1. Green vertical lines show the 2Theta angle (ICDD 

PDF reference 00-005-0586) for pure calcite mineral [JCPDS, 2013] 

4.5.1 Field observations 

From day 11 until the end of the study, back pressure was observed during the 

injection process at well 14 resulting in a fluid backflow out of the well. Increase in the 

levels of ammonia [Ohan, 2018], indicative of ureolysis, was also observed initially in well 

18 (middle of the treatment plot) and then in well 4 towards the end of the study (Figure 

4.11). The difference in the solution conductivity between injection fluid (mixture of urea 

and molasses) and background (aquifer groundwater conductivity: ~1.54 mS/cm) was 

negligible. Average groundwater flow velocity was calculated at 0.63 m/day [Fox et al., 

2012]. 

 

Figure 4.11: Daily measurements of ammonia (NH3) concentration at wells 18 (middle of plot), well 4 

and phase angle (𝜙) changes at location of 13 m (right above well 18) and depth of 4.5 m (ammonia 

sampling depth). 
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4.6 Discussion 

Geochemical monitoring and field observations strongly suggest that the MICP 

treatment was successful. The confirmed presence of calcite precipitation in sediments that 

were incubated in the treated aquifer (XRD, Figure 4.10), and the higher ammonia 

concentration in the sampled groundwater (Figure 4.11), fully support active MICP in the 

target area. Additionally, the observed backflow in well 14 (Figure 4.1b) can be explained 

by pore clogging (due to calcite precipitation and/or biofilm development), further supports 

calcite precipitation at the treated area. Furthermore, the NMR measurements showing 

lower hydraulic conductivity in treated wells versus untreated wells are in complete 

agreement with calcite formation as a result of MICP processes. Pore clogging has been 

observed in previous MICP experiments and has been attributed to calcite precipitation 

and/or biofilm development [Fujita et al., 2008]. 

Resistivity imaging provided clear images of the site geology but showed no 

changes in the subsurface that could be related to the MICP treatment. The conductive top 

layer (Figure 4.6a) correlates well with the engineered clay cap that was added to this site 

as a part of site remediation during the 1990s. Furthermore, the resistive bottom layer (~3.5 

m bgs) coincides with the top of aquifer groundwater (Figure 4.6a) [U.S. Department of 

Energy, 1999].  

On the other hand, subsurface imaginary conductivity images show clear and 

increasing changes in the treatment area over the duration of the experiment (Figure 4.6b). 

Unlike resistivity that shows bulk changes in subsurface, imaginary conductivity signal is 

sensitive to interfacial changes and since the imaginary component changes are far more 

dominant in the treatment area than the resistivity changes, it is safe to assume that 
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interfacial processes are the main driving mechanism [Slater and Lesmes, 2002], in 

agreement with calcite formation processes. 

Subsurface images of phase angle, a common IP field parameter, closely follows 

the imaginary conductivity changes (Figure 4.7 to Figure 4.9).  The phase angle changes 

were centered in the groundwater zone of injection, and propagated in the direction of fluid 

flow in the aquifer (groundwater/pumping). Phase angle anomalies increased (spatially) 

with time and the peak magnitude (~6 mRad) progressively reached larger volumes (Figure 

4.12). The observed phase angle changes can safely be attributed to the MICP treatment, 

in agreement with the geochemical monitoring, and in the absence of any other possible 

subsurface processes (e.g., no rain or other influential event happened during this study). 

Indeed, phase angle anomalies can be linked to MICP processes; laboratory research has 

shown that calcite precipitation in porous media generates strong IP signals with recorded 

phase angles higher than 4 mRads [Wu et al., 2010; Saneiyan et al., 2018]. 

The results of the current field experiment strongly suggest that IP can be used to 

monitor MICP processes. Figure 4.12 presents a conceptual model of the MICP progress 

based solely on IP imaging (phase angle). Phase angle anomalies that were observed from 

approximately day 6 onward for all three lines highlight the onset of significant calcite 

formation, suggesting delay before optimal conditions (high concertation of ureolytic 

microbes) were achieved for MICP (given the groundwater velocity was ~0.63 m/day). We 

should also mention that the delayed observation can be related to the resolution of the 

geophysical imaging method, that might not be sensitive to early processes. Some calcite 

precipitation could have started earlier, but needed to be significant enough to generate a 

detectable signal by the IP survey. 
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For the conceptual model we chose the cutoff value of 4.5 mRad as the indicator of 

calcite precipitation based on laboratory experiments, and from published literature [Wu et 

al., 2010; Saneiyan et al., 2018]. This proof-of-concept field project validated the IP 

method as a potential monitoring aid in MICP projects (Figure 4.12). Following day 6, we 

note the advantage that geophysical monitoring can offer. From this point on, we saw the 

phase angle change expanding at higher rates.  If we assume that the observed phase angle 

was due to calcite concentration, then IP can spatially and temporally monitor the status of 

soil strengthening (Figure 4.12). Such information can be helpful during the active soil 

strengthening projects, and also during integrity assessment of the treatment over the 

lifespan of such projects. Since some MICP changes may be reversible,  IP may be able to 

identify ‘weakening’ areas that need to be retreated [Saneiyan et al., 2018]. 

This project conclusively showed that MICP is a mature method for field 

applications of soil stabilization. There are still concerns over environmental issues, 

namely the generation of byproduct ammonia that can be harmful to aquatic organisms 

under certain conditions. Indeed, during our experiment  the concentration of ammonia did 

reach levels up to 60 ppm in the wells directly downgradient from injection but only for a 

short period of time; we saw an increase after day 9 and a sharp decline after day 15 (Figure 

4.11). The observed decline was likely due to the fact that the microbes were not being 

actively “fed” urea (towards the end of the study), decreasing the rate of conversion to 

ammonia. This evidence, combined with the fact that the old Rifle site has very fast 

recharge (20,000 L/day) [Fox et al., 2012] means that ammonia would reach pre-injection 

levels quickly. Nonetheless, it is important to track the byproducts of any soil or aquifer 

amendment to ensure that no harmful compounds accumulate in the groundwater. 
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Future research should focus on field experiments designed for quantitative 

interpretation of MICP processes supported by complete geochemical data that can be used 

to constrain, and help define, the geophysical values. Furthermore, forward modeling 

before the actual field experiment is recommended to help design the optimal survey 

configuration for each specific. The results of our experiment can be used to guide future 

modeling efforts. 

Background  

 

Day 8 

 

Day 12 

 

Day 15 (end of study) 

 

 Figure 4.12: Conceptual 3D model of the progression of MICP in subsurface at the IFRC site from the 

beginning of the field study to the end, based on geophysical imaging. The cutoff value for the phase 

angle anomaly was 4.5 < −𝜙 < 6 [mRad], which was based on laboratory experiments [Wu et al., 2010; 

Saneiyan et al., 2018]. Green vertical lines: injection wells, red vertical lines: withdrawal wells 
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4.7 Conclusion 

Field applications of geophysical methods have long been accepted as standard and 

cost efficient techniques to monitor subsurface changes with minimal impact to the 

environment. ERI, commonly used in such investigations, failed to provide information on 

MICP processes, but needed information on local geology that was used for improving the 

IP data processing. This study clearly shows that the IP method can successfully monitor 

ground improvement processes as a result of MICP. IP is able to provide the direction and 

magnitude of these changes in real time. Conceptually, IP can be used for the long term 

autonomous monitoring of MICP treated sites, with complementary support of limited 

direct geochemical measurements. Further studies are needed to develop the quantitative 

links between IP signals and the degree of ground improvement. 
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Chapter 5: Geophysical tools for monitoring bio-mediated soil 

stabilization processes1 

Abstract 

Soil stabilization processes aim at enhancing soil engineering properties. Although 

the concept is straight forward, it involves physical and chemical changes to the subsurface 

and includes utilizing complex processes and delicate balances. Bio-mediated soil 

stabilization, particularly microbial induced calcite precipitation (MICP), is no exception 

and needs to be well understood before real life applications. Hence, methods with high 

spatial and temporal resolution are required to monitor and characterize MICP application 

characteristics and the treatment long term performance. Spectral induced polarization 

(SIP), an established geophysical method, has shown to be sensitive to products of MICP 

before (e.g., calcite). In here, we performed a two-phase study to explore its suitability for 

field applications. Phase one involved a laboratory scale MICP study in a controlled 

environment and phase two a field scale study under real life conditions. In the laboratory, 

MICP was promoted through the introduction of ureolytic microorganisms, while in the 

field, indigenous soil microbes were stimulated; in both cases traditional geochemical 

monitoring along with temporally dense SIP monitoring were performed. The success of 

MICP was confirmed, in both phases, by chemical analysis.  Over the course of the 

laboratory study, SIP successfully tracked the MICP progress as well as the microscale 

calcite precipitation behavior. Similarly, the SIP results of the field scale study showed to 

be sensitive to the subsurface changes due to MICP. SIP offered high resolution, temporal 

                                                 
1 This chapter is under preparation for submission in Ecological Engineering. 
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and spatially dense, information on the MICP progress and status. Equally important, SIP 

signals related to field applications can be successfully studied in controlled laboratory 

environments despite complexity differences. 

5.1 Introduction 

Global population is increasing, and according to the United Nations, 55% of the 

total human population is located in urban areas and is expected to increase to 68% by 2050 

[United Nations, Department of Economic and Social Affairs, 2018]. Increased 

urbanization has led to an increase in construction of buildings and infrastructures on 

smaller areas, where soils may suffer from substandard geotechnical characteristics (e.g., 

weak, loose or highly porous materials). To address this problem, engineers need to 

enhance the engineering properties (e.g., stiffness) of soils to bring these materials to within 

acceptable standards prior to any construction projects [DeJong et al., 2010, 2013]. 

Currently, soil enhancement (stabilization) procedures include the use of synthetic, and in 

some cases natural, stabilizing agents (e.g., cement grouting, lime grouting) into the ground 

or use of purely physical forces (e.g., deep dynamic soil compaction). These procedures 

mostly depend on man-made material and processes that result in high application cost. 

Furthermore, synthetic material can be harmful to the environment and sometime to human 

health, for example, in instances where these materials contaminate groundwater. 

Traditional engineering procedures can also cause irreversible damage to soil 

microorganism viability and ecosystems [Worrell et al., 2001; Karol, 2003; Chang et al., 

2015; Mujah et al., 2017; Wang et al., 2017]. 

A cost efficient and environmentally friendly method for soil stabilization is 

microbial induced calcite precipitation (MICP). MICP enhances soil’s engineering 
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properties by using soil borne microorganisms to promote calcite formation that in turn 

acts to bind unconsolidated materials. MICP is suitable for construction purposes, and for 

anywhere that porosity/permeability reduction is required (e.g., crack remediation, 

confining contamination, erosion prevention and dust control) [DeJong et al., 2010; Abo-

El-Enein and Ali, 2012; Montoya et al., 2013; Mujah et al., 2017]. Additionally, MICP is 

suitable for long term applications and could be used in already developed areas (e.g., under 

existing buildings) [Ivanov and Chu, 2008; Burbank et al., 2013; Anbu et al., 2016]. 

Although MICP is an effective soil stabilization method in laboratory scale and in 

limited field applications [DeJong et al., 2006; Gomez et al., 2015; Saneiyan et al., 2019], 

practical field implementations require further testing, and especially characterization 

during application and long term performance. Geophysical methods, routinely used for 

characterization and long term monitoring of subsurface processes [Caterina et al., 2017; 

Day-Lewis et al., 2017], can be used to support MICP applications [Saneiyan et al., 2018]. 

The advantages of geophysical methods over conventional monitoring methods for 

evaluating the progress of MICP have been previously discussed [Saneiyan et al., 2019].  

The micro scale processes during MICP require elaborate studying and analysis 

that are usually followed by destruction of the samples. Thus, methods are required to 

obtain such information while preventing the destructive procedures. This research 

introduces a new geophysical technique, the spectral induced polarization (SIP), for the 

purpose of MICP characterization/monitoring and compares and contrasts with previously 

used approaches. SIP signals appear to be sensitive to multiple processes during MICP 

(e.g., calcite precipitation and microbial activity) [Saneiyan et al., 2018, 2019] and could 

offer additional information on MICP that could be used to optimize application and long 
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term monitoring performance. To investigate the use of SIP as a method for non-destructive 

evaluation of progress of MICP in geological systems we conducted laboratory and field 

studies in which we added amendments to porous media to create conditions known to 

promote calcite precipitation. Our findings indicate that SIP could track MICP processes 

in the media (both in laboratory and field) and provide micro scale information about these 

processes without disrupting the media. 

5.2 Background and theory 

5.2.1 Microbiology of MICP 

For MICP to proceed, microbes capable of urea hydrolysis must be present under 

conditions enriched with urea and calcium ions (Ca2+). Among the microorganisms capable 

of ureolysis (decomposing urea), Sporosarcina pasteurii (S. pasteurii) is one of the most 

established candidates for MICP purposes. This ubiquitous soil bacterium efficiently 

decomposes urea (Equation 5.1) that could result in calcite precipitation in a calcium rich 

environment (Equation 5.2). Additionally, it has been shown that S. pasteurii produces 

large calcite crystals and offer better distribution of the precipitation (i.e., more 

homogeneous precipitation) by attaching to calcium ions (Equation 5.3), resulting in better 

overall soil’s engineering qualities [Mitchell and Ferris, 2006; Dhami et al., 2013; Anbu et 

al., 2016; Mujah et al., 2017; Wang et al., 2017]. 

NH2-CO-NH2 + H2O → CO3
2- + 2NH4

+ (5.1) 

Ca2+ + CO3
2-  → CaCO3 ↓ (5.2) 

Microbial cell-Ca2+ + CO3- → Cell-CaCO3 ↓ (5.3) 
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5.2.2 Geophysical monitoring 

Geophysical methods are prime candidates for monitoring subsurface processes as 

they are cost efficient, minimally- or non-disruptive to the environment and subsurface, 

suitable for long-term monitoring applications  and can offer real-time monitoring abilities 

along with high spatial and temporal resolution (e.g., Binley and Kemna, 2005; Atekwana 

and Slater, 2009; Kemna et al., 2012). 

5.2.2.1 Spectral induced polarization 

Induced polarization (IP) is an established geophysical method used to study the 

low frequency resistive and capacitive characteristics of soils [Binley and Kemna, 2005; 

Kemna et al., 2012]. IP can be measured in both time-domain (TDIP) and frequency-

domain (spectral IP - SIP). Generally, electrical current in the subsurface travels through 

ionic and electronic pathways; the former, through electrolytic (σele) and surface (σsurf) 

conduction pathways [Waxman and Smits, 1968; Lesmes and Frye, 2001] and the latter, 

through electronic conductors (σelc) in the presence of interconnected conductive material 

(e.g., metallic minerals). In near-surface applications where redox processes are not 

involved and electronic conductors are sparse or absent, and the electrical conduction is 

dominated by ionic electro-migration [Kemna et al., 2012]. σele is primarily controlled by 

the physical properties of pore fluid and σsurf is a complex electrical property and mainly 

controlled by surface properties (e.g., surface charge density, surface area and pore size 

distribution) at the electrical double layer (EDL) (i.e., is less dependent on fluid properties). 

These conduction pathways are typically modeled to act in parallel [Waxman and Smits, 

1968; Lesmes and Frye, 2001; Binley and Kemna, 2005; Kemna et al., 2012; Weller et al., 

2013]. 
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SIP parameters (conductivity magnitude, |σ|, and phase shift, 𝜙) are typically 

measured through a 4-electrode configuration (similar to DC resistivity), two current 

injection and two for potential measurement. The imaginary (𝜎′′) and real (𝜎′) components 

of complex (σ*) conductivity can be calculated from the measured parameters (Equations 

5.4 to 5.6) [Binley and Kemna, 2005; Kemna et al., 2012]. 

𝜎∗ = 𝜎′ +  𝑖𝜎′′ =  |𝜎|𝑒𝑖𝜙 (5.4) 

𝜎′ = 𝜎𝑒𝑙𝑒
′ +  𝜎𝑠𝑢𝑟𝑓

′  (5.5) 

𝜎′′ = 𝜎𝑠𝑢𝑟𝑓
′′  (5.6) 

where i = √−1, σ’ = |σ|cos(𝜙) and σ’’ = |σ|sin(𝜙). 

5.2.2.2 Shear-wave velocity 

Shear-wave velocity measurement (Vs) is a commonly used method in geotechnical 

engineering for characterizing small-strain shear modulus (Gmax) in soils [Stokoe et al., 

1999; Yang and Liu, 2016]. In the laboratory, Vs is measured by piezoelectric bender 

elements [Lee and Santamarina, 2005; Choo et al., 2017]. Gmax is related to soil stiffness 

and can be calculated through shear-wave velocity (Equation 5.7). 

Vs = (Gmax/ρ)1/2      (5.7) 

where Vs is the shear wave velocity (m/s), Gmax  is the shear modulus, and ρ is the soil 

density [Santamarina et al., 2001]. 

As a non-invasive method, Vs is sensitive to calcite precipitation during MICP, with 

signal increase directly correlated with calcite precipitation density [Martinez et al., 2013; 

Gomez et al., 2017; Saneiyan et al., 2018]. 



87 

 

 

 

5.3 Experiment setup and procedure 

Two phases have been designed for this research. Phase 1 was conducted as a 

laboratory scale study in a controlled environment to study the mechanisms of MICP and 

develop monitoring protocols. Phase 2 was conducted as a field scale study in a natural 

setting, to study the effectiveness of the MICP treatment in typical field conditions. 

5.3.1 Phase 1: laboratory scale study 

5.3.1.1 Sample preparation 

As porous media we used a mixture of 95% by weight (weight %) clean Ottawa 

sand (Diameter: 0.6 – 0.85 mm) and 5% pure Kaolinite powder. The soil mixture was 

mechanically mixed to reach a homogeneous grain distribution, following standard 

laboratory procedures [Heenan et al., 2013], resulting in a total porosity of 26.5%. The 

mixture was prepared in this fashion to simulate natural conditions, ensure a better shear-

wave velocity signal [Cardoso et al., 2018; Saneiyan et al., 2018] and allow free movement 

of microbial cells [DeJong et al., 2006]. To minimize microbial contamination, soil 

samples were autoclaved before the experiment. 

S. pasteurii (ATCC 11859) samples were batch cultivated at 30 oC for 24 h on solid 

growth medium (cultivation medium mixed with agar) and then transferred to sterile liquid 

cultivation medium (Table 5.1). Inoculated cultivation medium was incubated at 30 oC for 

24 h prior to harvesting the microbial cells (to reach optimum turbidity). Turbid medium 

was centrifuged (5000 rpm for 15 min) and cells were harvested from bottom of the 

container, then resuspended in 25 ml of sterile calcite precipitation medium prior to MICP 

treatment (Table 5.1) [Ferris et al., 1996; Whiffin, 2004; DeJong et al., 2006; Whiffin et 

al., 2007]. 



88 

 

 

 

Table 5.1: Summary of laboratory scale MICP treatment solutions 

Solution Constituents   

Cultivation medium 20 g/L yeast extract 

8 mM (NH4)2SO4 

13 mM Tris buffer (to adjust at pH 9) 

Calcite precipitation medium 3 g/L Dehydrated nutrient broth (Difco)  

25 mM CaCl2 

25 mM NaHCO3 

333 mM Urea 

Microbial treatment medium Suspended microbial cells in 25 ml of 

Calcite precipitation medium 

Rinse    0.2 - 0.3 S/m KCl 

 

5.3.1.2 Column design 

Measurements were conducted in PVC sample holders (columns) equipped with 

four electrodes and two shear-wave velocity sensors (bender elements) (Figure 5.1). The 

non-polarizing Ag-AgCl potential electrodes were placed outside of the current flow to 

minimize spurious polarization effects [Vanhala and Soininen, 1995; Abdulsamad et al., 

2016]. One column was used as active and the other as control. Both columns were washed 

in isopropyl alcohol (70%) bath prior to packing to minimize potential contamination. 

5.3.1.3 Laboratory experiment setup and procedure 

Treatment medium preparation: 

Sterile PVC columns were wet packed with soil mixture to minimize air bubbles 

which are known to cause erroneous SIP and shear-wave velocity measurements. Columns 

were rinsed with deionized water at 0.5 ml/min for 4 h prior to the introduction of calcite 

precipitation solution (Table 5.1). Then, columns were saturated with calcite precipitation 

medium (Table 5.1) at 0.5 ml/min for 6 h which was the time needed for complete 

saturation as evidenced by equivalent conductivity and pH values for inflow and outflow. 
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Background SIP and shear-wave velocity measurements were performed for 72 h until the 

columns reached an equilibrium condition as determined by constant geophysical signals 

[Ustra et al., 2012; Personna et al., 2013]. 

(a) 

 

(b) 

 

Figure 5.1: Experimental column. (a) Column schematics. A, B are current and M, N are potential 

electrodes. (b) Photo of the column. 

 

MICP treatment: 

In the active column, under no-flow conditions, the microbial treatment solution 

(Table 5.1) was introduced to the column (Figure 5.1). After 24 h effluent samples were 

collected, and the columns were rinsed with KCl solution (conductivity: 0.2 – 0.3 S/m) at 

0.04 ml/min for 24 h (Table 5.2). This rinse stage was designed to: 1) simulate actual 

observed field conditions, where the treatment region was under constant groundwater flow 

regime [Saneiyan et al., 2019] and 2) minimize geophysical noise due to unusual increase 

in pore fluid conductivity as a result of the microbial treatment [Saneiyan et al., 2016]. 

After rinsing, pH and conductivity were measured at inflow and outflow ports to ensure 
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complete saturation, and SIP and shear-wave velocity measurements were carried out 

(Table 5.2). 

Table 5.2: Treatment and measurement procedure 

Step Procedure 

1. MICP treatment 24 h of microbial treatment (no-flow condition) 

2. KCl rinse 
24 h of flushing with KCl solution (conductivity: 0.2 – 

0.3 S/m) at 0.04 ml/min  

3. Effluent sample collection 
Solution samples were collected at the outflow port for 

ammonia measurements 

4. Geophysical measurement SIP and shear-wave velocity measurement  

5. Repeat Back to step 1 

 

The control column underwent exactly the same procedure as the active column 

except that it lacked the microbial injection. Additionally, to ensure prevention of any 

microbial growth/activity, 150 mg/L HgCl2 was added to the injection fluid. 

Measurements procedure: 

SIP measurements were performed in a 4.5 h cycle covering a frequency range of 

1 mHz to 24 KHz with five measurements per logarithmic cycle. Shear-wave velocity 

measurements used square wave forms with frequency of 20 Hz and amplitude of 5 V. SIP 

and shear-wave velocity measurements as well as outflow solution samples for assessing 

pH, solution conductivity and ammonia concentration were measured at the end of each 

treatment stage (Table 5.2). The MICP treatment was repeated eight times over 16 days 

until no further changes in the geophysical signal (SIP) were observed. The experimental 

columns were kept in controlled laboratory temperature (25 oC, ± 1 oC) for the entirety of 

the study. At the end of the experimental cycle columns were drained then the soil samples 
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were extracted and oven-dried for 72 h. Dried samples were destructed for collecting 

smaller pieces to undergo XRD analysis. 

5.3.2 Phase 2: field scale study 

5.3.2.1 Study site description 

The field study was performed at the Rifle Integrated Field Research Challenge 

(IFRC) site in city of Rifle in western Colorado. The Rifle IRFC site is the ideal choice for 

MICP studies since there is confirmed abundance of Ca2+ ions and  the microbes needed to 

stimulate MICP in the aquifer [Smith et al., 2012]. Furthermore, the site has been 

extensively studied in the recent past providing us with detailed geological and 

hydrogeological characterization (e.g., U.S. Department of Energy, 1999; Anderson et al., 

2003; Flores Orozco et al., 2011; Fox et al., 2012; Saneiyan et al., 2019). 

A series of cased and open wells were available at the IFRC for injection and 

collection of fluid samples from the aquifer at ~3.5 m below ground surface (bgs). The 

stratigraphic profile consisted of alluvial sediments of the Colorado River atop the 

impermeable layer Wasatch formation, capped with 1.75 m of engineered compacted clay 

(as a part of 1990’s remedial processes) [U.S. Department of Energy, 1999; Fox et al., 

2012]. For this study, we injected stimulation and urea solutions (Table 5.3) into the aquifer 

from wells 12, 13, 14 and pumped groundwater from wells 25 and 26 to support the 

preferential flow path; samples for geochemical analysis were collected from wells 1, 2, 3, 

4, 18, 25 and 26 (Figure 5.2b). 
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(a) 

 

(b) 

 

Figure 5.2: Study site. (a) The IFRC at Rifle, CO. Top right, view of survey setup and existing wells 

used in this study, (b) schematic of survey setup and existing wells at experiment plot (survey lines are 

clipped horizontally for visualization purposes) (modified from Saneiyan et al., 2019) 

 

 

Experiment plot 

Colorado River N 

Survey Line 1 (TDIP/SIP) 

 
Survey Line 2 (TDIP/SIP) 

 
Survey Line 3 (TDIP) 
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5.3.2.2 Field experiment setup and procedure  

Details of microbial treatment procedure can be found elsewhere [Saneiyan et al., 

2019]; in summary, microbial communities were initially stimulated by injecting the 

stimulation fluid (Table 5.3) at target treatment region (groundwater zone – 3.5 mbgs) 

followed by a 24 h waiting period to allow microbial growth (similar to laboratory 

cultivations). After the waiting period, the urea solution (Table 5.3) was injected in the 

treatment region on daily basis. MICP treatment was carried out for 15 days and 

geophysical measurements were performed on a daily basis during the treatment process. 

SIP measurements were performed using SIP 256c (Radic Research) using 2 survey 

lines, each line with an array of maximum available 16 pairs of electrodes, and mixed 

electrode spacing (Figure 5.3) to cover the same area as TDIP measurements using Syscal 

pro (IRIS instruments); this paper is focused on the SIP data and compares the results with 

the TDIP results that were discussed in details in Saneiyan et al., (2019). The 24 m long 

survey lines were centered around the treatment area, with the ends extended into the 

background area (unaffected by MICP) (Figure 5.2). SIP256c instrument uses separate 

current and potential electrode channels, and transmits signals through fiber optic to 

prevent electromagnetic coupling [Schmutz et al., 2014]. Additionally, we used separate 

electrodes for current injection and potential measurement (current and potential electrodes 

were 10 cm offset on the y direction, same x location) for further reduction of 

electromagnetic coupling. We used graphite for potential measurements, since it has been 

shown to offer less noisy data [LaBrecque and Daily, 2008; Kemna et al., 2012]. Survey 

configurations allowed for data collection at frequency range of 160 mHz to 500 Hz with 

maximum output voltage of 400 V and maximum output current of 100 mA. 
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Figure 5.3: Schematics of SIP and TDIP surface arrays used for the survey lines – 24 m long. 

 

Table 5.3: Summary of field study’s injection solutions. 

Solution Constituents   

Stimulation  360 liters of 0.13 g sugarcane molasses/L of groundwater 

Urea 360 liters – Day 2 to 4: 0.5 g urea/L, Day 8 to 14: 7.78 g urea/L 

Groundwater pumping From downgradient wells (Figure 5.2b) to support the 

preferential flow path, and collect fluid samples for 

geochemical monitoring. 

 

5.3.2.3 Data processing 

SIP data underwent similar processing approach discussed in Saneiyan et al., 

(2019). In summary, bad measurements (-𝜙 > 25, reciprocal error > 10 %) and nested 

measurements were removed. Based on Saneiyan et al., (2019), a power-law error model 

was applied on the data (Equations 5.8 and 5.9). Data inversion was performed using BERT 

(pyGIMLi) [Günther et al., 2016; Rücker et al., 2017]. 

Resistance error model: 

𝑅𝑒𝑟𝑟𝑜𝑟 =  𝛼𝑅𝑎𝑣𝑔
𝛽

 [𝑜ℎ𝑚 (Ω)] 

where: 𝛼 and 𝛽 are constants obtained from best fit,   

𝑅𝑒𝑟𝑟𝑜𝑟 = |𝑅𝑛𝑜𝑟𝑚𝑎𝑙 − 𝑅𝑟𝑒𝑐𝑖𝑝𝑟𝑜𝑐𝑎𝑙| and 𝑅𝑎𝑣𝑔 =
𝑅𝑛𝑜𝑟𝑚𝑎𝑙−𝑅𝑟𝑒𝑐𝑖𝑝𝑟𝑜𝑐𝑎𝑙

2
 

 

(5.8) 
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Phase error model: 

𝑠(𝜙) =  𝑎𝑅𝑏 [𝑚𝑅𝑎𝑑] 

where: a and b are constants obtained from best fit,  

𝑠(𝜙) = |𝜙𝑛𝑜𝑟𝑚𝑎𝑙 − 𝜙𝑟𝑒𝑐𝑖𝑝𝑟𝑜𝑐𝑎𝑙| and 𝑅 = 𝑅𝑛𝑜𝑟𝑚𝑎𝑙 

(5.9) 

 

5.4 Results 

5.4.1 Phase 1: laboratory scale study 

5.4.1.1 Geophysical measurements 

Laboratory measurements revealed a time-dependent response as the experiment 

progressed. Figure 5.4 shows formation of a distinct peak in imaginary conductivity signal 

at ~40 Hz with a consistent increase in magnitude over time until 192 h (Figure 5.4a). After 

192 h, the magnitude of the peak response decreased over time and reached a constant level 

until end of the experiment at 384 h (Figure 5.4b). Although an increase in response was 

observed for a broad range of the frequency spectrum (~5 to ~500 Hz), the highest signal 

magnitude was observed at 40 Hz. The real conductivity component of the complex 

conductivity also shows temporal changes, but no spectral dependency (Figure 5.5). On the 

contrary to the active column, no noticeable changes in imaginary or real conductivity were 

observed in the control column response signal (Figure 5.6). 
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(a) (b) 

  

Figure 5.4: Imaginary conductivity spectra of active column. (a) Increasing signal over time until 192 h, 

(b) decreasing signal and reaching a constant level until the end of experiment (time 384 h). Red arrows 

show the signal trend. 

 

(a) (b) 

  

Figure 5.5: Real conductivity spectra of active column. (a) Increasing signal over time until 192 h, (b) 

decreasing signal until the end of experiment (time 384 h). Red arrows show the signal trend. 
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(a) (b) 

  

Figure 5.6: Single frequency response of (a) imaginary conductivity and (b) real conductivity, over time 

(at 160 mHz, 5, 40 and 500 Hz) for active (black) and control column (blue). Notice, markers ovelap for 

(b). 

Shear-wave measurements were also affected by the treatment in the active column, 

where an overall ~34% increase in velocity was observed. Similar to the SIP 

measurements, no noticeable changes were observed in shear-wave measurements in the 

control column (Figure 5.7b). 

(a) (b) 

  

Figure 5.7: Shear-wave velocity response. (a) First arrival wave traces (red line shows the trend of first 

arrival signal), (b) shear-wave velocity values for active (black) and control (blue) columns. 
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5.4.1.2 Non-geophysical (direct) measurements  

Chemical analysis on collected effluent samples (prior to flushing with KCl) from 

active column revealed elevated levels of ammonia concentration (NH3) following each 

treatment application (Figure 5.8a) as would be expected if the cells were actively 

hydrolyzing urea. Additionally, XRD confirmed the formation of calcite after MICP 

treatment (Figure 5.8b). Expectedly, no such changes were observed in the control column. 

(a) (b) 

  

Figure 5.8: Non-geophysical measurements of fluids present in the column and solids from the column at 

the end of the experiment. (a) Ammonia concentration in solution, (b) XRD results for treated versus 

untreated soil sample. The green vertical line shows the 2Theta angle (ICDD PDF reference 00-005-

0586) for pure calcite mineral [JCPDS, 2013]). 

 

After the experiment was finished, samples were drained and dried in the oven for 

72 h to visually verify the cementation efficiency. Figure 5.9 shows the before and after 

MICP experiment soil column samples. Control columns that did not receive microbial 

treatment were not consolidated at the end of the study. 
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(a)  (b) 

  

Figure 5.9: Soil mixture (a) before and (b) after 384 h of MICP processes. Unconsolidated soil mixture 

turned into consolidated state. 

 

5.4.2 Phase 2: field scale study  

SIP measurements were collected on daily basis, for 15 days at the field site during 

the experiment to stimulate MICP. Here we present only characteristic inversion profiles 

for days 0 (background signal – prior to MICP treatment), 5, 10 and 15 (end of study), that 

clearly show the MICP induced changes. The real component of complex conductivity 

(resistivity) shows a clear subsurface structure (Figure 5.10). The conductive top layer (0 

to 1.75 mbgs) is consistent with the clay layer added during the Rifle IFRC site 

remediation, and the resistive layer (below 3.5 mbgs) is consistent with depth to fresh 

groundwater at the IFRC site [U.S. Department of Energy, 1999; Fox et al., 2012; Saneiyan 

et al., 2019]. However, resistivity fails to provide any temporal changes associated with 

the MICP treatment (Figure 5.10 and Figure 5.11). The minor, very localized, deviations 

from zero % change are present unchanged in all time lapse slices, suggesting systematic 

survey error (Figure 5.11). Consistent with laboratory measurements, the resistivity profile 

tends to be independent of frequency (Figure 5.10). 
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Figure 5.10: Resistivity measurements for line 1. Background (day 0) and day 15 (end of study) at 

frequencies 160 mHz and 40 Hz. 
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Figure 5.11: Percent changes against background (day 0) for line 1 at 40 Hz. Zero percent changes 

observed below 3.5 mbgs. 

 

Contrary to resistivity, phase shift (field measured SIP parameter) measurements 

showed both temporal changes and frequency dependency, as the treatment progressed in 

the target treatment area (groundwater zone – below 3.5 mbgs) (Figure 5.12). Higher signal 

magnitude changes were observed at 40 Hz. Although not very clear, the background phase 
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measurements also show the subsurface structures, in agreement with both resistivity 

measurements and geological profile of IFRC site.  
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Figure 5.12: Time-lapse phase shift changes against background signal (day 0) for line 1 (line 2 behaved 

similarly with less pronounced magnitude) at frequencies 160 mHz and 40 Hz. 

 

5.5 Discussion 

The laboratory experiment phase confirmed that the soil column was improved (i.e., 

stabilized as a result of consolidation of soil grains) as a result of the MICP treatment.  

XRD analysis on the final consolidated soil sample (Figure 5.8b, Figure 5.9) verified the 

presence of calcite minerals in the active column confirming that urea hydrolysis had 

occurred resulting in formation of calcite. In addition, elevated ammonia (a byproduct of 

microbial ureolysis) concentrations at each treatment step (Figure 5.8a) indicates the 

presence of an active microbial community in the column capable of ureolysis, strongly 

suggesting the progressive activity of the microbes in this system [Mitchell and Ferris, 
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Time-lapse 

Day 0 
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2006; van Paassen et al., 2010]. Ammonia concentration is a common metric used during 

field application to confirm/monitor ureolysis; indeed, similar behavior was observed in 

the field project (phase 2), under a constant groundwater flow [Saneiyan et al., 2019] and 

has been observed in previous MICP-related studies at the Rifle IFRC [Smith et al., 2012]. 

Geophysical measurements (SIP and shear-wave) successfully monitored MICP 

progress in the laboratory scale experiment. The imaginary conductivity response in the 

active column showed both temporal and frequency dependency to MICP processes. The 

signal magnitude increased until 192 h and then decreased to reach a constant level, higher 

than pre-treatment values, for the remaining of the experiment (Figure 5.4 and Figure 5.6). 

This behavior is consistent with previous studies, focused on abiotic calcite precipitation 

[Saneiyan et al., 2018], but the changes in this microbial driven process are observed over 

a broad frequency range (1- 500 Hz), with a wide peak at ~40 Hz. In the abiotic studies 

with sand and clay, the peak was ~1 Hz [Saneiyan et al., 2018]. The higher frequency peak 

suggests finer grain mineralization compared to abiotic processes [Klein and Sill, 2002; 

Titov et al., 2002; Kemna et al., 2005], which is a known advantage of the MICP approach 

[DeJong et al., 2010; Wang et al., 2017]. Furthermore, experimental comparison of 

chemical (abiotic) and MICP driven processes showed the precipitation differences both 

on grain size and distribution (Figure 5.13). MICP produces an evenly distributed and fine 

grain precipitation (Figure 5.13b) in comparison to a coagulated precipitation in the abiotic 

experiment (Figure 5.13a). 

The temporal behavior of the imaginary conductivity also yields interesting results. 

During the first half of the experiment the magnitude increased, maintaining the same 

frequency peak. This is assumed as a result of increasing volume of calcite precipitation 
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[Wu et al., 2010; Saneiyan et al., 2018] with homogeneous grain size distribution. After 

192 h, the magnitude drops, in parallel with a peak frequency decrease. Both observations 

are assumed to be associated with increased grain size formation, or coagulation of grains 

associated with microbial activity and biofilm formation (Figure 5.14) [Williams et al., 

2005; Bracco et al., 2012; Van Driessche et al., 2017]. Hence, imaginary conductivity can 

be used to track the MICP stages, from early precipitation, to mature precipitation and 

biofilm formation. The latter stage would be the baseline for long term monitoring of the 

MICP treatment. 

(a) 

 

(b) 

 

Figure 5.13: Calcite precipitation pattern at the bottom of a beaker. (a) Chemically induced calicite 

precipitation (mixture of Na2CO3 and CaCl2). (b) Calcite precipitation as a result of MICP. 

 

As expected, the real conductivity component of the SIP signal did not show any 

frequency dependency and showed only minimal temporal changes, failing to monitor the 

precipitation pattern during the MICP treatment. The absolute change of the signal 

magnitude was minimal, probably associated with changes in fluid conductivity as a result 

of calcite precipitation. The real component, analogous to DC resistivity measurements, 
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cannot effectively monitor the precipitation of microbial induced calcite but can be used to 

support the imaginary component monitoring.  

 

Figure 5.14: Conceptual model of calcite precipitation inside the column. Stage 1: no precipitation 

(background). Stage 2: precipitation of calcite minerals and formation of biofilm within the pore space. 

Stage 3: steady state, mineral layering and pore clogging. 

 

Shear-wave velocity measurements, as standard soil stiffness measurements 

[Stokoe et al., 1999; Yang and Liu, 2016], tracked the MICP progress by exhibiting an 

increasing trend over time. Overall, an increase of 34% in Vs was observed in our laboratory 

study. Although the increasing trend in shear-wave velocity signal is a clear indication of 

a successful MICP treatment (i.e., increase in soil stiffness/strength), similar to real 

conductivity signal we cannot characterize the stage of precipitation using this method. 
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The field scale experiment showed distinctive similarities to the laboratory 

experiment. MICP treatment was confirmed through the measured increase in ammonia 

concentration in collected effluent samples from the treatment target zone and the 

observation of calcite in incubated artificial soil samples taken from the treated region 

[Saneiyan et al., 2019]. Despite minor near surface anomalies (probably associated with 

electrode noise and/or inversion routine), resistivity measurements did not show any 

change over time (Figure 5.11), or any frequency dependency (Figure 5.10), consistent 

with laboratory findings. Resistivity data were helpful though, because they provided a 

clear image of the subsurface geology that was used to constrain the geophysical data 

processing and interpretation.  

Time-lapse inverted plots of phase shift revealed an increase in the signal 

magnitude until day 10 for higher frequencies (e.g., 40 Hz) followed by a decline, until the 

end of study (day 15), but remained higher compared to pre-treatment values. This behavior 

is also consistent with the laboratory findings suggesting progression from early MICP 

processes to a mature state. In addition, measurements at different frequencies showed 

elevated phase shift magnitude in the treatment area. Phase shift responses at different 

frequencies show the most change within the treatment area, allowing for efficient 

monitoring of the progress of MICP, but show some variability on the location, timing and 

magnitude of the peak response. This variability could be linked to different, distinctive 

MICP processes, and could potentially provide additional details on MICP progress.  

Time domain IP (TDIP) measurements confirmed a successful MICP treatment in 

the field and were able to track the extent of the subsurface treatment (both spatially and 

temporally) [Saneiyan et al., 2019]. Although TDIP would probably be adequate for real 
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life applications of MICP, SIP appears to provide additional information that are needed, 

at least in research studies, to better understand the MICP mechanisms and optimize field 

implementation. SIP data appear to better outline the treated area, and provide details on 

MICP progresses, from precipitation onset, to mature conditions. 

 

5.6 Conclusion 

MICP is an effective soil stabilization method; utilizing common soil borne 

microbes to achieve higher soil stiffness. This study confirms MICP performance in both 

laboratory and field settings, and introduces a new geophysical monitoring method for this 

purpose that offers significant advantages. Furthermore, the SIP signal in both studies 

exhibits similar trends at similar frequencies, allowing for direct comparison and further 

confirming the capability of the method in monitoring MICP with minimal dependency to 

the environment of application. Monitoring subsurface changes is challenging, expensive 

and typically suffers from low temporal and spatial resolution. Incorporating geophysical 

measurements can significantly reduce the cost and provide real time subsurface images, 

offering unparalleled spatiotemporal resolution. This research suggests that SIP can be 

successfully used as a MICP characterization and monitoring tool. SIP is clearly sensitive 

to MICP processes and can provide high resolution images of subsurface changes and these 

changes can be linked to different stages during MICP treatment and can be used for long 

term monitoring of the improved soil status. SIP can efficiently complement current 

monitoring practices, minimizing the need of invasive and expensive sampling. 
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Chapter 6: Conclusions and future work recommendations 

6.1 Summary of findings and work significance 

First and most importantly, MICP is a promising environmentally safe solution for 

stabilizing soil. The active ingredients and to some extent, byproducts of MICP (ammonia 

- if controlled), are far less harmful to natural ecosystems and human health than most 

synthetic and man-made soil stabilization material. Secondly, MICP has the potential to 

efficiently stabilize large areas. The motility of the microorganisms in search of carbon 

source provides the transportation platform for stabilization reagents in subsurface. Making 

MICP not only capable of reaching the smallest pores, but also providing better 

cementation homogeneity. And lastly, MICP uses cost efficient and natural ingredients and 

requires fewer injection points; thus, from economical point of view, MICP is a cost-

efficient soil stabilization method. Although MICP is still at its testing stages, it is clear 

that this method has several advantages over the common soil stabilization practice. 

The only problem in understanding the subsurface processes of MICP is lack of 

spatiotemporal insights. Geophysical methods discussed in this thesis proved to be 

sensitive to MICP progress in media. IP specifically, shows to be very promising by 

providing 1, 2, and 3D images of the subsurface showing both spatial and temporal extents 

of MICP progression. It should be quite obvious that all geophysical methods discussed in 

this thesis certainly can complement the direct sampling methods and improve our 

understanding of MICP processes. Since geophysical methods indirectly provide a high 

spatiotemporal resolution images of subsurface, if combined with the right amount of direct 

samples can be significantly beneficial in the way of reducing costs and time of MICP 

monitoring projects.  
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In part one of this thesis (chapter 3), it is shown that spectral induced polarization 

is capable of tracking calcite precipitation in the medium, and also able to provide details 

of the precipitation pattern in higher spatiotemporal resolution than other methods. The 

precipitation pattern may not seem important at early stages, but it is important as the soil 

stabilization advances. The only way to ensure the quality of stabilized soil is to exactly 

monitor and measure the precipitation pattern. A coagulated pattern is undesirable and 

results in inhomogeneous cementation; prone to localized failure at uncemented spots. 

Long-term SIP monitoring can prevent such bad behaviors during MICP, simply by 

providing the cementation pattern. 

While we cannot solely rely on geophysical methods for monitoring MICP, in 

chapter 4 it is shown that time domain induced polarization (TDIP) can significantly 

improve our understanding of impacted area of cementation during active MICP. Direct 

methods at a very high cost (e.g., excessive sampling and prolonged analysis time) hardly 

are capable of providing such information, and probably will result in degradation of the 

impacted area (due to bore hole drilling and destructive soil sampling). Additionally, the 

mentioned methods are incapable of real-time monitoring. However, the real-time TDIP 

monitoring provides all the spatiotemporal details about MICP while being cost-efficient, 

reliable, fast and easy-to-use. 

In chapter 5 spectral induced polarization successfully showed not only in 

laboratory scale, but also field scale projects, we can obtain such valuable information 

about micro and macro scale details of MICP processes. Additionally, we saw a total 

agreement between laboratory and field scale SIP monitoring in this chapter; while the 

conditions at field are uncontrolled. This shows that SIP can distinguish background from 
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MICP signal. Although SIP provides detailed information regarding the MICP processes, 

compared to TDIP, this method can be time consuming in the field. Furthermore, the 

complex signal analysis may require experienced geophysicist’s eyes. TDIP on the other 

hand, requires simpler data acquisition routines and signal analysis as well as shorter 

survey time. These benefits make TDIP more desirable for field applications, where high 

spatiotemporal resolutions in macro scale are required to delineate the MICP, but micro 

scale details can be neglected. 

There are indeed some downsides to geophysical measurements, for instance it is 

very easy to misinterpret the obtained information in the absence of physical evidence. 

However, geophysical methods can reduce the number of physical sampling and therefore, 

the overall cost of the monitoring projects. Furthermore, geophysical methods can be 

obtained and analyzed in real-time; a feature that most direct monitoring techniques lack. 

It is also notable, geophysical methods (especially TDIP/SIP) can be used as viable long-

term monitoring methods through permanent instrument installation at a site with remote 

controlling. All in all, geophysical methods are the future of MICP monitoring; even 

though further studying is required to ensure the data quality. 

6.2 Future work recommendations 

Although this current work proves to be beneficial in understanding MICP related 

processes, there are still remaining challenges in the field. Following research is suggested 

to overcome the remaining challenges and ambiguities: 

1. Further controlled laboratory SIP/TDIP should be conducted to study and 

identify different precipitated phases during MICP. It is required to clarify 
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the mineralogy of precipitated carbonates and correlate them with SIP 

signal.  

2. IP signatures of microbial communities versus the solid inorganic phase 

(carbonates) should be clarified. In depth laboratory studies using SIP can 

identify peak frequencies of each phase (organic versus inorganic). 

3. Quantitative correlations between IP signal and solidification status (i.e., 

soil stiffness) of the soil underwent MICP.  

4. On the field scale monitoring of MICP, future work is required to identify 

exact and consistent peak frequencies (SIP) related to cementation (calcite 

precipitation).  

5. In depth microbial analysis in field scale with focus on ureolysis and 

correlation with geophysical signals are required. While the main focus of 

this thesis was geophysics, the effect of ureolysis rate and microbial 

activities on IP/SIP should be investigated in future. 

6. Real-time geophysical measurements and long-term (on the scale of 

months) site characterization with remote field data acquisition should be 

investigated. In this thesis it is provided that SIP and TDIP are capable of 

autonomous data collection. 
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