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We are at a stage in the development of the semiconductor electronics industry that a technical and material renovation must occur if we wish to continue our steady exponential improvement in computational power (in a sense keeping up with Moore’s law). Lithography is the key methods that allows us to continuously scale the physical dimensions of electrical devices. For high volume manufacturing, the lithographically printed feature is limited by incident photon wavelength. The key tool to obtain small features than can be obtained by optical (UV) lithography is call multiple patterning. However, to achieve sub-10 nm features, the high cost and high failure rate of multiple patterning (using 193 nm photons) is driving the industry to switch to extreme ultraviolet (EUV) photons with 13.5 nm (92eV).
EUV lithography requires the development of appropriate photoresists. Although they are well developed over the past several decades, organic resists have several limitations, and inorganic resists are outperforming them in many development labs. Inorganic metal-containing resists demonstrate high resolution and sensitivity in EUV lithography.

In this thesis, we first review basic concepts in EUV lithography and our work which focuses on inorganic resist development and the radiation chemistry associated with the lithographic process. We next (chapter 2) review the experimental methods used to prepare and characterize resists and simple device structures. In chapter 3 we discuss three tin-based EUV resist candidates. By exploring the film uniformity and composition, we chose a model resist that can provide an appropriate thin film with low contamination. The radiation chemistry was then investigated through various in-situ characterization methods. Instead of using a $100M commercial EUV lithography tool (ASML), we used an assortment of photon, electron and ion proxies (substitutes) to mimic the initial excitation of the resist. High energy x-ray (1486.6 eV) exposure, was used to initiate and then characterize the chemical composition changes, while low energy ultraviolet exposure (21.2, 40.8 eV photons) was also used as an EUV substitute and give additional information about resist changes that occur during and after exposure. Ambient pressure synchrotron x-ray exposure (SSRL) helped further understand the chemically active species that might exist under the irradiation. Eventually two possible reaction pathways were proposed to explain the chemical behavior of this class of novel resists under photon exposure.
We took advantage of the atomically focused helium ion beam in our helium ion microscope (less than 0.5 nm spot size) to investigate the patterning performance and properties of our model resist. The ion exposure shares some key aspects in radiation chemistry with photon exposure as we believe that the key chemistry involves secondary electrons (generated from any number of primary excitation sources) to trigger the chemical reaction inside photoresist films. The three main patterning performance metrics, sensitivity, resolution and LER (line edge roughness), as well as the etching selectivity, were examined which demonstrated that our model resist to be a good candidate for EUVL. We further modified the interface bonding and changed substrates to understand the effects of interface and substrate on lithographic processing behavior and ultimate resolution. Weaker interface bonding (between resist and substrate) resulted in improvements in the development step, and substrates that would generate a higher secondary electron yield upon exposure can provide additional "back exposure" to improve the effective sensitivity of the resist.

The physical scaling of current devices will soon reach their atomic scale limits. Novel device materials and structures will replace the current MOSFET structure (which dominates most modern computer processors and memory) and new computing paradigms such as neuromorphic or quantum computing will be required to move beyond ultimately scaled CMOS devices. Device technology breakthroughs using charge, spin or in the longer-term alternative state/hybrid state variables in superconducting qubits, are becoming popular topics that need much more research and development (> 10 years) effort before they can
replace current highly scaled CMOS. For some specific applications such as
voltage standards and SQUID devices, Josephson junction tunneling devices are
already being employed. Focused helium ion beams can directly write nanometer
scale structures without chemically reacting with the targets themselves. Instead
of using a “conventional” three-layer Josephson junction structure, we fabricated
planar Josephson junctions using a focused helium ion beam. The resulting
structure successfully demonstrated effective operation with high critical
temperature superconducting materials. Ion damage events were simulated to
understand the relation between the junction creation and helium ion doses.
Large array junctions with good uniformity were also fabricated for the first time
and showed good consistency between the normal resistance of the array scaled
and the number of junctions in the array. The results were significantly better
than those produced by other nanofabrication techniques.

In summary, we demonstrated the use of a systematic set of EUV resist
exposure and characterization tools to prescreen EUV resist candidates. We
believe that our model of study, and our results, increase our understanding of
the radiation chemistry and patterning performance of resists, and can help in the
development of better resists going forward. We proved that using a focused
helium ion beam as a direct writing is an appropriate alternative method for
research-level studies of resist materials as well as a novel nanofabrication
technique for Josephson junction devices.
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Chapter 1: Introduction

1.1 New challenges for Moore’s Law and nanofabrication

Moore’s Law was an observation described firstly by Gordon Moore in 1965 and then developed into a forecast that the transistor density on integrated circuit (IC) chips would be doubling every two years without a significant cost. But nowadays the concept of Moore’s Law brings together at least four trends, Koomey’s Law, Dennard’s Law, Metcalfe’s Law and Emergent Behavior.\(^1\) Koomey’s Law emphasizes computational power-per-Watt. Dennard’s Law notes that the power and performance gain by shrinking the physical dimension of the transistors and the spacing between them, based on specific electrical engineering rules. Metcalfe’s Law address the demand side of the value equation by drawing on the network effect of economics for the creation of demand. Emergent behavior is when order emerges from chaos due to a few simple rules based on complexity theory, which is the engine behind many of the prediction rules. The current concepts subsumed under Moore’s Law help direct the continuous improvements in the semiconductor industry in terms of economic performance, system performance, device performance, creation of demand and creation of orders/rules for innovation.\(^1\) This mechanism makes electronics more affordable and massive calculations more realizable. The Internet of Things (IoT) and the Internet of Everything (IoE) could never happen without powerful integrated chips on individual devices and efficient telecommunications. They provide the global network of physical objects accessed through the internet and change the methods of communications. The semiconductor industry becomes a key enabler
for a completely new ecosystem that has the capability for big data analytics, machine learning, as well as advancing most other aspects science, technology and health. The customization of consumer devices, sensors, and data centers has opened multiple applications and also provided many challenges for the semiconductor industry. It continues to be a growing and developing field that is far from mature.

The rate of scaling of current devices has slowed down, and eventually, the theoretical 2D topological limits will put a brake on that. As Gordon Moore has said: “No exponential is forever: but ‘Forever’ can be delayed!” Lithography, metrology and emerging materials are regions of interest for many advanced device researchers. The International Roadmap for Devices and Systems (IRDS) suggests that “3D Power Scaling” will bring us into the third era of scaling. Stacking multiple layers of transistors already exists at some level, and will eventually become a key short term solution to further increase the number of transistors per unit area. Combined with new materials/structures for low power devices, this should help extend Moore’s Law for at least another 10-15 years.

With more complex circuit structures and shrinking dimensions, lithography occupies about 70% of manufacturing steps for nodes less than 15 nm. It is vital to limit defects in this process and keep the cost reasonable. Currently, TSMC and Samsung are competing for the 7nm node market. This critical dimension employs immersion lithography which needs multiple patterning, increasing the cost as well as edge placement errors (EPE) and electrical defects. Extreme ultraviolet lithography (EUVL) is currently the solution for sub-10 nm node
patterning. However, for this process, there are many issues that affect implementation, including machine uptime and photoresist performance.

In-line monitors of defects and fast failure analysis set different requirements for metrology such as non-destructive analysis and critical dimension measurements to assure on-time delivery of problems and solutions. For example, metrology must provide feedback to enable meaningful process control in the vertical direction for high aspect ratio (HAR) structures used in 3D-NAND memory devices. It increases the difficulty for optical characterization and expands the demand for fast critical dimension electron/ion microscopes.

Figure 1.1 Energy vs. delay in an arithmetic logic unit (ALU) implemented with beyond-CMOS devices. The sweet spot is marked with the red oval with low energy and short delay.\(^3\)

Devices utilized in the IoE environment need to consume the least amount of power and switch fast enough in order to ensure extended operability. This
requires operation at progressively lower supply voltage. It is very challenging to operate CMOS at 0.4-0.5V. This requirement is driving device research towards new configurations such as tunnel transistors (TFET) in Figure 1.1 that are expected to operate at voltages as low as 300mV or even lower. Neuromorphic computing structures also are of current interest because of their non-linear functionality and stronger connectivity which could benefit massive data calculations such as machine learning. And this particular structure could be even more efficient if implanted with quantum materials that might have more than two switching states. The development of new materials will likely be a long-term marathon. We need to fully understand the fundamental principles and relevant materials properties of any new device concept, and enable them to be brought together into realistic structures, to realize practical computing technologies.

1.2 Nanofabrication with EUV lithography

1.2.1 Development of EUVL

The laser wavelength used to power lithographic systems has not scaled as fast as the dimension of circuits due to the cost of developing and switching to completely new mechanisms. Initially, researchers were weighing the advantages between 157 nm and 13.5 nm photon sources (EUV). Unfortunately the 157 nm source does not offer a large enough leap in scaling to compensate for the development costs, while a 13.5 nm source allows the desired jump in feature size, although it has proven much more challenging to attain with a much longer development time (over two decades). The 193 nm photon source has
held the market for a very long time, benefitting from the implementation of immersion techniques (193i) that can give a higher numerical aperture without significant cost. However, when it comes to sub-20 nm feature size, the cost of the 193i lithography increases dramatically because of increased multiple patterning steps. Thanks to two decades of continuous investment and efforts from both industrial and academic researchers, many challenges were overcome and EUV has finally become able to compete with 193i in terms of both performance and cost.

For EUVL, the source power is a crucial requirement as are other parameters such as dose stability, lifetime, etc. The power specification has evolved over the years and is driven by the need for lithography systems to print at both high resolution and ever-increasing productivity (wafers exposed/unit time). The conversion efficiency of the source and power utility of the whole scanner limits the power scaling. The currently targeted 7-nm node requires a lithography tool throughput with a source power of over 250 W to begin to think of high volume manufacturing (HVM). Laser produced plasma (LPP) is the primary source available in commercial EUV scanners. The CO\textsubscript{2} laser light is focused onto a tin droplet delivered by the droplet generator. The laser-plasma interaction takes place at the primary focus of the ellipsoidal collector mirror. The laser-droplet alignment is measured and carefully adjusted, providing feedback to maintain synchronization and optimal performance. Eventually collected EUV light gets redirected through the immediate focus aperture into the illumination optics of the
scanner. Hydrogen is used as a buffer gas to cool and clean this region efficiently.\(^5\)

Most materials can heavily absorb EUV light. Carefully choosing EUV masks is another critical issue for the successful implementation of EUVL in the semiconductor fabrication process. The EUV mask structure is entirely different from that of conventional optical lithography. A nano-scale multilayer mirror coating (Mo/Si-based) is applied to reflect and tune the beam instead of using lens elements. Bragg reflection at several interfaces is necessary to minimize the loss of EUV photons and its efficiency is determined by the thickness of each layer and their ratios as well as the optical refractive index. The patterns with high EUV absorbance (TaN based) are deposited on the top of the reflection layers.

Photoresist absorption of EUV light is just as important as in the previous four wavelengths; however, the mechanism is very different from the mechanisms for absorbance of longer wavelengths (157 to 365 nm). At longer wavelengths, the light interacts with the molecules in the resist by exciting an electron (or lone-pair) from a molecular orbital to an empty (often antibonding) orbital. In EUV, however, the 92 eV photons initially remove electrons from deeper lying atomic orbitals in the absorber atoms, creating higher-energy electrons (\(~80\) to \(87\) eV) and holes. One necessary consequence of these mechanistic differences is that the EUV absorbance is primarily determined by the elemental composition (and their respective absorption cross-sections at the EUV photon energy), and density of the absorbing atoms in the resist. By switching to EUV, all basic
exposure principle and photoresist reactions need to be studied as new. Historically, researchers were struggling to find transparent resists for straight sidewalls in printed features under long-wavelength exposure. When it comes to EUV, they carried on that idea at the beginning. The earliest published trial by EUV exposure was done with PMMA, a common resist used in e-beam lithography and long-wavelength photolithography. Three key papers in 2008 caused the resist community to reconsider their efforts to make more-transparent resists and to make darker resists instead. They found that increasing absorbance and photospeed determined by the quantum efficiency of the photoresists can give better line edge roughness and contrast. Until 2012, metal-based resists were first proposed as a solution to obtain enough EUV absorption. And metal-based EUV resists have proven to be a promising and active area of research.
1.2.2 EUVL resist candidates

1.2.2.1 Evaluation

For photoresist performance, there is always a trade-off among sensitivity, resolution and line-edge roughness (LER) (RLS trade-off).

LER is calculated as $3\sigma$ of the distances between a reference line and the edge accordingly: $LER = \frac{3}{n-1} \sqrt{\sum_{m=1}^{n}(y(x_m)-\bar{y})^2}$. Linewidth roughness (LWR) is defined as $3\sigma$ of the line widths in each measured line. Resolution is usually represented by critical dimension (CD) which is calculated as a difference from distances between a reference line to the one edge and another: $CD = \frac{1}{n} \sum_{i=1}^{n} (x_{ir} - x_{il})$.

And $n$ is the number of points along the line edge.$^{13}$

Typically, the top-down SEM images are used for LER measurement. The image selected for analysis is loaded in the software platform and its magnification and the pixel size (in nm) are specified. The analysis to follow is the determination of the edge pixel coordinates, the average edge position, the LER quantification, the maximum peak-to-valley distance, the skewness, and the kurtosis of the distribution of edge-heights.
The critical dose that removes (positive resists) or keeps (negative resists) the film thoroughly is considered as the exposure sensitivity. When the CD of features desired to print becomes smaller, the dose required to print these features tends to increase to achieve enough volume of reactions. With smaller CDs, stochastic effects tend to cause higher LER unless a higher-dose resist is used.

Tuning these three parameters to an optimum is a major goal of developing EUV photoresist materials.
1.2.2.2 Molecular Resist

PMMA is a typical positive tone molecular resist that has been widely used in traditional long-wavelength photolithography. The photochemical decomposition mechanism involves the hemolytic cleavage of side-chain bonds firstly and then the formation of methyl formate and methanol. The chain scission reactions responsible for changes in developer solubility occur with only 5% quantum yield. This material has several disadvantages for EUVL: relatively poor sensitivity, significant outgas, quick erosion in SEM and poor etch resistance.

Hydrogen silsesquioxane (HSQ) has been utilized widely as a negative electron-beam resist. It is a cube-shaped molecule with the empirical formula of Si₈H₈O₁₂. Each Si atom is bonded to three oxygen and one hydrogen atom. The mechanism involves the cleavage of the Si–H bonds to form silanols (SiOH) in the presence of water which can further form a Si–O–Si bond. Thus the solubility will decrease in an alkaline developer like tetramethylammonium hydroxide (TMAH). Its small molecule size may benefit the ultimate resolution. Although it also has relatively low sensitivity and less stability during storage and processing which limit its industrial uses.

Researchers added other functional groups to the HSQ structure to enhance the reaction efficiency or facilitate the removal of non-exposed areas. EUV lithography results showed significantly improved sensitivity with functionalities to increase reactivity (from 63 mJ/cm² to 7.2 mJ/cm²). Better LER/LWR with functionalities to increase solubility is also achieved (from 3.9 nm to 2.8 nm) without sacrificing the sensitivity.
1.2.2.3 Chemically Amplified Resist (CAR)

Typical CAR contains a protected polymer structure, photo-acid generators (PAG) and photo-decomposable base (PDB, a quencher). During EUV exposure, photo-acid will be activated and quencher will start to decompose. During post-exposure bake (PEB), acid-quencher neutralization event will remove the protection cap on the polymer and the polymer will become soluble. CAR has demonstrated excellent sensitivity but their low resolution and high LWR may be considered drawbacks. The limitations with respect to LWR are mainly due to the stochastic effect of photo-acids and photon shot noise which is the time-dependent fluctuations due to the particle nature of light.\(^{18}\) Acid diffusion blur is an unavoidable consequence of acid-catalyzed resist imaging processes for both positive and negative EUV resists. The challenge is to design resists that will minimize resolution damage caused by acid diffusion without decreasing the resist sensitivity.

Photosensitized Chemically Amplified Resist (PSCAR) was first proposed in 2013 as a promising solution to achieve increased resist sensitivity while maintaining other high performance.\(^{19}\) It has a particular photosensitization system selective to EUV exposed area with a UV flood exposure. After EUV exposure, the acid-quencher neutralization reaction has to compete with the photosensitizer (PS) generation reaction. And PS will be in the exposed area only. Then a UV flood is applied to the whole wafer, more PAG and PDB will be decomposed by UV excited PS in EUV exposed area which adds additional acids and deactivates more quenchers.
Simulated chemical gradients in Figure 1.5 showed improved FWHM of the resist reactors spread which can reduce the impact of dose stochastics. As a result, better contrast and suppressed roughness were achieved.\textsuperscript{20}

Figure 1.5 Comparison of simulated chemical gradients after PEB between conventional CAR (left) and PSCAR 2.0 (right).\textsuperscript{21}
1.2.2.4 Metal-Containing Resist (MCR)

Resists with dark elements were first reported in 2008. The same year, metal oxide sulfates were first reported by Keszler’s group to have competing resolution and sensitivity with e-beam lithography. Since then they announced first commercial MCR product with Inpria and made MCR a popular candidate for EUVL. Because of the high photoabsorption cross section of metal content in the film, it can give much better photon shot noise by absorbing a lot more photons into a smaller volume. It also has much higher etching selectivity to lots of different materials.

Various types of structures were developed recently like metal oxide resists with inorganic core and organic shell by Ober’s group as well as molecular organometallic resist by Brainard’s group. Their proposed mechanisms share the similar idea which is making use of the metal as a photo absorber and transfer energy to a connected organic group. Cleavage will occur at the metal organic bonding. Then the unbonded site will either connect with another cluster or lose another organic group to form a smaller decomposed molecule. The solubility will be switched afterwards.

While metal-containing resists have several advantages, some concerns may arise from impurities and metallic contamination of critical layers.

1.2.3 Other patterning methods

Despite many challenges, optical lithography continues to enable an exponential decrease in the dimensions of circuit patterns that are printed in high volume in
advanced microelectronics. Researchers are also seeking other methodologies for different applications.

Nanoimprint lithography has made significant progress in the last two years. Defect levels and throughput have both been improved. Since the feature sizes on the template are the same size as the printed features, the templates are difficult to make for leading-edge feature sizes. But 3D flash memory has much larger feature sizes and could be a proper application of nanoimprint considering the feasibility and cost.

DSA has very different stochastics than traditional resist. As feature sizes shrink, stochastic issues will become more critical, and this may be an opportunity for DSA compared to traditional resist.

For research materials or mask patterns that require extremely accurate CD and pattern transfer, maskless lithography like the focused electron/ion beam would give more flexibility and control.

1.3 Nanofabrication of Josephson Junctions

1.3.1 Josephson Junction characteristics

A Josephson junction (JJ) is a quantum mechanical device, which is made of two superconducting electrodes separated by a barrier which could be any non-superconducting material like insulating barrier, metal, semiconductor, and ferromagnet. A supercurrent will flow indefinitely long without any voltage applied. This phenomenon is called the Josephson Effect named after the British physicist Brian David Josephson who predicted this mathematical relationship in 1962.26
Philip Anderson and John Rowell first reported the experimental observation showing the Josephson Effect in 1963. JJs have essential applications in quantum-mechanical circuits, such as superconducting quantum interference devices (SQUIDs), superconducting qubits, Rapid single flux quantum (RSFQ) digital electronics, and thermometry/voltage standards. A conventional Josephson Voltage Standard (JVS) has been a better alternative to a Weston cell with improved accuracy of dc voltage measurement. The primary reason is that the Josephson voltage depends only on the frequency which can be obtained from an atomic clock (known with better than $1.7 \times 10^{-16}$ uncertainty). Currently, the programmable Josephson voltage standard (PJVS) is widely used for dc and ac voltage calibration. The pulse-driven ac Josephson voltage standard (ACJVS) is used for audio-frequency applications and low voltage applications as quantum voltage noise source (QVNS) for noise thermometry.

There are different approaches to confirm the Josephson effects of a device. The first is based on the Josephson equation that shows a typical voltage-current behavior. Considering the tunneling structure superconductor-barrier-superconductor and $\varphi_R(\varphi_L)$ is the pair wave function for the right (left) superconductor. Each superconducting electrode can be represented by a single quantum state, so $|\varphi|^2$ is the actual Cooper pair density. If the weak coupling exists between two superconductors, the transition between the two states (right and left) can occur. This coupling is related to the finite overlap of the two pair wave. The time evolution can be solved by the Schrödinger equation which gives

$$\frac{\partial \varphi}{\partial t} = \frac{2eV}{\hbar}.$$
Assuming the current density of each superconductor are the same constant $\rho_1$, then the pair current density $J = J_1 \sin \varphi$, where $J_1 = 2K / \hbar \rho_1$. K is the coupling amplitude of the two-state system measuring the coupling interaction between two superconductors. The junction structure like geometry and barrier type will affect the coupling interaction and further change the K.

Based on these two relations, when $V$ equals zero, the phase difference $\varphi$ can be a constant (not zero) and a finite current density with a maximum value $J_1$ can flow through the barrier with zero voltage drop across the junction as shown in Figure 1.7. Once the critical voltage is applied, a finite resistance will exist.
Examine magnetic field effect is another way to verify characteristic of JJ devices. With a magnetic field $H$ applied to the junction along the $y$ axis, the gauge invariant phase difference between two points ($x$ and $x+dx$) of the barrier in each superconductor can be expressed as $\nabla \varphi_{L,R} = \frac{2e}{\hbar c} \left( \frac{mc}{\kappa e^2 \rho} I_s + A \right)$, where $J$ is the electric current density, $A$ is the vector potential.
Figure 1.8 Contours of integration $C_L$ and $C_R$ used to derive the magnetic field dependence of the phase difference $\varphi$.\textsuperscript{31}

The London depths should be much smaller than the thickness of the superconducting films so we can neglect the barrier thickness. By integration along the contours $C_L$ and $C_R$ (Figure 1.8), we can get

$$\frac{d\varphi}{dx} = \frac{2e}{\hbar c} (\lambda_L + \lambda_R + t) H_y,$$

where $\lambda_L$ and $\lambda_R$ are the London depths in the left and right superconductors, $t$ is the dielectric barrier thickness. After integration, the phase difference $\varphi = \frac{2e}{\hbar c} d H_y x + \varphi_0$, where the magnetic penetration $d = \lambda_L + \lambda_R + t$. So $J = J_1 \sin \left( \frac{2e}{\hbar c} d H_y x + \varphi_0 \right)$ which tells that the tunneling supercurrent can be manipulated by the magnetic field. It results in an interference pattern which in analogy to single slit experiment called Fraunhofer pattern and shown in Figure 1.9.

![Figure 1.9 Typical behavior of critical current versus the applied magnetic field in a JJ device.\textsuperscript{32}](image-url)
1.3.2 Fabrications of Josephson Junctions

A thin-film based three-layer sandwich structure is commonly used. High quality interface is assured either by an extra chemical or ion milling etching with "ex-situ" fabrication process or by "in-situ" deposition of all layers without any exposure to the atmosphere. In addition, the coherence length of superconducting materials limits the dimension of the barriers into the nanometer scale. Thanks to today's advanced manufacturing process, a reliable single junction with sub-10nm thick barrier can be obtained. Magnetron sputtering for noble metal (like Nb) based JJ\textsuperscript{33} or molecular beam epitaxy (MBE) growth for oxide heterostructures (like YBa\textsubscript{2}Cu\textsubscript{3}O\textsubscript{7-δ}) based JJ\textsuperscript{34} have demonstrated successful circuits functionalities. When scaling up superconducting circuits, some of the qubits and their coupling resonators are required to have precisely the same energy-level spacing in order to achieve high fidelity multi-qubit gates. However, due to limitations in fabrication techniques, it is almost impossible to make perfectly identical Josephson junctions based on conventional sandwich structures.

Intrinsic stacked junctions take advantage of their unique naturally exist quantum phase transition properties which can provide reliable consistency. Josephson coupling between CuO\textsubscript{2} double layers has successfully been proved in Bi\textsubscript{2}Sr\textsubscript{2}CaCu\textsubscript{2}O\textsubscript{6}\textsuperscript{35} and Tl\textsubscript{2}Ba\textsubscript{2}Ca\textsubscript{2}Cu\textsubscript{3}O\textsubscript{10} single crystals and thin films\textsuperscript{36} with effective barriers of the order of the separation of the CuO\textsubscript{2} double layers (1.5 nm). Limited material choices, complicated process and intrinsic heating effects become the roadblocks for its practical applications.
An alternative approach to fabricate Josephson junctions is using focused ion beam direct writing. Here, the focused ion beam locally weakens or destroys the superconducting properties of the film to create a junction barrier. The effects of ion irradiation on the properties of various superconductors have been well documented, for example, in high-temperature superconductors, iron-based pnictide superconductors, and MgB\(_2\). In a Josephson junction, the two superconductor films must be separated by only about a coherence length apart in order to achieve the interference of the superconducting order parameters in the two superconductors. Heavy ions like gallium, with a focused ion beam spot size of 5 nm, cannot be used to define such a narrow junction barrier for superconductors with short coherence lengths. In contrast, the Helium Ion Microscope (HIM) creates a beam of light He\(^+\) ions and can deliver a focused beam with a diameter of less than 0.5 nm, comparable to the short coherence lengths in high-temperature cuprate superconductors and iron-based pnictides. Cybart et al. have successfully demonstrated nano Josephson tunnel junctions in YBa\(_2\)Cu\(_3\)O\(_{7-\delta}\) by using the focused helium ion beam. The short coherence length of ~2.5 nm of BaFe\(_{1.84}\)Co\(_{0.16}\)As\(_2\) (Co-doped Ba122) also demands a narrow barrier region to permit Josephson coupling, making the direct writing with focused He\(^+\) ion beam a promising path for fabricating pnictide Josephson junctions.

It is also beneficial to develop lumped element arrays instead of distributed arrays. In a lumped-element array, all of the junctions are placed in less than one-quarter of the wavelength of the RF drive frequency so that the phase of the
junctions is synchronized by the applied RF signal leading to a higher voltage for a given microwave. This sets a stringent limit for the spacing between adjacent junctions in the array. For instance, a drive frequency of 16 GHz and 13500 series junctions requires a 120 nm spacing. Moreover, the heat generated in the stacked-junction array is difficult to be dissipated compared to a planar configuration, which allows the heat to be readily transferred to the substrate. The quality of the Nb-based JJ array is excellent, fabrication of 1000 Nb/Al-AlOₓ/Nb JJs for very large scale integration (VLSI) has been reported with the I_c spread from 0.8% to 8% for JJs with sizes from 1500 nm down to 200 nm. In addition, the I_c spread of less than 1.6% was obtained for a series array of 200 NbTiN/Al-AlNₓ/NbTiN Josephson tunnel junctions. However, the transition temperature of Nb at 9.25 K or NbTiN at 14.2 K requires the device to operate at 4.2 K or < 10 K.
In the following chapters, I’ll first briefly introduce the main techniques used in the thesis in Chapter 2. In Chapter 3, the development for precursor clusters to thin film of the tin-based photoresist candidates will be discussed. Meanwhile we proposed possible radiation chemistry of the chosen model resist. In Chapter 4, we used focused helium ion beam to evaluate the patterning performance of the model resist. Interface and underlayer effects were explored with ion radiation, photon radiation and analyzed by simulation methods and FT-IR results. Chapter 5 covers the successful nanofabrication of planar structure Josephson Junctions using focused helium ion beam. TRIM simulation was used to estimate the damage events.
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Chapter 2: Technical Background

2.1 General Introduction

In this thesis, we focus on new resist materials, their modification under exposure and their patterning properties as well as novel direct writing method for planar structure Josephson Junctions. To understand these behaviors, we make use of multiple thin film analytical techniques described in this chapter. In general, the characterization techniques used in this study can be simply defined as shown in Figure 2.1. We are probing the surface/interface with scanning tips, ion source, electron source, x-ray source and UV source. We employ the emitted ions and electrons with various energy to get the information of the thin films.

Figure 2.1 Multiple characterization techniques for thin film surface/interface analysis.

With scanning tips that are sensitive to different physical/chemical properties of the surface, we can get topography, adhesiveness, surface charging and so on.
By collecting backscattered ions, we can calculate the ion energy loss during the collision events in samples and then further calculate thin film components. With position sensitive detectors, we can also produce images by emitted ions or electrons.

In all electron spectroscopies, energy analysis of electrons emitted from the solid surface is used to gain information on the electronic energy levels in the surface region. These energy levels can be roughly divided into two groups: core levels and valence levels. So we can determine atomic species and local chemical environment at surface of the films.

2.2 Atomic force microscope

Atomic force microscopy (AFM) belongs to the family of microscopes with scanning probes (SPM - Scanning Probe Microscopy). Due to the flexibility of probing various surface properties by changing probes, AFM becomes one of the most common instruments for solid state material research. It makes use of either attractive force (non-contact mode) or repulsive force (contact mode) between the very sharp probe and the sample surface at a small distance. When the probe is scanning the surface, the force will drive the probe to move accordingly with the piezolectric actuators. A laser beam will be sent to the back side of the probe holder (cantilever), with the probe movement, the deflected laser will show position shifts on the position sensitive photo detector (PSPD). PSPD and probe piezoelectric actuators will form a feedback loop to control the distance between the probe and the surface during scanning. By applying a nanometer scale tip and high resolution movement control, AFM is able to
achieve sub-nanometer resolution on the z axis. The stiffness of the cantilever should be small enough to deform based to the sample topography which translates to 10 to 130 N/m in our experiments. The tip radius of curvature was guaranteed to be less than 10 nm.

The force between the tip and the sample surface is dependent of tip-surface distance. At larger distances, electrostatic or van der Waals forces originally from the polarization interaction between atoms will be the dominant and the attractive force will be used for measurements. At smaller distances (a few Ångströms), due to electronic orbitals overlap at atomic distances, a very strong repulsive force appears between the tip and sample atoms repulsive forces.

At measurement, when cantilever deformation is kept at a constant value and the tip-surface force is repulsive, this type is referred to the contact mode. When the tip is oscillating in z-axis at its resonant frequency, the tip-surface attractive force will result in shifts of the resonant frequency. The feedback loop will keep the tip at such distance where the frequency shift or change of amplitude is constant. This type is referred to the non-contact mode. Contact mode imaging can damage samples and distort image data by frictional and adhesive forces. We choose non-contact mode for our photoresist samples.

The resonance frequency of the straight shape cantilever

\[ f_0 = \frac{1}{2\pi} \left( \frac{k}{m_0} \right)^{0.5} \quad k = \frac{EwL^3}{4I^3} \]
k: the spring constant, E: Young module; t: thickness; l: length; w: width, m₀: the effective mass of the lever.

During the measurement, the tip is rastering the surface and provides information about the local height of the surface. Acquired data is further processed and analyzed to draw line scan profile and calculate the surface roughness by using free software Gwyddion.¹

2.3 X-ray photoelectron spectroscopy (XPS)

2.3.1 X-ray photoelectron spectroscopy basics

A photon of energy $hν$ penetrates the surface, and is absorbed by an electron with a binding energy $E_b$, which then escapes from the surface with a kinetic energy ($E'_k = hν - E_b$) determined by an electron energy analyzer from the relation: $E_k = E'_k - (\varphi_{spec} - \varphi_s)$, where $\varphi_{spec}$ and $\varphi_s$ are work functions of the spectrometer and the sample. So $hν = E_b + E_k + \varphi_{spec}$.²

The escaped electron has to have enough kinetic energy to reach the detector. Figure 2.2 gives the inelastic mean free path (IMFP) of electrons with various kinetic energy. A broad range of small IMFP at 4~10Å represents electrons with energy between 10 and 500 eV which sets the limitation of how deep XPS can probe. In general, XPS can acquire electrons from depths less than or equal to three times of the IMFP. So it is a surface sensitive technique and not proper for studying bulk material.
Figure 2.2 Universal curve plot of electron IMFPs of various elements.\(^3\)

The photon source should be as nearly monochromatic as possible for good energy analysis. Also considerable power will be applied and it is usually necessary to cool the target so a good conductor of heat is preferred. Because of these reasons, the Al and Mg K\(\alpha\) X-ray emissions at 1486.6 eV and 1253.6 eV are favored. By using fixed photon energy, the photoionization cross sections would be different for different core levels which need to be taken into consideration when calculating the atomic density of the material.

A hemispherical analyzer is commonly used in XPS. Electrons of different energies are measured by setting voltages for the lens system and retarded to chosen pass energy. Afterwards they can arrive at the detector slits and eventually the detector itself.

The spread of energies in the photon source, the diameter of the analyzer and the pass energy play a major role in determining the resolution of XPS.
From the binding energy and intensity of a photoelectron peak, the elemental identity, chemical state, and quantity of a detected element can be determined. Variations in the number of valence electrons and types of bonds they form will shift the binding energy accordingly. When oxidation state increases, binding energy increases due to greater attraction of the nucleus to a core electron and vice versa. The intensity of the peak can be represented as: 

\[ I = n \cdot f \cdot \sigma \cdot \theta \cdot y \cdot \lambda \cdot A \cdot T, \]

where \( n \) is the number of atoms per cm\(^3\) of analyzed region, \( f \) is the X-ray flux (photon/cm\(^2\)-sec), \( \sigma \) is the cross section in cm\(^2\), \( \theta \) is the angular efficiency factor for the instrument, \( y \) is the probability, \( \lambda \) is the IMFP, \( A \) is the area in cm\(^2\), and \( T \) is the detection frequency.

We used the Thermofisher K-Alpha system which uses X-ray source from monochromated Al K-\( \alpha \) as anode and generates 1486.7 eV photon. System Base Pressure <5x10\(^{-9}\) mbar. It has the capability for analysis of electrically insulating samples, depth profile analysis of samples and angle-resolved XPS. The instrument resolution for a given pass energy is determined by the width of the Ag 3d5/2 peak on a clean Ag surface. The ultimate energy resolution is about 0.5 eV. The binding energy of the Ag 3d5/2 core level is characteristic of the energy calibration of the system.

### 2.3.2 Ambient Pressure X-ray photoelectron spectroscopy (APXPS)

The investigation of surfaces using XPS at or near relevant pressures is challenging due to insufficient electron IMFP by scattering with gas molecules. The development of ambient-pressure XPS (APXPS) addressed the issue. The attenuation of the photoelectron signal in a gas environment is proportional to
exp(−zap/kT), where \( \sigma \) is the electron scattering cross section, \( z \) is the distance that electrons can travel through at the pressure \( p \). To get enough electron signals arriving the detector, the path length of the electrons through a gas can be minimized by introducing the differential pump systems.\(^4\) The sample surface is placed close to a sequence of apertures (usually two to three apertures) that are differentially-pumped. Behind each aperture, the pressure drops by several orders of magnitude before reaching the analyzer while the ambient pressure maintains at the sample surface. The x-ray source is usually separated from the ambient pressure region by the x-ray transparent windows like the 100 nm thick silicon nitride membranes that are used in our experiment.

APXPS and XAS in this study were performed using beamline 13-2 at the Stanford Synchrotron Radiation Lightsource (SSRL). The end station features a vacuum chamber with a differentially pumped electron spectrometer (VG-Scienta, SES-100) connected to an ambient-pressure gas cell, which allows APXPS to be performed for pressures up to approximately 10 Torr.\(^5\) Samples are loaded into the ambient-pressure gas cell which was then pumped for ~8 hrs to UHV. The ambient-pressure gas cell was connected to a gas manifold containing an ultra-high purity \( \text{O}_2 \) lecture bottle (99.999\% Purity Research Grade, Airgas). A variable leak valve (Vacuum Generators), was used to introduce and control the \( \text{O}_2 \) pressure in the ambient-pressure gas cell. A residual gas analyzer (RGA200, Stanford Research Systems) was used to collect a background mass scan in order to ensure the \( \text{O}_2 \) purity for experiments. The distance between the sample
and the beamline window was 10 mm. The beamline has an energy range of $h\nu = 180\text{-}1450 \text{ eV}$ with a resolving energy of $E/\Delta E > 5000$. The beamline uses a spherical grating monochromator along with Kirkpatrick-Baez focusing mirrors to obtain a spot size of $0.01\times0.075 \text{ mm}^2$ and a flux between $10^{11}\text{-}10^{12}$ photons/second. For APXPS and XAS experiments, we used $h\nu = 472\text{-}640 \text{ eV}$ and a 600 l/mm Ni coated grating.

### 2.4 Ultraviolet photoelectron spectroscopy (UPS)

The first range is provided by light from gas discharge sources and particularly the intense line emission from helium (He) and other inert gases: for He, the two main lines have photon energies of 21.2 and 40.8 eV. At these low energies, only valence band electrons from molecular orbitals can be detected.

The spectra usually plot the initial state energy, $E - h\nu + \phi$, where $E$ is the measured photoelectron kinetic energy and $\phi$ the work function. The maximum energies all line up at the Fermi energy, while the main elastic emission is confined to a small energy spread below this energy. Many of the molecular orbitals from which valence band photoelectron signal originates possess a high degree of hybridization, therefore the shifts in peak binding energy are far more varied and subtle than those observed for core level photoemission peaks. For this reason, valence band spectra are predominantly used for material characterization through spectral fingerprinting,
2.5 Rutherford backscattering Spectrometry (RBS)

Rutherford backscattering can be generally described as an elastic, hard-sphere collision between a high kinetic energy particle from a collimated beam incident beam (the projectile) and a stationary particle located in the sample (the target). The ratio of particle energy before and after the elastic collision with the target can be represented by the equation below:

\[ K = \frac{E_1}{E_0} = \left( \frac{M_2^2 - M_1^2 \sin^2 \theta}{M_2 + M_1} \right)^{1/2} + M_1 \cos \theta \]

Where \( M_1 \) and \( M_2 \) are mass of the projectile and the target, \( \theta \) is the backscattering angle from the original trajectory. For He ions penetrating the targets, the energy loss is primarily from excitation and ionization events in inelastic collisions with atomic electrons. The average energy loss during penetration can be estimated by target stopping power \((dE/dx)\). So the energy loss on inward path \( \Delta E_{in} \approx \left. \frac{dE}{dx} \right|_{E_0} \cdot t \); the energy loss in the elastic scattering process \( \Delta E_s = (1 - K)(E_0 - \Delta E_{in}) \); the energy loss on the outward path \( \Delta E_{out} \approx \left. \frac{dE}{dx} \right|_{E_1} \cdot \frac{t}{\cos \theta} \). Then \( E_1 = E_0 - \Delta E_{in} - \Delta E_s - \Delta E_{out} \).
During the measurement, the detection yield $Y = \sigma(\theta) \cdot \Omega \cdot Q \cdot N\Delta t$, where $\sigma(\theta)$ is the cross section at backscattering angle $\theta$, $\Omega$ is the detector solid angle, $Q$ is the measured number of incident particles and $N\Delta t$ is the number of target atoms/cm$^2$ in the layer.
By definition, the cross section is the probability of the particle to be deflected from the target nuclei. So \(2\pi b \, db = -\sigma(\theta) \cdot 2\pi\sin\theta d\theta\), where \(b\) is the perpendicular distance between the incident particle path and the parallel line through the target nucleus. The impact parameter \(b\) can be calculated from the force during the collision which in most cases is the unscreened Coulomb repulsion of two positively charged nuclei and the equation is as below:

\[
b = \frac{Z_1Z_2e^2}{2E} \cot \frac{\theta}{2}
\]

So the cross section can be expressed as:

\[
\sigma(\theta) = \left(\frac{Z_1Z_2e^2}{4E}\right)^2 \frac{1}{\sin^4\theta / 2}
\]

The software SIMNRA implements the physical concepts mentioned above. It can be used to simulate the RBS spectra and get the thin film structure quantitatively.
2.6 Helium ion microscope (HIM)

The exceptional spatial resolution of the helium ion microscope (HIM), as commercialized by Carl Zeiss Microscopy, (Peabody, MA), and its outstanding performance for imaging, particularly for insulating samples,\textsuperscript{7,8} makes it a compelling tool for many scientific areas such as materials research, life sciences, etc.

![Schematic of Carl Zeiss ORION HIM system.\textsuperscript{9}](image)

Figure 2.5 shows the schematic of HIM system used in this thesis. The ion source in HIM consists of a very sharp monocrystalline metal needle ending with only three atoms (referred to as a trimer). The three-atom configuration allows greater stability and consequently longer operation times compared to a single atom. The instrument produces He and Ne ions with energies between 15-35
keV with a beam spot of \( \sim 0.5 \text{ nm} \) (at 30 keV He) and a beam convergence angle of about 0.5 mrad, a factor of ten lower than in a typical scanning electron microscope (SEM). The needle is applied with a positive high voltage to generate a very high electric field (~4.4V/Å) at the very sharp area of the trimer resulting in field ionization of the He atoms. The generated helium ions are then accelerated through the axially aligned hole in the extractor electrode. The helium beam is further aligned with apertures of different sizes, focused by lens and rastered on the sample. Once reaching the sample, the incident He ions mainly interact with electrons. Since the He mass is much larger than that of the electron, the ions do not deviate much from the initial trajectory creating significantly small interaction volume than for incident electrons which provides HIM with a good depth of focus. Secondary electrons are generated by the ionization events and some of them are ejected from the sample and then collected by the detector. It has been shown, experimentally and theoretically, that the number of secondary electrons generated from the He beam is significantly higher than generated by an SEM beam. Amongst other factors, the angle of escaped secondary electrons determines its chance to reach the detector and further produce the imaging contrast. Combined with Less multiple scattering events than SEM, HIM can generate remarkable morphological images of surface with exceptionally clear images of complex 3D structures and much better resolution.
Reference


Chapter 3: The development of organotin resists and their radiation chemistry

3.1 Introduction

As noted above, our collaborators in the NSF Center for Sustainable materials Chemistry (CSMC), based at Oregon State University helped lead a multi-university program to develop new inorganic-based resist chemistries and processes. We examined a series of Sn-based precursors due in part to the high EUV absorption cross section of tin. Below I list three main clusters I examined, all in collaboration with our CSMC colleagues: [(BuSn)\textsubscript{12}O\textsubscript{14}(OH)\textsubscript{6}](OH)\textsubscript{2} (the “football” precursor), a commercial n-butyltin oxide hydroxide, n-BuSnOOH (“commercial” precursor), and a sodium-centered β-Keggin structure, NaO\textsubscript{4}(BuSn)\textsubscript{12}(OH)\textsubscript{3}(OCH\textsubscript{3})\textsubscript{12}(Sn(H\textsubscript{2}O)\textsubscript{2})] (β-NaSn\textsubscript{13}, “β-keggin” precursor).\textsuperscript{1, 2}

Films were deposited by spin-coating, and conditions such as the choice of solvent and concentration of precursor solution were optimized in order to achieve as flat and uniform a film as possible.

Figure 3.1 Three precursors in progress.
To understand the radiation chemistry, we used different radiation sources to explore the changes that occur in films before and after exposure (and processing). Unfortunately, the cost of a current generation EUV source is approximately $100M USD, so exposure under realist conditions was not practical for everyday studies. Instead we explored using other sources of photons, ions and electrons, as proxies for the 92eV photon of current EUV sources. XPS was used to monitor chemical bonding changes under photon exposure (although the x-ray energy used was over 10 times higher than the EUV photon energy). Ultraviolet light from a UPS source was also used due to its lower photon energy, about a quarter of the energy of EUV photons, so that it could serve as a good comparison. Ambient pressure XPS was used to explore possible effects of gas phase species present during realistic manufacturing processes. Eventually a radiation mechanism was proposed to explain the behavior of EUV photoresist candidates under photon exposure.

3.2 Cluster to thin film

We purified a series of different resist precursors and optimized their spin coating conditions to obtain low roughness and uniform films. As-deposited film chemical composition was determined to help understand the differences between the different clusters and to further elucidate possible radiation chemistry that was occurred upon exposure. The Keggin precursor was able to generate uniform films most easily in our work (see below) and we knew its chemical structure and best purification processes. As a result, we eventually chose the Keggin precursor for further analysis.
3.2.1 Thin film uniformity

Early in our studies we used AFM to compare the uniformity of films of three different precursors shown in

Figure 3.2. Solvents explored included 2-heptanone and THF. Both commercial and football precursor films have relatively low roughness using the 2-heptanone as the solvent. When deposited using higher concentration solutions, the football precursor film shows large features (and roughness) on the surface, possibly crystalline.
Based on the topographic AFM images, the concentration of precursor solutions showed a larger effect on thickness than the spin-coating uniformity. Thus, we can have control of the thickness at some level by changing the precursor concentration.

Recrystallization of the precursors can produce more pure clusters, so we compared keggin precursor film structure follow different numbers of recrystallization cycles. AFM was used to compare the uniformity for: once recrystallized on 70nm SiO$_2$, once recrystallized on 100nm SiO$_2$ and twice recrystallized on 100nm SiO$_2$. All of them showed similar roughness. Thus the recrystallization purification process did not affect Keggin cluster film uniformity.
Figure 3.3 AFM images of films prepared under different conditions.

The thickness of each film was measured by ellipsometry and AFM step height.

The results are consistent between these two methods. The football film structure showed a big variation in AFM step height measurements; I believe that this is most likely because of the generation of larger cluster crystallites, leading to a rougher surface. Both commercial and keggin film showed similar thickness of ~20 nm with small variation.

Table 3.1 Film thickness of [(BuSn)\textsubscript{12}O\textsubscript{14}(OH)\textsubscript{6}][OH]\textsubscript{2} compound, commercial BuSnOOH and keggin Sn\textsubscript{13} compound: Ellipsometry thickness & AFM thickness

<table>
<thead>
<tr>
<th>Sample</th>
<th>Ellipsometry – Cauchy-modeled</th>
<th>AFM – Step-Height</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Thickness (nm)</td>
<td>Thickness (nm)</td>
</tr>
<tr>
<td>Football</td>
<td>27.3 ± 0.3</td>
<td>30 ± 10</td>
</tr>
<tr>
<td>Commercial</td>
<td>18.6 ± 0.2</td>
<td>17 ± 2</td>
</tr>
<tr>
<td>Keggin</td>
<td>23.00 ± 0.4</td>
<td>20 ± 2</td>
</tr>
</tbody>
</table>

RBS was used to further analyze film thickness and uniformity. Because the football film was very rough, it won’t give a reliable result from RBS. We just measure the commercial and keggin film as in Figure 3.4. The signals from light
elements like carbon and oxygen are lost in the silicon substrate background yield and thus hard to determine quantitatively. We used the Sn density and known (from other studies) composition and phase to estimate the film thickness.

Figure 3.4 RBS spectra of a) Keggin film on HF etched silicon substrate and b) Commercial film on native oxide silicon substrate.

The radius of a cluster is 5 Å, the distance between clusters is 11 Å, and the number of nearest neighbors to a cluster is 0.53. So one molecule in the solution would occupy roughly 4/3π(1.1)^3/(1 + 0.53) = 3.64 nm^3. There are thirteen Sn atoms per molecule. So the volume density of the clusters in solutions would be 13/3.64*10^21 = 3.57 atom/cm^3. The solvent is removed during soft bake and pump down in the RBS system prior the measurement, so films become thinner and denser that solutions. Thus the volume density of the clusters in films would
be more than $3.57 \text{ atom/cm}^3$. In this case, the maximum thickness of Keggin film

$$
\frac{9.69 \times 10^{15}}{3.57 \times 10^{21}} = 27.1 \text{ nm}
$$

Because Keggin clusters are recrystallized from the commercial clusters, we assume in solution
they are sharing similar density. So the maximum thickness of commercial film (Figure 3.2) that we prepared was $7.79 \times 10^{15}/3.57 \times 10^{21} = 21.8$ nm which was slightly thinner than Keggin film. In general, the thickness from RBS was consistent with the Ellipsometry and AFM step height measurements.

We also estimated the uniformity in the z direction using grazing-angle RBS as shown in Figure 3.6. We focused on the tin peak and used SIMNRA simulations of different models to fit the spectra. We changed the position of the detector to obtain data for an $80^\circ$ exit angle.
Figure 3.5 Scattering geometry of RBS with $\alpha$ as the incident angle, $\beta$ as the exit angle and $\theta$ as the scattering angle.

Figure 3.6 Grazing-angle RBS for keggin film on silicon. Black curve is the smoothed RBS data and red curve is simulated data.

By changing the roughness of the film we could not obtain a good agreement between the simulated and raw data. We added an extra layer of pure SnO$_2$ (Sn:O=0.34:0.66) at surface and changed the thickness to get a more reasonable fitting, as shown in Figure 3.6. This three-layer model contained 15e15 atoms/cm$^2$ of SnO$_2$ and 350e15 atoms/cm$^2$ of the kegging film on the silicon substrate. This simulation was based on admittedly strange conditions, but its
consistency with the data gives us a hint about the possible existence of high Sn-density layer at the film surface.

3.2.2 As-deposited film chemical component

We also used XPS to investigate the chemical bonding and elemental components at the film surface. Because organic carbon species have similar binding energy, we just use one single C peak to fit the C data and to obtain the total atomic percentage of C for comparison. Further analysis of the carbon bonding environment was done using FT-IR, TPD and TOF-SIMS by our collaborators.\(^3\) Based on their results, the film has C-H and C-O bonds which is consistent with the cluster structure. According to the oxygen XPS region, we show the O 1s spectra fit well with two peaks at \(E_b = 530.5\) and \(532.0\) eV. These binding energies correspond to O in tin oxide and either methoxy or hydroxyl ligands, respectively.\(^4\)\(^-\)\(^7\) Adsorbed organic carbonates and water are also expected as contaminants. Unfortunately, the binding energies of these potential contaminates are similar to the values expected for methoxy or hydroxyl ligands, which makes it difficult to quantify the amount of contaminants.\(^8\) Therefore, in the discussions below the O 1s components will be primarily identified as tin oxide (\(E_b = 530.5\) eV, O-Sn) and methoxy/hydroxyls (\(E_b = 532.0\) eV, O-C/O-H).
Figure 3.7. Sn 3d, Sn MNN, Na 1s, C 1s, O 1s, and Si 2p XPS spectra of commercial, keggin and football Sn precursor films.

Based on our XPS results, there could be Na and Si at the surface in addition to the elements that form the precursors (Sn, C, O and H). As to the Na 1s XPS region, there is a clear peak at around 1071 eV for films of both commercial and keggin compounds while nothing can be observed for the film deposited using
the football compound. Also the peak loss at around 415 eV (kinetic energy) of
the Sn MNN region for the football film is just the Na 1s peak. The sodium should
come from the impurities in commercial precursors and cannot be removed after
recrystallization. Only the synthesized football compound doesn’t have sodium
in the structure.

To further investigate the bonds that exist in our films, we examined the oxygen
region. As to commercial and kegging films, the deconvolution of the peaks leads
us to assume that we have Sn-O-Sn (~530.1 eV) type structures, combined with
Sn-O species (486.31 eV) shown in the tin XPS region (Figure 3.7). The peak
around 531.6 eV refers to C-O type structures. On the other hand, the football
film shows an extra peak at higher binding energy (532.5 eV) which should come
from native silicon oxide at the interface. The silicon 2p region for the football
structure generated film supports this by showing an obvious peak while the
commercial and Keggin films do not show this behavior. The Si peak might result
from photoemission yield from uncovered areas due to island/cluster formation
as shown in the AFM images.

We show the Sn 3d spectra fit to two peaks at $E_b = 486.6$ and 495.0 eV, which
correspond to Sn 3d$_{5/2}$ and 3d$_{3/2}$ spin-orbit split doublet. These binding energies
are consistent with either Sn$^{2+}$ or Sn$^{4+}$. Unfortunately, these two different
common Sn oxidation states don’t demonstrate much variation in their Sn3d peak
positions. Thus we also looked at Sn Auger peaks using XPS, taking the
commercial compound as an example. The Sn (3d 5/2, 486.31 eV) spectra
indicates oxidized Sn species. The Sn M$_{4,5}$N$_{4,5}$ peak was found at 432 eV (in
kinetic energy) and the shape of the spectrum agrees well with the reported Sn\textsuperscript{4+} species. The general shape of the Auger spectrum is quite similar to the reference one, as shown. The Sn M\textsubscript{4}N\textsubscript{4,5}N\textsubscript{4,5} Auger peak appears at lower kinetic energy that the SnO one.

Figure 3.8 (a) The Sn MNN Auger peaks of SnO, SnO\textsubscript{2} and the conducting glass are shown.\textsuperscript{12} b. Experimental Sn MNN Auger spectra for Sn, SnO and SnO\textsubscript{2}, respectively.\textsuperscript{13}

We can apply a simple model to estimate the Auger parameter by the equation as shown below:\textsuperscript{13}

\[ \alpha' = E_b(3d_{5/2}) + E_{kin}(M_{4}N_{4,5}N_{4,5}) \]

Where \( E_b(3d_{5/2}) \) is the binding energy of Sn 3d\textsubscript{5/2} and \( E_{kin}(M_{4}N_{4,5}N_{4,5}) \) is the kinetic energy of Sn M\textsubscript{4}N\textsubscript{4,5}N\textsubscript{4,5}. The calculated Sn Auger parameter, 918.31 eV, falls into the range of Sn\textsuperscript{4+} species (918.3 eV-919.0 eV) and is significantly less than that of Sn\textsuperscript{2+} at 919.7 eV. Based on these two evidence, we conclude that Sn\textsuperscript{4+} species are in the film structure.
Table 3.2 Sn Auger parameter calculation for three films prepared from football, commercial, and kegging-based solutions.

<table>
<thead>
<tr>
<th></th>
<th>Sn auger kinetic energy (eV)</th>
<th>Sn 3d5/2 binding energy (eV)</th>
<th>Sn Auger Parameter (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Football compound</td>
<td>431.9</td>
<td>486.46</td>
<td>918.36</td>
</tr>
<tr>
<td>Commercial compound</td>
<td>432</td>
<td>486.31</td>
<td>918.31</td>
</tr>
<tr>
<td>Keggin compound</td>
<td>432</td>
<td>486.29</td>
<td>918.29</td>
</tr>
</tbody>
</table>

We compared the tin and oxygen binding energies among all films prepared with different precursors in Table 3.3. They show the good consistency of the Sn3d5 region which tells us that the Sn likely exists in similar bonding configurations within all these films and its chemical state should be Sn$^{4+}$. Only the film that results from the football precursor has an extra higher binding energy oxygen peak. Since we can also observe silicon peak from the substrate, we believe that this higher energy peak results from native silicon oxide emission from the surface/interface.

Table 3.3 XPS binding energy (eV) comparison among films
We next calculated the elemental atomic percent ratio based on XPS intensity.

For commercial and keggin films, the O:Sn ratio was less than 1.5 which is not consistent with the known atomic ratio (about 2) which suggested that film composition (and/or structure) may have be different from what is in the precursor. After spin-coating, there might be some cross-linking already due to the loss of the solvent which creates an extra dense layer at surface. This result are consistent with the model we obtained from RBS grazing-angle measurements.

<table>
<thead>
<tr>
<th></th>
<th>Commercial</th>
<th>Keggin</th>
<th>Football</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sn3d5 Scan A</td>
<td>486.31</td>
<td>486.29</td>
<td>486.46</td>
</tr>
<tr>
<td>O1s Scan A</td>
<td>530.1</td>
<td>530.16</td>
<td>530.27</td>
</tr>
<tr>
<td>O1s Scan B</td>
<td>531.57</td>
<td>531.78</td>
<td>531.47</td>
</tr>
<tr>
<td>O1s Scan C</td>
<td></td>
<td></td>
<td>532.47</td>
</tr>
</tbody>
</table>
3.3 Radiation chemistry

3.3.1 X-ray exposure

Radiation chemistry investigation by in situ XPS measurement before and after 1 hour X-ray (Al 1486.7 eV) exposure.

Figure 3.10 In situ XPS data comparison before and after exposure

Upon examining the Sn3d5 peak region, the as-deposit film doesn’t change upon x-ray exposure. On the other hand, from the oxygen region, we observe an obvious decrease of the higher binding energy peak (531 eV) which correspond with the O-H bond. Also the butyl group which contains carbon may be lost during exposure.

Figure 3.11 XPS comparisons for exposed/unexposed areas are measured on the same sample after development. Grey spots on each sample are exposed
areas and resist films remain on the surface. Blue areas are unexposed which show thick SiO₂ color of the substrate.

We found that a solubility change occurred upon developing the β-NaSn₁₃ after extended X-ray exposures used to collect the data in Figure 3.10 (note that the X-ray exposures are performed in UHV). It is likely that sufficient X-ray flux was provided to cause radiation induced changes rapidly in the films, which ultimately results in the formation of an insoluble product.

![XPS data comparison before and after development](image)

Figure 3.12 XPS data comparison before and after development

From the Sn MNN Auger region of the spectra, we can observe that the ratio of Na:Sn increased after development. This indicates that after this whole process,
sodium loss is less than tin loss, although we would prefer that the change would be in the opposite direction. We need to remove the sodium by optimizing the precursor or changing the precursor preparation procedure.

The Sn 3d photoemission peak shifted a little to higher binding energy implying more electro-withdrawing species bonding to tin. This is consistent with the C-O bond loss during exposure. Oxygen with binding energy about 532.5 eV can be observed which refers to the SiO$_2$ bond. This might be due to the film thickness shrinkage after development. Even some of the film thickness remained, the photon flux of the XPS is still not enough to uniformly switch the solubility of the entire film.

We also compared the quantity changes of each component as shown below.

![Figure 3.13 Atomic percentage comparison before and after development](image)
The carbon photoemission peak disappears completely in the unexposed area after development; this means that the develop time is sufficient. However, some metal oxide residue remains. This could be due to the very high sensitivity of the film or strong bonding between the film and the substrate. Further analysis is presented in the next chapter.

3.3.2 UV exposure

The valence band electronic structure helps provide additional information about film chemical composition and structure. The results can be used to support different models of surface chemistry. Valence orbitals have cross-sections that are strongly dependent on photon energy. In our system, oxygen-based orbitals dominate the UPS valence band spectra while tin ones dominate the XPS valence band spectra. By comparing differences between XPS and UPS valence band spectra, additional evidence about structure can be determined. With the UPS photon source (in Figure 3.14 we just showed the He 2α which is the energy of our interest), the cross section of the photons with the oxygen 2p orbital is about 100 times higher than with the tin 5s orbital. However with the XPS photon source (Al Kα 1486 eV), the situation becomes the opposite.
Figure 3.14 (a) Atomic calculation of photoionization cross-sections. (b) UPS and XPS valence band structure.

Our XPS valence spectra has some features showing a SnO$_2$-like structure. This result supports our suggestion that the final product would have clusters connected by a Sn-O-Sn framework.

We used a UPS photon source (predominantly He 2α 40.8eV) as one proxy to mimic the irradiation conditions under realistic EUV exposure (92eV photons). In Figure 3.15, the difference spectral changes imply that the film becomes oxidized with increasing photon exposure. No structure that resembles Stannoxane, which has similar bonds to our precursor but has 5-coordinated Sn, is apparent. This confirm that the valence band structure is highly dependent on electron configuration.
3.3.3 Ambient pressure XPS (APXPS)\textsuperscript{14}

To further evaluate radiation-induced chemistries we have obtained APXPS data for $h\nu = 472, 510, 530,$ and $626$ eV and for UHV, $P_{O_2} = 0.01$, and $P_{O_2} = 1$ Torr. The goal of adding oxygen during exposure is to determine if oxygen absorbed in the film can result upon radiation exposure in the formation of reactive oxygen intermediates that can increase the rate of butyl ligand loss from the resists.\textsuperscript{15, 16} Based on mechanisms where the loss of the butyl group is necessary to form an insoluble film, the incorporation of oxygen may potentially increase the sensitivity of the EUV photoresists.\textsuperscript{17} We also consider the role that the total electron yield (TEY) has on the radiation chemistries in the $\beta$-NaSn\textsubscript{13} films. For the four photon energies used in the APXPS experiments, we can evaluate the TEY and the primary atomic origin of the electrons. At $h\nu = 472$ eV, which is below both the Sn M\textsubscript{4,5} and O K edges, we have the lowest total absorption leading to a low TEY. At $h\nu = 510$ eV, which is just above the Sn M\textsubscript{4,5} edge, we have increased the TEY.
At $h\nu = 530$ eV, which is on the O K edge, we have further increased the TEY. At $h\nu = 626$ eV, which is above both the Sn M_{4,5} and O K edges, we have the highest TEY. Compared to the TEY at $h\nu = 472$ eV we find that the TEY for $h\nu = 510, 530,$ and $626$ eV increase by factors of 1.6, 2.1, and 3.5, respectively.

In Figure 3.16 (a-c) we show C 1s, O 1s, and Sn 3d spectra, respectively, obtained at $h\nu = 626$ eV in UHV and $P_{O_2} = 1$ Torr. The spectra are stacked for clarity and are normalized using the procedure described above. The signal to noise ratio in the spectra decreases with increasing $O_2$ pressure due to the additional inelastic attenuation of electrons at higher gas pressures.

![Figure 3.16 APXPS obtained for $\beta$-NaSn$_{13}$ in both UHV and $P_{O_2} = 1$ Torr using $h\nu = 626$ eV. (a) C 1s, (b) O 1s, and (c) Sn 3d core levels.](image-url)
In Figure 3.16 (a) we show the C 1s spectra fit with three peaks at \( E_b = 284.8 \), 286.8, and 288.9 eV. These binding energies correspond to C-H, C-O, and C=O, respectively.\(^{18}\) The most intense peaks at \( E_b = 284.8 \) and 286.8 eV can be correlated to the twelve butyl and methoxy ligands, respectively, that are coordinated to the \( \beta \)-NaSn\(_{13} \) cluster. The peak at \( E_b = 288.9 \) eV is likely due to contamination from exposure to the atmosphere.

In Figure 3.16 (b), we show the O 1s spectra fit with two peaks which correspond to tin oxide and either methoxy or hydroxyl ligands, respectively, as we discussed before. The O 1s spectra obtained at \( P_{O_2} = 1 \) Torr also has peaks at \( E_b = 537.8 \) and 538.8 eV which correspond to the gas phase O\(_2\) doublet.

In Figure 3.16 (c), we show the Sn 3d spectra fit to two peaks which correspond to the Sn 3d\(_{5/2}\) and 3d\(_{3/2}\) spin-orbit split doublet; the spectrum is consistent with the molecular formula and structure of the \( \beta \)-NaSn\(_{13} \) cluster.

To assess changes in the \( \beta \)-NaSn\(_{13} \) films under different ambient conditions, following increasing exposure times, and for different photon energies, we have fit the C 1s and O 1s spectra using the procedure described above. Figure 3.17 shows APXPS spectra obtained with \( h\nu = 626 \) eV. Figure 3.17 (a,b) show the C 1s spectra obtained at UHV and \( P_{O_2} = 1 \) Torr, respectively, while Figure 3.17 (c,d) show the O 1s spectra obtained at UHV and \( P_{O_2} = 1 \) Torr, respectively. The X-ray exposure time is indicted in the figures and corresponds to the time at the midpoint of the spectrum. The C1s and O 1s spectra labeled 3.5 and 4.5 minutes, respectively, were obtained immediately after the sample was moved to
a new location. The other spectra were obtained at the indicated times. We found that the C 1s spectra obtained in UHV (Figure 3.17a) do not change significantly even after a 38.5 min radiation exposure. However, the C 1s spectra obtained in $P_{O_2} = 1$ Torr (Figure 3.17b) significantly decreased in intensity for the C-H component, while the C-O and C=O components stayed approximately the same as the initial spectrum. As shown in Figure 3.17 (c,d), only minor changes were observed for the O 1s spectra whether the data were obtained in UHV or under a pressure of $P_{O_2} = 1$ Torr or for longer exposure times.
Figure 3.17 APXPS data obtained for different X-ray exposure times for C 1s in (a) UHV and (b) $P_{O_2} = 1$ Torr, and O 1s in (c) UHV and (d) $P_{O_2} = 1$ Torr.

To better quantify the changes in the spectra shown in Figure 3.17, we have plotted peak intensity ratios with respect to X-ray exposure time. In Figure 3.18 (a-c) we show the intensity ratio of the C-H component for each spectrum divided by the C-H component from the initial spectrum with respect to X-ray exposure time. Plotting the data in this manner highlights the changes in intensity during the X-ray exposure. In Figure 3.18a, we show the C-H intensity ratio versus X-ray exposure time for four different photon energies in UHV. For these data, very little change in the C-H intensity ratio was observed, with a maximum decrease of 10% compared to the original C-H intensity ratio. In Figure 3.18 (b), we show changes in the C-H intensity ratio versus X-ray exposure time for four different photon energies at $P_{O_2} = 0.01$ Torr. We find that there was a significant decrease in the C-H intensity ratio compared to the UHV data, and that the decrease has a
photon energy dependence. The maximum decrease in the C-H intensity ratio was 37% compared to the original C-H intensity ratio. In Figure 3.18(c), we show changes in the C-H intensity ratio versus X-ray exposure time for four different photon energies at $P_{O_2} = 1$ Torr. An even higher decrease in C-H intensity ratio (~0.52) was observed at this pressure. Again, the rate of decrease in the C-H intensity ratio has a photon energy dependence.
Figure 3.18 X-ray induced changes in peak intensity ratios: C-H component of the C 1s spectra obtained in (a) UHV, (b) \( P_{O_2} = 0.01 \) Torr, (c) \( P_{O_2} = 1 \) Torr, and (d) Total O 1s spectra at \( h\nu = 626 \) eV for indicated oxygen pressures. The indicated curves in the figure (b,c) are fits to equation 1, while the lines in figure (a) are fits to a linear function. In figure (d) the UHV data are fit to equation 1, while the ambient oxygen data are fits to a linear function.

The data imply that main path for the reduction in the C 1s intensity ratio is through homolytic cleavage of the C-Sn bond leading to the loss of butyl ligands from the cluster.\(^{19,20}\) Assuming the observed loss in C 1s intensity correlates to the desorption of butyl ligands, we can apply a photon stimulated desorption (PSD) model to the data. For PSD, an exponential model has been used to fit the observed changes in intensities. For this analysis, the coverage of the radiation-sensitive ligand with respect to photon exposure time can be fit using equation 1:

\[
I(t) = I_0 \exp[-\sigma \varphi t] + I_\infty
\]  

(1)

where \( I(t) \) is the peak intensity of the radiation sensitive ligand at time \( t \), \( \sigma \) is the desorption cross section, \( \varphi \) is the photon flux, \( I_\infty \) is the peak intensity of the radiation sensitive ligand at \( t = \infty \), and \( I_0 \) is the peak intensity of the radiation sensitive ligand at \( t = 0 \). At \( t = 0 \), equation 1 simplifies to \( I_0 = I(t = 0) + I_\infty \), and can be normalized by dividing by \( (I_0 + I_\infty) \) to obtain equation 2:

\[
y(t) = A\exp[-\sigma \varphi t] + y_\infty
\]  

(2)
where \( y(t) \) is the peak intensity ratio of the radiation sensitive ligand at time \( t \), \( \sigma \) is the effective desorption cross section in cm\(^2\), \( \varphi \) is the photon flux (photons/cm\(^2\)/s), \( y_\infty \) is the peak intensity ratio at \( t = \infty \), and \( A = 1 - y_\infty \). This model allows for a quantitative comparison of the decrease in the C 1s signal for each experimental condition, which we correlate to the loss of the butyl ligands. The lines shown in Figure 3.18(b,c) are based on the results of equation 2. By fitting the data to an exponential model and dividing the constant in the exponential term by the photon flux, \( \sigma \) can be calculated. This cross section represents the total amount of C-H removed with each incident photon. The absorption of incident X-rays results in the emission of photoelectrons (the initial direct excitation process), Auger electrons, secondary electrons, and thermal excited electrons. This cross section we extracted is effective for absorption of the incident X-rays by any atom in the cluster, not just a specific atom. However, by varying the photon energy we can enhance the relative X-ray absorption for specific elements. For \( P_{O_2} = 0.01 \) and 1 Torr, we find that \( \sigma \) ranges from \( 8 \times 10^{-18} \) to \( 4 \times 10^{-17} \) cm\(^2\) where the lowest value was found for \( h \nu = 472 \) eV at \( P_{O_2} = 0.01 \) Torr and the highest value was found for \( h \nu = 510 \) eV at \( P_{O_2} = 1 \) Torr. Exponential fits were only used for fitting the C-H intensity ratio in \( P_{O_2} = 0.01 \) and 1 Torr. A linear model was used to fit the C-H intensity ratio in UHV and is included in Figure 3.18(a) to provide a visual representation of the relative changes.

As mentioned above, we have found that the C-H intensity ratio depends on both the ambient conditions and the photon energy. This suggests that both of these factors influence the rate of butyl ligand desorption from the \( \beta\)-NaSn\(_{13} \) resists. We
believe that ambient O$_2$ is adsorbed in the β-NaSn$_{13}$ resists and that reactive oxygen species form during inelastic scattering of the initially emitted and secondary electrons. For the electron kinetic energy range for these electrons (< 90 eV) molecular oxygen has high cross sections for electronic excitations, ionization and dissociation, which can lead to the formation of reactive oxygen species. In our studies, the O$_2$ ambient provides two potential reaction pathways: the electrons emitted from the β-NaSn$_{13}$ resists can interact with O$_2$ adsorbed in the film, resulting in the formation of reactive oxygen species that preferentially interact with the butyl ligands; or the gas phase O$_2$ can absorb the X-rays, leading to electron emission in the gas phase, which would simultaneously reduce the X-ray flux at the β-NaSn$_{13}$ resist and create extra electrons. An increase in the number of emitted electrons or the presence of reactive oxygen species is expected to result in a larger loss of butyl ligands from the β-NaSn$_{13}$ resist. To assess the total number of emitted electrons at a given photon energy, we used the TEY XAS data below.
Figure 3.19 TEY XAS obtained from a β-NaSn\textsubscript{13} film.

In Table 3.4 we provide normalized TEY for β-NaSn\textsubscript{13} films at each photon energy using the TEY at $h\nu = 472$ eV. The data indicates that both $h\nu = 530$ and 626 eV have much higher TEY than either $h\nu = 472$ and 510 eV. For $P_{O_2} = 0.01$ Torr we find that $h\nu = 530$ and 626 eV have the largest C-H loss, and these photon energies correspond to the highest TEY in Table 3.4. However, for $P_{O_2} = 1$ Torr we find that $h\nu = 626$ eV still has the largest C-H loss, but $h\nu = 510$ eV has a larger C-H loss compared to $h\nu = 530$ eV. This may be due to an increase in the absorption of the photons by gas phase O\textsubscript{2} at the O K edge ($h\nu = 530$ eV). The expected X-ray attenuation was calculated at each photon energy compared to UHV by our collaborators, and these results are also provided in Table 3.4.\textsuperscript{22} They suggest that the X-ray attenuation at the different oxygen partial pressures should result in only a minor variation in the X-ray flux at the sample.

Table 3.4 Ratio of TEY from β-NaSn\textsubscript{13} resists normalized to $h\nu = 472$ eV. Ratio of X-ray attenuation for different photon energies and oxygen partial pressures normalized to UHV. Photoabsorption cross section values obtained from Henke, et al.

<table>
<thead>
<tr>
<th>$h\nu$ (eV)</th>
<th>UHV Normalized TEY Intensities</th>
<th>Attenuation of X-rays Normalized to UHV</th>
</tr>
</thead>
<tbody>
<tr>
<td>472</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9973</td>
</tr>
</tbody>
</table>
To evaluate the effect that radiation exposure time has on the oxygen species in the β-NaSn\textsubscript{13} clusters we have performed an analysis similar to what was done for the C 1s data. We have calculated an O 1s intensity ratio by dividing the intensity of each O 1s spectrum by the intensity of the initial O 1s spectrum after the indicated X-ray exposure time. In Figure 3.18 X-ray induced changes in peak intensity ratios: C-H component of the C 1s spectra obtained in (a) UHV, (b) $P_{O_2} = 0.01$ Torr, (c) $P_{O_2} = 1$ Torr, and (d) Total O 1s spectra at $h\nu = 626$ eV for indicated oxygen pressures. The indicated curves in the figure (b,c) are fits to equation 1, while the lines in figure (a) are fits to a linear function. In figure (d) the UHV data are fit to equation 1, while the ambient oxygen data are fit to a linear function.

(d), we show the O 1s intensity ratio obtained using $h\nu = 626$ eV for β-NaSn\textsubscript{13} resists in UHV and at $P_{O_2} = 0.01$ and 1 Torr for different X-ray exposure times. The O 1s intensity ratio obtained in UHV decreased for longer X-ray exposure times, while the O 1s intensity ratio obtained in $P_{O_2} = 0.01$ and 1 Torr slightly increased for longer X-ray exposure times. We found that the O 1s intensity ratio obtained in UHV decreased by $\sim 0.23$, while the O 1s intensity ratio obtained in $P_{O_2} = 0.01$ and 1 Torr increased by $\sim 0.05$. The same PSD model described above was used to fit the O 1s data obtained in UHV and is indicated by the solid black line. A linear model was used to fit the O 1s data obtained in $P_{O_2} = 0.01$ and 1 Torr and these are indicated by the solid blue and red lines, respectively.
To gain further insight into how the chemical composition of the β-NaSn$_{13}$ films change we have determined the atomic percent (At.%) before and after X-ray exposures. In Figure 3.20 we show At.% for spectra obtained after a 42 minute X-ray exposure with $h\nu = 626$ eV. It should be noted that similar results were obtained for $h\nu = 472$, 510 and 530 eV. These results indicate only negligible changes for Sn At.% in UHV or as a function of $P_{O_2}$. This is expected since the likely Sn species are not volatile at room temperature. Furthermore, there was a significant reduction in the C At.% for increasing $P_{O_2}$ compared to radiation exposure in UHV, which is due primarily to the reduction in the C-H component.

As already mentioned above, a reduction in C-H component suggests the desorption of butyl ligands from the β-NaSn$_{13}$ films. Both the C-O and C=O components are found to increase with $P_{O_2}$ compared to the UHV case, which indicates that some butyl ligands are oxidized during X-ray exposure in the presence of O$_2$, and these species remain in the film. There was only a negligible increase in the total O atomic concentrations for increasing $P_{O_2}$ compared to UHV. We found that the O-Sn component increased when going from $P_{O_2} = 0.01$ to 1 Torr and that there was an increase in O-C/O-H at $P_{O_2} = 0.01$ Torr and a decrease at $P_{O_2} = 1$ Torr. The ratio of O-Sn:O-C/O-H also increases for higher $P_{O_2}$. When $P_{O_2} = 1$ Torr, the conversion to SnO$_2$ is maximized and the O-C/O-H component makes up a much smaller portion of the total O 1s intensity. These results suggest we are increasing the rate at which β-NaSn$_{13}$ converts to SnO$_2$ through exposure to a higher ambient pressure of O$_2$. Furthermore, there is an increase in oxygenates on the surface which provides another route to Sn.
oxidation. These species could possibly act as intermediates during the reaction, which is why they make up a larger component of the film in the lower O$_2$ ambient pressure.

Figure 3.20 Atomic percent calculations showing the compositional changes for C 1s, O 1s, and Sn 3d core levels and their respective chemical states after sequential C 1s scans (42 min of exposure) at $h\nu = 626$ eV.

We find that removal of less than half of the butyl groups from the $\beta$-NaSn$_{13}$ cluster results in a change in solubility.$^{23}$ It is expected that further removal of butyl ligands or oxidation of Sn occurs during the development process which includes a 170 °C anneal in air and soaking in 2-heptanone. Further investigation of the composition following both the anneal and developer soak are necessary to obtain a complete understanding of the solubility transition mechanism. By investigating ambient gasses with different oxidative strength, we can determine
how the related species could be integrated into the resist to improve EUV sensitivity.

We have demonstrated that the addition of oxygen during $\beta$-NaSn$_{13}$ radiation exposure enhances the rate at which the cluster desorbs butyl groups. The addition of O$_2$ during EUV lithography may reduce the necessary dose to achieve the solubility transition, and thereby reduce the time required to pattern a wafer. This also likely holds true for other polyoxometallic nanocluster resists, where the chemical mechanism relies on creating secondary and thermal electrons that result in homolytic bond cleavage through inelastic scattering. Further studies are still required to determine the mechanisms that take place through each step of the EUV lithography process. For our APXPS studies, the photon dose used ($\sim1\times10^{19}$ photons/cm$^2$) is likely several orders of magnitude higher than the dose required to achieve the solubility transition. Performing similar experiments with a lower photon flux and at appropriate EUV radiation energies should provide further information on the distinct chemical changes occurring during EUV exposures.

### 3.3.4 Possible radiation reaction pathways

Table 3.5 Bonding energy comparison within the Keggin cluster structure.

<table>
<thead>
<tr>
<th>Bond</th>
<th>D (KJ/mol)</th>
<th>R (pm)</th>
<th>eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>H-O</td>
<td>459</td>
<td>96</td>
<td>4.757216</td>
</tr>
<tr>
<td>H-C</td>
<td>411</td>
<td>109</td>
<td>4.259729</td>
</tr>
</tbody>
</table>
Higher energy electrons might have more cross section for bond breaking and less secondary electron scattering. So bond breaking with high energies will occur locally when incident beam interacts with the precursor clusters. Lower energy bond breaking might have more chances to occur because the number of electrons at lower energy (secondary electronics) is much greater than those at higher energy and their spatial distribution should be much wider than that of the initially created photoelectron. This would contribute to larger feature sizes than the nominal beam exposure size.

![Chemical reaction diagram]

Figure 3.21 Two possible pathways that the Sn Keggin cluster might experience under exposure, either of which would change the cluster solubility.

Here we propose two possible pathways that are consistent with known radiation chemistry evidence. The upper one shows the reaction driven by dissociative electron capture by oxygen in hydroxyl group. The oxygen with negative charge
would attack tin in another cluster and force a butyl group to leave. Then a Sn-O-Sn bond could form, lowering cluster solubility. The lower one shows the reaction driven by breaking of the weak Sn-C bond. It has the lowest dissociative energy in the cluster, around 2 eV. The partially occupied tin would enhance the chance of condensation reaction by losing a water molecule.

Figure 3.22 provides a visual representation of mechanisms that occur in the β-NaSn_{13} resist when exposed to radiation under different ambient conditions. A portion of the β-NaSn_{13} cluster is shown Figure 3.22(a), and shows one Sn ion bound to structural oxygen and methoxy/hydroxyl groups. Figure 3.22(a, b) illustrate that two different reaction pathways can occur during EUV exposure in UHV and \( P_{O_2} = 1 \) Torr, respectively. When the clusters absorb EUV radiation both photo- and Auger electrons are emitted from the atoms in the cluster. Inelastic scattering of these electrons leads to formation of both low energy secondary and thermal electrons. These electrons have enough kinetic energy to drive reactions that further modify the cluster chemistries. During this process, ambient oxygen molecules also interact with the emitted electrons leading to an increase in the number of reactive oxygen species that are formed. The C-Sn bond is the weakest bond in the cluster and butyl ligands undergo homolytic cleavage as shown in Figure 3.22(d) due to inelastic scattering of the electrons. In UHV, the only oxygen available to oxidize the Sn is from within the cluster. This process requires additional energy to break the bond between the hydrogen or methyl group and oxygen. The resulting O ion may form a double bond in order to restore charge neutrality. In the presence of oxygen, three additional reaction
pathways are possible. In Figure 3.22(e), the reactive oxygen species can enhance the removal of methoxy/hydroxyl ligands which leads to an increase in the rate of conversion to SnO₂. In Figure 3.22(f), the reactive oxygen species can react directly with Sn, which results in oxidation without a change in coordination. In Figure 3.22(g), reactive oxygen species can react with two Sn groups in adjacent clusters leading to Sn-O-Sn linking.

Figure 3.22 Proposed mechanism showing the conversion from β-NaSn₁₃ to SnO₂. Photons are absorbed leading to photoemission (a), followed by electron scattering and generation of secondary electrons (b and c). The homolytic cleavage of butyl ligands (d) is enhanced in the presence of oxygen and provides a more efficient route to SnO₂ (e, f, and g).
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Chapter 4: Patterning properties of organotin resist

4.1 Introduction

Materials with HAR (high aspect ratio) features have very broad and significant applications, including FinFETs, diffractive optics, battery anodes and sensors.\textsuperscript{1-3} The lithography step is often at the heart of the process. Especially for transistors and related nano-electronics components, dense critical three-dimensional patterns are required for low cost and high performance (as anticipated by Moore’s law). After decades of efforts by industrial and academic researchers, EUVL is ready to apply in high-volume manufacturing semiconductor processing.\textsuperscript{4} Some issues related to EUVL hardware are still to be resolved such as appropriate source power, pellicles and mask defects. In addition, the optimal photoresist material(s) for EUVL remains a major focus for material scientists; with organic and inorganic-based materials still competing as this thesis goes to press. The proper material requires optimization of several basic parameters: sensitivity, critical dimension and the etching selectivity. Metal-based photoresists usually have better resistivity to either wet or dry etching. Also the EUV absorption cross sections of metals are higher than that of carbon or oxygen in organic resists. Hafnium, antimony and tin are three popular metallic components of nano-scale clusters with high absorption cross sections that have been studied as photoresist materials.\textsuperscript{5,6} In this chapter we report on the use of Helium Ion Beam Lithography (HIBL) to prescreen EUV resists prior to their...
evaluation in the EUV scanner. Helium ions as a proxy for photons have certain benefits; they scatter less than electrons, and produce fewer energetic recoil-atoms when compared to heavy ion irradiation. The negligible proximity effect of HIBL also has the potential to give very high lateral resolution. A comparison between EUV and 30 keV helium ion exposure was reported earlier showing highly similar trends in dose response. One single 30 keV helium ion can be as effective as 150 EUV photons in terms of secondary electron generation. Hence the HIBL has important advantages for critical dimension patterning and can serve as a stringent test of resist performance.

Figure 4.1 Incident particle options for use in micro- or nano-structure fabrication.

Table 4.1 Ion and photon beams both share the potential for high resolution and similar secondary electron generation process while HIM is more accessible than a commercial EUV scanner (because of cost).
In order to obtain critical dimension features without pattern collapse and other detrimental issues, resist films of order 20 nm or even less are preferred.\textsuperscript{10} With thin films, the energy and secondary electrons from the substrates generated by the incident ion, electron or photon beam might also play a role in the lithography process; this is a secondary process that has only been studied to a limited extent to date. One simulation of EUV exposures shows a significant difference between copper and silicon substrates,\textsuperscript{11} related to higher absorbed energy in copper based materials resulting in additional chemical interactions in the resist.

A $\beta$-NaSn\textsubscript{13} resist with oxo-hydroxo bonds was reported to show potential for radiation-induced condensation as a photore sist\textsuperscript{12}. We now describe below the patterning properties of the $\beta$-NaSn\textsubscript{13} resist when combined with etching resistance tests using HIBL. Monte Carlo simulations were also performed to explain the thickness and substrate dependence in the lithography.

A Carl Zeiss ORION PLUS HIM system was used for patterning and imaging. The Orion produces a 30KeV He\textsuperscript{+} beam with beam spot sizes as small as 0.5 nm. The ion current to the sample was kept below 1 pA. Pixel (lateral sampling) spacing was set to 1 nm. The nominal exposure line width was set from 1 nm to 20 nm with 100 nm spacing in order to determine the best critical dimensions.
under given lithography conditions. Following the helium ion exposure, a post exposure bake was applied at 175 °C for 5 mins. Then the films were developed in 2-heptanone for 1 min and blow dried with compressed nitrogen.

4.2 Best patterning performance achieved

This part of thesis is composed in part of published results\textsuperscript{13}. Our work with \([\text{NaO}_4(\text{BuSn})_{12}(\text{OH})_9(\text{OCH}_3)_{12}(\text{Sn(H}_2\text{O})_2)]\) followed a slightly modified procedure compared to that in the literature.\textsuperscript{14} BuSnOOH (Sigma-Aldrich) was suspended in methanol (Sigma-Aldrich) at a concentration of 0.08 g/mL. The solution was sonicated to ensure maximum dissolution of the soluble material, and then centrifuged to remove the insoluble material. The supernatant was transferred to a closed glass container and allowed to sit undisturbed at room temperature. Within one day, crystals would grow and were isolated from the walls of the container. The supernatant was removed under reduced pressure to collect solid precursor crystals. Precursor solutions were prepared in two ways to provide films with different thickness. For thicker films 20 mg/mL \(\beta\)-NaSn\textsubscript{13} solution with 2-heptanone was used as the solvent, while for thinner films the concentration was 5 mg \(\beta\)-NaSn\textsubscript{13} per 1.5 mL toluene. The films were sonicated for 5 min for complete dissolution. All samples were made fresh prior to film deposition.

Prior to the \(\beta\)-NaSn\textsubscript{13} deposition, the Si wafers were cleaned by consecutive sonication in acetone, isopropanol and deionized water (18.2 MΩ). Next, the non-oxidized Si wafers (with native oxides) were treated with a 49% HF solution to create a hydrogen terminated surface without oxides. The precursor solutions
were filtered by 0.45 μm PTFE (Polytetrafluoroethylene) filters and then
deposited by spin coating (in a Laurell Technologies spincoater) at 3000 rpm for
30 s with an acceleration rate of 3000 rpm/s, and finally soft baked at 70 °C for 3
mins. For thinner films, HMDS (hexamethyldisilizane) was used to enhance
adhesion of the photoresist to the surfaces by spin dry with 3000 rpm for 30 s.
After cooling in air, the films were ready for patterning and characterization.

4.2.1 Sensitivity

Using a high resolution helium ion beam has several positive features for nano-
lithography including very high lateral resolution (<10nm), precisely tunable dose,
and very high scattering cross section. It was used for our demonstration of HIBL
of our Keggin films. We used 20 nm thick films to investigate the etching
selectivity and pattern stability of the resist. An array of 2×2 μm² square patterns
was made by the 30 keV helium ion beam with different doses. AFM measured
the remaining film thickness yielding the β-NaSn₁₃ resist contrast curve in Figure
4.3. \( D_{100} \) (the dose at which the developed features start to have 100% of the as-
deposit resist thickness) is about 10 μC/cm², comparable to the sensitivity of
modern (organic) photoresists. We also successfully achieved a good contrast
\[ \gamma = \frac{1}{\log_{10} \frac{D_{100}}{D_0}} \sim 2. \] Sn-resist sensitivity is comparable to the other best EUV
photoresists (CAR, HfX, etc.).¹⁵
Figure 4.2 AFM image of patterned keggin film with dose from 1~16 μC/cm².

Figure 4.3 Contrast curve of β-NaSn13 resist with 30 keV HIBL,
With dose at 8.9 µC/cm², the exposed film thickness is almost the same as as-deposited film (~20 nm). However the roughness is much higher than that with dose at 10.5 µC/cm². The non-uniform condensation reaction with insufficient dose might contribute to the roughness. So next step, it would be interesting to investigate the film evolving during the development to understand how the developer etches the film and how the pattern property would change.

4.2.2 Critical dimension and LER

The line edge roughness (LER) and critical dimension (CD) were calculated from high-resolution, top-down secondary electron images of sets of three patterned lines acquired using the Scanning Helium Ion Microscope (SHIM – the same tool used for lithography, but now using in an imaging mode) and following the methods recommended by the ITRS. Images were loaded to the image processing software ImageJ and were smoothed and adjusted for optimal contrast to help determine the line edge structure. Each line was extracted with boxes that include its edges completely. The software we used performs a
Canny-Deriche filter for edge detection. A parameter controls the extent of smoothing of the raw data. The less smoothing we apply, the more accuracy we can detect. However, smoothing can help with easier edge detection. Then we use a non-maximal suppression to get thin edges and another software plugin to perform a hysteresis thresholding for edge detection. We manually adjusted the filtering to get most connected and thinnest edges within the threshold edges. A histogram profile was generated for choosing edges to calculate the average width, width standard deviation, and edge position standard deviation. LER was calculated as three times the standard deviation in the line edge position (average from top and bottom line edges), and the CD is the line width.

We used the Helium ion beam to pattern the photoresist film and obtained AFM images (as noted below). The square patterns received a dose in the range of 1~20µC/cm². We compared γ- Keggin photoresist on thermal oxide and HF etched silicon substrates. It turns out that the adhesion force between the photoresist film and HF etched silicon is stronger than that between the resist and a thermal oxide substrate. β- Keggin on thermal oxide shows better sensitivity than γ- Keggin. When the dose is as low as 1µC/cm², the β- Keggin film was almost fully exposed.
As to the line patterns, when we zoom in on the image, we found there was a very thin straight line underneath the curvy line. This indicates that the pattern likely has breaks vertically inside the resist film. It could be due to stronger bonding at the interface formed after exposure while the condensation within the film was insufficient to make the resist retain after development. This indicates that we may need to apply a higher dose for line patterns than the square patterns.
Figure 4.6 Zoom in image of line patterns shows exposed material under wiggling lines.

![Figure 4.6](image)

Figure 4.7 Line patterns. (a) Dose scaling of 5, 10, 15 and 20 µC/cm² from right to left; (b) 20 nm half pitch dense line patterns.

A higher dose was required to make the straight and solid lines shown in Figure 4.7(a). With a dose of 10 µC/cm², we observed discontinuities and wiggles while with a dose of 20 µC/cm², photoresist bridging occurred. Only a dose of 15 µC/cm² (under our conditions) gave us line patterns without defects. The difference in doses needed for making square and line patterns shows that lateral crosslinking may enhance the sensitivity of the resist. Choosing the proper dose for various patterning sizes and structures might help optimize processing time as well as patterning performance. 20 nm half pitch dense line patterns were achieved after our exposure optimization as shown in Figure 4.7(b).
The radius of a cluster is 5 Å according to both simulation and scattering data, the distance between clusters is 11 Å, and the number of nearest neighbors to a cluster is 0.53.\textsuperscript{14} So one molecule in the solution would occupy roughly

\[ \frac{4}{3} \pi (1.1)^3 / (1 + 0.53) = 3.64 \text{ nm}^3. \]

We also note that 15 µC/cm\(^2\) corresponds to about 1 ion/nm\(^2\) which is roughly 1 ion per cluster. The incident ion energy loss per Ångström depth into the film due to ionization should be independent of the resist thickness for very thin films. In thicker line patterns, one ion per resist cluster may be enough to trigger and complete the local condensation chemistry.

In thinner films, the total amount of clusters in the vertical direction should be less than that for thicker films. As the ion penetrates the resist film, it might miss some clusters and transfer insufficient energy to the cluster. As a result, fewer secondary electrons might be generated and the number of polymerized clusters will not be enough to maintain pattern shape and continuity.

![Figure 4.8](image)

Figure 4.8 (a), (b), (c) and (d) HIM images of line patterns exposed with doses of respectively 10, 15, 20, and 25 µC/cm\(^2\). The scale bar is 200 nm for all images.
The nominal line widths are 1, 2, 3, 4, 5, 10, 15, and 20 nm from left to right. A pair of each lines are shown.

We studied 10 nm thick films to investigate the critical dimensions and sensitivity compared to 20 nm thick films. The best critical dimension patterns in Figure 4.9 indicate an average line width as 8.8 nm and LER of 2.1 nm with 10 nm films while with 20 nm films the best average line width was 20.2 nm with LER as 4.2 nm.

Figure 4.9 (a) and (b) are SHIM images of line patterns used to calculate CD and LER for 10 nm and 20 nm thick film individually.

4.3 Etching selectivity

This part of thesis is composed in part of published results\textsuperscript{13}. With \(\beta\)-NaSn\textsubscript{13} as photoresist, silicon was etched anisotropically using an Oxford Plasmalab 100 inductively coupled plasma (ICP) etcher in 15 mTorr \(O_2/SF_6\) plasma with flow rates of 15 sccm/40 sccm, respectively. The cryogenic process was maintained at -100 °C with 15 W of RF power for 10 s. High aspect ratio walls were etched in silicon to a depth of 300 nm at an etch rate 30 nm/s. AFM line profiles were measured to obtain the actual etch depth with exposure dose variations as
shown in Figure 4.10. The photoresist mask can protect the substrate completely when it was exposed with enough He ion doses (at least 8µC/cm²).

Figure 4.10 Line profiles after dry etching.

SHIM images were acquired to confirm the pattern quality as the helium ion probe is effectively sharper than the AFM tip. Sharp, square-patterned shapes remain after dry etching. Selectivity and etching conditions were appropriate for 2µm features in this case.

Figure 4.11 Square patterns for etching rate control.
Figure 4.12 shows SHIM images for side views (40° angle) of 20 nm wide and 300 nm tall line patterns exposed on the same sample as the square patterns. These images show features with an aspect ratio of 15:1. Although the side wall was roughened due to the less-than-optimal etching process, we observe no bridging or other defects. The silicon beneath the resist mask was etched laterally to a small extent which would give even narrower trenches after removal of the resist. About 80% of the resist width was maintained with this anisotropic etching, higher aspect ratios with smaller feature sizes should be possible with further etching.

![SHIM image of etched dense line patterns.](image)

4.4 **Interfacial bonding and substrate effects**

4.4.1 **Implications of interface bonding effects**

This part of thesis is composed in part of published results\textsuperscript{17}. As we have shown, HIBL is an alternative (to EUVL) patterning technique capable of producing sub-10 nm features with high density and resolution\textsuperscript{18-22}. To realize an optimal
substrate-resist pair for lithography, interfacial interactions between the resist and substrate should be understood, and the pair should show excellent lithographic applicability (i.e. smooth and dense patterns). We used HIBL to pattern lines in Sn Keggin structure resists on Si-OH, Si-H, and SAM-terminated surfaces to explore interface effects. The samples are prepared by our collaborator from Chabal’s group in the University of Texas at Dallas. Double-side-polished, float-zone grown Si (111) wafers (lightly n doped, $\rho \sim 20$-$60$ Ω cm) were used. All samples were first sonicated in dichloromethane, acetone, and methanol for 5 min in each solvent. After degreasing, the sample was thoroughly rinsed with deionized (DI) water before being treated in a piranha solution (1:3 $\text{H}_2\text{O}_2/\text{H}_2\text{SO}_4$ mixture at 80 °C) for 30 mins to produce an OH-terminated oxide surface (Si-OH). The sample was rinsed again with DI water and blown dry with nitrogen (N$_2$) before further processing. For Si-OH samples, no further processing was conducted before spin coating. To create atomically-flat, H-terminated Si (111) surfaces (Si-H), the piranha cleaned sample was first placed in 49% hydrofluoric acid (HF) for 30s and then in ammonium fluoride (NH$_4$F) for 2.5 min, followed by rinsing the sample with copious amounts of DI water.$^{23}$ The grafting of ethyl undecylenate (SAM) to the Si-H surface was done according to a previously reported procedure.$^{24}$
Figure 4.13 Images of Patterned lines of Keggin on Si-OH.

Figure 4.14 Images of Patterned lines of Keggin on Si-H.

Figure 4.15 Images of Patterned lines of Keggin on SAM.
Pictures above are He-ion patterned lines using the keggin resist on Si-OH (Figure 4.13), Si-H (Figure 4.14) and ethyl undecylenate (Figure 4.15) terminated surfaces.

<table>
<thead>
<tr>
<th></th>
<th>Si-OH</th>
<th>Si-H</th>
<th>Si-SAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD (nm)</td>
<td>28.9</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>LER (nm)</td>
<td>13.1</td>
<td>8.1</td>
<td>6.8</td>
</tr>
</tbody>
</table>

Table 4.2 CD and LER for line patterns of keggin on Si-OH and Si-H and Si-SAM.

The average line widths and roughness values presented in Table 4.2 show that better patterning (i.e. thinner and smoother lines) are achieved when the surface-resist interface contains fewer chemical bonds. For Si-OH surfaces, an average line width of $29 \pm 13$ nm is obtained, with considerable roughness, which is worse than on Si-H and SAM terminated surfaces. For Si-H and SAM terminated surfaces, average linewidths of $20 \pm 8$ nm and $20.5 \pm 7$ nm are achieved, respectively. These results are quite similar, and demonstrate that for this resist, fewer interfacial chemical bonds are beneficial for creating thinner features with smoother edges as discussed below.\(^{17}\)

For -OH terminated surfaces, the hydroxide group can react with the tin-oxo group forming a strong Si-O-Sn bond which may makes the crosslinking within the second layer of resist film weaker. If true, the thinner lines will not remain bound to the substrate after development. For -H terminated surfaces, the FT-IR
done by our collaborators at University of Texas Dallas showed 23% loss of hydrogen at the interface after development which contributes to an inhomogeneous interface with Si-H, Si-O and Si-O-Sn bonds. As a result, some of the line patterns may become discontinuous (as observed). For the SAM terminated surface, although it is still not sufficient to completely passivate the interface bonding between the substrate and the resist under irradiation (resulting in some residue on the surface after development), the Van de Waals forces remain sufficient to hold the resist after the hydrogen donor is consumed. We believe that this is related to the more straight and continuous line patterns we observe, which tells us that uniform weak bonding at the interface may help to preserve resist structure during the development process.

4.4.2 Implications of extra secondary electron emission from substrates

To explore the effect of substrate composition on resist patterning, we also prepared thinner Keggin films (~10 nm) with HMDS as the adhesion layer on Si, SiO₂ and Au substrates. Three types of substrates were: single-side polished n-type As-doped Si (100) wafers (resistance 0.001-0.005 ohm-cm) with native oxides, single-side polished p-type As-doped Si<100> wafers (resistance 1-10 ohm-cm) with 300 nm thermal oxides and metal coated glass slides (with 10 nm gold and a ~20 angstroms titanium adhesion layer used to bind the gold to the alumina silicate glass microscope slide). A set of line patterns with a dose of 15 µC/cm² were made on these three samples. The resulting AFM images are shown in Figure 4.16. Note that although the Au substrate is very rough, we are
only concerning with the resist line size, lateral position and accuracy, not substrate roughness in the vertical direction.

Figure 4.16 AFM invert mapping images (a), (b) and (c) of line patterns exposed to 15 µC/cm² on Si, SiO$_2$ and Au coated glass substrate. The scale bar is 500 nm for all images. The nominal line widths are 1, 2, 3, 4, 5, 10, 15, and 20 nm from left to right. A pair of each lines are shown.

Two lines with 1 nm as the nominal width were almost invisible. Eight lines with 2, 3, 4, 5 nm as the nominal width were used to compare the patterning limitation at a given dose. Based on the AFM images and their line profiles, the heights of
lines of interest on Si and Au substrates are around 5 nm, comparable to wider lines that have been fully exposed. As to the lines on SiO\textsubscript{2} substrate, the heights of lines with 2 and 3 nm nominal width are less than 3 nm. It would seem that their condensation was not complete and it might not be able to serve as a good mask in manufacturing. In addition, the lines on Si with 2 and 3 nm nominal width are not as continuous as lines on Au were which may also introduce defects in the Si case. Only the lines on Au appear relatively straight and with higher continuity. This result indicates that the substrates can actually play an important role in manipulating patterning properties.

By treating the three substrates with the same process (applied HDMS as adhesion layer after cleaning), we can focus on particles (secondary electrons) emitted from the substrate surface which may have sufficient energy to trigger resist condensation. There are studies using Monte Carlo simulations to calculate the ion induced secondary electron yield that can escape from the surface. The simulation results using 40 keV helium ions by Huh, were quite similar to our experimental conditions.\textsuperscript{24} One sees that Au has about 8 times the secondary electron yield relative to Si. This could enhance the sensitivity of the resist significantly if such secondary electrons scatter back into the resist film, transfer energy and induce chemical changes in the film.

We also explored the trajectories of helium ions and ionization in three samples using TRIM simulation software. The trajectories, shown in Figure 4.17(a) for the three substrates, indicate similar lateral dimensions and total amount of ionization in the resist films. The only difference concerns the 10-20 nm region
where gold generates more ion backscattering and therefore more energy deposition in the gold layer. The energy loss as a function of target depth is plotted in Figure 4.17(b). With similar energy loss in the photoresist, the ionization in the three substrates show huge differences. SiO$_2$ has even smaller ionization efficiency than the resist film itself. On the contrary, Au shows more than twice the electronic energy loss than the resist. Much more energy was deposited within the 20 nm depth range.

Figure 4.17 Monte Carlo simulation of (a) ion trajectories and (b) energy loss due to ionization in three samples with β-NaSn$_{13}$ photoresist (PR) on gold coated glass, silicon and silicon oxide substrates.

Ultraviolet photoelectron spectroscopy (UPS) uses photons emitted by a helium plasma with characteristic UV emission lines (the most intense being He1α at 21.2 eV and He2α at 40.8 eV). Although having a relatively low flux, the UV source in UPS can be used to mimic the EUV exposure process (similar energy ~ 92 eV). The UPS spectrometer monitors emitted photoelectrons and as such can
help determine chemical changes in photoresist films via a measurement of the electronic valence band at the outer surface of a film. Based on the line patterns written by HIBL, the gold substrate gives the finest and most continuous lines, less than 10 nm wide. Figure 4.18(a) shows the valence band change for 10 nm β-NaSn13 resist on a gold substrate with increasing exposure time. The as-deposited β-NaSn13 resist film consists of clusters with a sodium templated Sn-O-Sn core surrounded by butyl groups. Others have studied the valence band structure for Sn-O-Sn bond in crystalline SnO2 which typically possesses three peaks ranging from 4 to 8 eV of decreasing intensities.25 In our spectra, the two peaks found at high binding energy (~8 eV and ~11 eV) for the unreacted resist, are likely to correspond to Sn-O-Sn bonds, and appear shifted toward higher energies due to the organic environment surrounding these Sn-O-Sn sites. We also observed a significant shoulder at 6.3 eV which gradually increased with longer exposure as shown below, as well as a broadening of the major peak at 8 eV. We interpret these modifications of the valence band upon UV exposure as the formation of Sn-O-Sn bonds within a more metal oxide-like environment. Indeed, secondary electrons excited by incident photons can provide energy for the -OH and the organic group cleavage, forming a SnO2-like framework to connect each cluster. We can thus use the normalized intensity of the increasing shoulder at 6.3 eV to evaluate the effective sensitivity of the resist on the three different substrates and plot the results in Figure 4.18(b). Due to the low flux in UPS, the chemical changes should be fitted into the arising curvy edge of the contrast curve in
Figure 4.3. We can observe a big difference in the increasing rate between the Au coated substrate and Si/SiO$_2$ substrate. When we use a linear fit to estimate the total resist reaction rate, the slope on the SiO$_2$, Si and Au substrates are measured to be 9.2, 9.8 and 11.7 respectively. Therefore, the Au substrate can provide almost 20% higher reaction rate which increases the effective resist sensitivity in comparison to SiO$_2$ and Si.

In conclusion, although it is impossible to use Au as a practical substrate in devices, based on our results, it appears very worthwhile to design an underlayer with elements that have high secondary electron yield. Given the mean free path of electrons, the increased yield would mainly occur at the bottom of the resist, so it would probably add extra back exposure to the resist and help with a uniform change inside the film vertically.
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Chapter 5: Josephson Junction

5.1  Introduction

Developing a fabrication process capable of producing a large number of Josephson junctions uniformly and reproducibly is crucial for using any superconductor materials, including the iron-pnictide superconductors and MgB$_2$. In the case of the iron-based superconductors, studying the Josephson effect could also provide a phase-sensitive measurement to reveal the symmetry of the superconducting order parameter, a fundamental question about the pnictide superconductors still not fully understood$^1$. One application of the Josephson effect is in electrical metrology. A conventional Josephson Voltage Standard (JVS) has been a better alternative to a Weston cell with improved accuracy of dc voltage measurement. These devices all require series arrays consisting of thousands of identical Josephson junctions with sufficiently low parameter spreads of the junctions, i.e. critical current and normal resistance. Besides specific applications, junction series arrays are a useful tool for measuring the parameter spread of Josephson junctions. The current state of the art Nb junction technology contains over 65,000 junctions$^{2,3}$, impossible to measure individually to determine the junction parameter spread. The parameter spread obtained from measuring series arrays permits a quick evaluation, which can facilitate further improvement of junction production.

To fabricate Ba122 and MgB$_2$ Josephson junctions with a focused He$^+$ ion beam, one needs to understand the irradiation effects on both the normal-state and
superconducting properties of these superconductors. This information has not been reported to date. The most relevant reports are on 200-keV proton irradiation of Ba122 films\textsuperscript{4} and on 2-MeV \textsuperscript{4}He\textsuperscript{++} ion irradiation of MgB\textsubscript{2} films\textsuperscript{5}. A focused ion beam was not used in these reports. In both works, although the transition temperature $T_c$ was found to decrease upon irradiation, complete suppression of superconductivity was not reported. In this paper, we report on the modification of the normal-state resistivity and superconducting transition temperature of Co-doped Ba122 and MgB\textsubscript{2} thin films by 30-keV focused He\textsuperscript{+} ion beam irradiation. In both cases, complete suppression of $T_c$ was observed. The systematic changes in $T_c$ and resistivity provide guidelines for using a focused He\textsuperscript{+} ion beam to fabricate planar Ba122 and MgB\textsubscript{2} Josephson junctions.

5.2 Large area

This part of thesis is composed in part of published results\textsuperscript{6}. Epitaxial thin films of optimally doped Ba122 were grown by pulsed laser deposition (PLD) on 5 x 5 mm\textsuperscript{2} (001) (La, Sr)(Al, Ta)O\textsubscript{3} (LSAT) substrates at 730°C\textsuperscript{7}. The film thickness was 50 nm, and the films exhibited zero-resistance at $T_c \sim 19$ K. A 20-nm protective Au layer was deposited \textit{in-situ} on the film at 200°C. MgB\textsubscript{2} films were grown using hybrid physical-chemical deposition (HPCVD)\textsuperscript{8} on 6 x 6 mm\textsuperscript{2} (0001) SiC substrates to a thickness of 40 nm. The as-grown films were immediately transferred to a DC magnetron sputtering chamber where a bilayer of Cr/Au (5 nm/300 nm) was sputtered on the films for protection during processing. Standard UV lithography and Ar ion milling were used to pattern a 4 or 5 μm-wide bridge on the films. Subsequently, a 300 nm-thick Au film was sputter-coated on
the contact pads, and the Au (Cr/Au) on top of the Ba122 (MgB2) bridge was removed by Ar ion milling. The entire sample was passivated with a 7 nm SiO2 (by RF magnetron sputtering) in Ba122 and 7 nm MgO (by reactive DC magnetron sputtering of Mg target in an Ar/O2 mixture) in MgB2 (see table I).

<table>
<thead>
<tr>
<th>Co-doped Ba122</th>
<th>LSAT (001)</th>
<th>PLD</th>
<th>~ 19 K</th>
<th>50 nm</th>
<th>SiO2</th>
<th>7 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>MgB2</td>
<td>SiC (0001)</td>
<td>HPCVD</td>
<td>~ 39 K</td>
<td>40 nm</td>
<td>MgO</td>
<td>7 nm</td>
</tr>
</tbody>
</table>

Focused He+ ion beam irradiation was conducted at room temperature using a Zeiss Orion Plus helium ion microscope with a 30-keV He+ beam with a 0.5 nm spot size. The beam is perpendicular to the plane of the film; thus the possibility of channeling through the crystal cannot be excluded. Transport of ions in matter (TRIM) computer codes9 were used to simulate the interactions of the He+ ions in the film/substrate geometry. Figure 5.1(a) shows the resulting distribution of 30-keV He+ ion range in a 7 nm SiO2/50 nm Ba122/LSAT substrate sample. The thickness of the Ba122 film was chosen to be much smaller than the range of the He+ ions, which therefore completely penetrate the film into the substrate (The
same consideration was taken into account in choosing the thickness of MgB$_2$ film).

Figure 5.1 (a) TRIM simulation of the range of 30-keV He$^+$ ions in a 7 nm SiO$_2$/50 nm Ba122/LSAT substrate sample. (b) Schematic of the sample with a 4 μm × 10 μm bridge. The blue area represents the pristine film. Figure 1. The focused He$^+$ ion beam was rastered over the red rectangle. The blowup of the irradiated area shows the raster pattern of the focused He$^+$ ion beam. The white dashed lines are guide to eye, showing a pixel size of 1.96 nm × 1.96 nm at the 100 nm FOV. (c) TRIM simulation of the damage density profile for three adjacent single tracks of He$^+$ in the SiO$_2$/Ba122 sample at $5 \times 10^{14}$/cm$^2$. (d) TRIM simulation of the
damage density profile for three adjacent single tracks of He$^+$ in the MgO/MgB$_2$ sample at $8 \times 10^{15}$/cm$^2$.

For the purpose of measuring the irradiation effects on $T_c$ and normal-state resistance, we rastered the He beam to irradiate multiple tracks over a length of 1 µm or 5 µm in a 10 µm-long bridge. The geometry of the bridge and the irradiated area are illustrated in Figure 5.1 (b). The blowup of an irradiated area shows that, at a 100-µm field of view (FOV), the pixel size is 1.96 nm × 1.96 nm, larger than the beam spot. He$^+$ ion beam moved from the center of one pixel to the next, delivering the needed dose at each center spot. Figure 5.1(c) and 1(d) shows the simulated damage profile of three adjacent tracks caused by the He$^+$ ion irradiation in three beam spots, with 1.96 nm pixel spacing, penetrating into the SiO$_2$/Ba122 and MgO/MgB$_2$ film, respectively. Although the lateral spreading of the damage regions quickly exceeds the beam spot size after the ions enter the film, overlapping over the entire irradiated area, the damage is not laterally uniform in the top part of the samples.

To characterize the damages caused by the helium ion beam in the MgB$_2$ thin film, transmission electron microscope (TEM) measurement was performed using a JEOL JEM2100 microscope operated at 200 kV. The sample was a 10 nm MgO passivation layer/25 nm-thick MgB$_2$ film with a patterned 4 µm × 10 µm bridge, across which 4 single-pixel-width lines were irradiated with the focused helium ion beam at 4 different doses - $8 \times 10^{15}$, $2 \times 10^{16}$, $6 \times 10^{16}$, and $5 \times 10^{17}$/cm$^2$. To avoid cross-line dosing between adjacent lines the lines were
separated by 1 µm distance. The cross-sectional TEM sample was prepared using a Dual Beam Focused Ion Beam - SEM (FEI Strata DB235).

Figure 5.2 Complete series of TEM BF micrographs of thin film of (10 nm MgO/25 nm MgB₂/on SiC substrate) irradiated by a 30 keV He⁺ ion beam with increasing doses. The dose values on each micrograph are in ions/cm².

Figure 5.2(a-d) show cross-sectional TEM bright field (BF) images of irradiated regions of four beam spots with the doses of 8 × 10¹⁵, 2 × 10¹⁶, 6 × 10¹⁶, and 5 × 10¹⁷ /cm², respectively. While the damage is not visible in the MgB₂ film, it can be more easily observed in the SiC substrate. At the two lowest doses, different contrasts in the irradiated regions in the substrate can be seen [see Figure 5.2 (a) and 2(b)]. At the dose of 6 × 10¹⁶ /cm², an amorphized region in the substrate is clearly visible [see Figure 5.2 (c)]. For the dose of 5 × 10¹⁷ /cm², the amorphous region in the substrate grows through the depth of the sample as well as laterally, as the damage produced by the periphery of the ion beam also reaches the damage threshold to be visible [see Figure 5.2(d)]. From the Hi-Resolution TEM (HRTEM) images in Figure 5.3, we find that the diameter of the amorphous
region at the MgB$_2$/SiC interface is $\sim$ 10 nm for $6 \times 10^{16}$/cm$^2$ and $\sim$ 30 nm for $5 \times 10^{17}$/cm$^2$.

![High resolution TEM micrographs](image)

Figure 5.3 High resolution TEM micrographs of the thin film of (10 nm MgO/25 nm MgB$_2$/on SiC substrate) irradiated with a helium ion dose of (a) $6 \times 10^{16}$/cm$^2$, (b) $5 \times 10^{17}$/cm$^2$.

The amorphized region in the substrate observed in figure 2(d) is qualitatively consistent with the TRIM simulation. A quantitative one-to-one correspondence to the region where superconductivity is completely suppressed by ion irradiation is difficult to extract from these data, as the damage may be annealed during the electron microscope measurement. We have observed the annealing effect in the low-dose samples. Nevertheless, we can conclude from the results that the region damaged by the He ion irradiation spreads much wider than the focused beam size when the ions travel deep into the film. The TRIM results in figures 1(c) and 1(d) provide a good guideline when we consider the irradiation effects on transport and superconducting properties of the superconductor films.
We show that superconductivity is suppressed and the normal-state resistivity is increased upon focused He\(^+\) ion beam irradiation. The critical dose for the complete suppression of superconductivity is \(\sim 5 \times 10^{14} / \text{cm}^2\) for Ba122 and \(\sim 8 \times 10^{15} / \text{cm}^2\) for MgB\(_2\) corresponding to large vacancy concentrations in the films. It should be noted that the irradiation-induced disorder spread out beyond the focused ion spot size in the depth of the film as shown in figure 1(c,d). Thus, in fabricating a Josephson junction with a focused He\(^+\) ion beam, one should minimize the thickness of the film so that the damaged area remains narrow enough for the interference of the order parameter to take place. Nonetheless, the expansion assures that no part of the film remains unirradiated in between single tracks. Also, the specific values of the irradiation doses here are for the multiple-track irradiation and expected to differ from those in the single-track irradiation. Nevertheless, the results are useful to guide the development of a focused He\(^+\) ion beam technology for fabricating iron pnictide and MgB\(_2\) planar Josephson junctions.

5.3 Array junction

Figure 5.4 (a) Optical image of the array pattern. Large bonding pads attached to a centered meandering micro-strips. (b) Three branches of the meander are
enlarged. Dark color lines are Au covered MgB$_2$. The tapered down bridges are SiO$_2$ covered MgB$_2$. (c) Zoomed view of single tracks of He$^+$ irradiation at 100 nm inter-spacing on a 5 x 15 $\mu$m$^2$ bridge imaged in HIM.

This part of thesis is composed in part of published results$^{11}$. Junction and series junction arrays were fabricated using 25 nm thick MgB$_2$ thin films grown by hybrid physical-chemical deposition (HPCVD) on SiC substrates $^8$. To protect the surface of the MgB$_2$ thin film from degradation during fabrication, a bilayer of Cr/Au (5 nm/20 nm) was deposited by DC magnetron sputtering on top of the film. 15 $\mu$m × 5 $\mu$m bridges and electrical bonding pads connecting to them were patterned by standard UV lithography and argon ion milling (see Figure 5.4). A second lithography and ion milling were carried out to remove the Cr/Au bilayer on top of the bridges. A 4 nm SiO$_2$ thin film was then deposited on the entire sample by RF magnetron sputtering for protection against moisture. The sample was then loaded ex-situ into the chamber of a Zeiss Orion plus helium ion microscope. A single pixel line of 30 keV beam (the highest energy commonly available with the system with nominal beam diameter < 0.5 nm and pitch = 1 nm) was used to directly write Josephson junctions into the plane of the thin film at room temperature. TRIM (Transport of ions in matter) software program$^{12}$ was used to simulate the He ion beam interaction with the target material. The total thickness of the MgB$_2$ + SiO$_2$ protection layer (25+4 nm) was chosen to be substantially smaller than the projected range (PR) of the 30 keV He$^+$ ions in the target (> 150 nm). In Figure 5.5(a), damage density (displacement per volume, color scale) is shown within the sample suggesting that at displacement level ~ 1
× 10²⁰/cm³, the width of the damaged region, is ~ 7.5 nm at the MgB₂/SiC interface and ~ 1 nm at SiO₂/MgB₂ interface. This lateral spread allows for observing the Josephson effect in the MgB₂ planar junctions. Figure 5.5 (b) shows the damage profile for top and bottom interfaces of MgB₂ film, indicating that the lateral spread of the damage characterized by the full width at half maximum (FWHM) is about doubled by the time ions reach the bottom of the film. Single Josephson junctions and 9 series arrays with various number (10, 30, 50, 60) of JJs were written on different bridges using single pixel lines of He⁺ beam with a dose of 2.7 × 10¹⁶ ions/cm² and 100 nm inter-junction spacing (Figure 5.4). Here we discuss the results on 50 and 60 JJ arrays representing the typical of the whole series. We also present the result of a single junction for comparison purposes.

![Figure 5.5(a) TRIM simulation of damage density in SiO₂/MgB₂ (4+25nm) film deposited on SiC substrate when irradiated with 2.7 × 10¹⁶ ions/cm² He ions. (b) Black dashed line represents damage profile at SiO₂/MgB₂ interface with the area under the curve ~ 7.5 × 10²². Blue dotted line represents damage profile at MgB₂/SiC interface with the area under the curve ~ 1.2 × 10²³.](image)
Uniformity of junction parameters within the arrays was sufficient for achieving phase-lock into an applied microwave signal and flat giant Shapiro steps were observed. The spread in critical current of a 60-Josephson junction array was estimated to be less than 3.5%, indicating excellent lateral homogeneity of the barrier. It was significantly better than reported in MgB$_2$ junctions fabricated by other techniques. The normal resistance of the array scaled proportionally to the number of junctions in the array. These results demonstrate the potential of the focused He$^+$ ion beam irradiation technique in MgB$_2$ Josephson multi-junction circuit applications such as quantum voltage standards.
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Chapter 6: Conclusion

This dissertation discussed the strategy to prescreen EUV photoresists as well as the advantage of using focused helium ion beam for the nanofabrication. Multiple surface/interface techniques were used to provide comprehensive analysis of thin film physical and chemical properties such as Atomic Force Microscope (AFM), X-ray Photoelectron Spectroscopy (XPS), Ultraviolet Photoelectron spectroscopy (UPS), Rutherford Backscattering Spectroscopy (RBS) and Helium Ion Microscope (HIM). The irradiation mechanism study provides better understanding of possible active species that could contribute to solubility changes of novel metal-containing resists. It provides a direction of developing this resist platform and estimating patterning performance accordingly. Sub-10 nm resolution with only 2.1 nm line edge roughness line patterns were achieved with focused helium ion beam single exposure. The investigation of interface bondings and substrates effect gives a hint about how to manipulate resist film stacking structures to achieve better RLS performance. Focused helium ion beam was further used to fabrication novel planar Josephson Junctions and achieve large array devices with significantly better consistency than other nanofabrication techniques. Ion displacement events were simulated to explain the correlation between ion doses and junction creation.