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Research into novel biological materials for use in biomedical applications is guided by the formation of supramolecular structures which have properties resultant from the characteristics of the compositional molecules. Peptides are commonly utilized in biological material development as their properties are widely variable and highly controllable due to the sequence-specific properties of amino acids. Self-assembling peptides are of specific interest due to their spontaneous aggregation into organized morphologies with predictable characteristics based upon their constituent amino acids. Though novel peptide materials have traditionally been researched through physical experimentation, the development of Molecular Dynamics has allowed for comparable computational studies of peptide systems. In this work, coarse-grained Molecular Dynamics simulations are selected to study self-assembling peptides from two classes, aromatic and aliphatic, as these peptides have been experimentally validated to spontaneously assemble themselves into nanostructures. Computational models representative of the peptides’ chemistry are created for aromatic peptides FF (phenylalanine-phenylalanine) and FNF (phenylalanine-asparagine-phenylalanine) and aliphatic peptides A6K (alanine-alanine-alanine-alanine-alanine-alanine-lysine), V6K (valine-valine-valine-valine-valine-valine-lysine), and V6K2 (valine-valine-valine-valine-valine-valine-lysine).
valine-valine-lysine-lysine). In the aromatic studies, the effect of varying total peptide concentrations and relative tripeptide concentrations on the morphology of the assembled structures is characterized. In the aliphatic studies, the peptide alignment in stable aggregates and nanostructures is determined. The results demonstrate the viability of these peptide systems to form stable, usable nanostructures suitable for inclusion in biological applications that require the respective specific properties of the in-scope peptides.
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Chapter 1

An Introduction to the Work

The spontaneous assembly of biological molecules such as peptides/proteins, lipids, and nucleic acids into organized structures has become an increasingly popular component in the development of novel biological materials. Extensive research has been dedicated to the study and determination of natural building blocks which, when combined together, will produce a biological material with desired characteristics. Specifically, materials created from self-assembling peptides have been of interest due to their biocompatibility, controlled variability, and application versatility. Peptides are naturally occurring molecules whose compositions can be varied through the addition or deletion of any of the twenty amino acids in the sequence. A high degree of control can be imposed on a biological material due to the ability to specify peptide sequences, which is especially important when engineering materials for the medical field.

Self-assembling peptides have been used in a multitude of applications in the medical and technological fields. Peptides have been used in the study of neurodegenerative diseases\(^1\text{-}^3\) and cancer\(^4\text{-}^6\), drug development and delivery\(^7\text{-}^{10}\), gene delivery\(^11\text{-}^{12}\), 3D cell culturing\(^13\text{-}^{18}\), regenerative medicine\(^19\text{-}^{21}\), membrane protein stabilization\(^22\text{-}^{24}\), and anti-microbial agents\(^25\text{-}^{27}\). Such a broad range of applications is possible due to the diversity of structures into which self-assembling peptides can aggregate. The work presented in the upcoming chapters accomplishes the following goals: development of computational models for experimentally well-studied peptides within a specific framework, characterization of assemblies formed by peptide aggregation, validation of experimental results, and explanation of peptide self-assembly mechanisms.
In Chapter 2, Molecular Dynamics (MD) simulations are introduced as a tool for computationally studying particle systems and it is explained why coarse-grained (CG) modeling was chosen to develop all of the peptide systems studied. The development of CG peptide models for use with the MARTINI CG force field is detailed as well as the parameters of the force field itself.

In Chapter 3, CG models of diphenylalanine (FF) and phenylalanine-asparagine-phenylalanine (FNF) are created for use within the MARTINI framework. 550 systems comprised of mixtures of the two aromatic peptides are created by varying both the total peptide concentration (the number of peptides per unit volume) as well as the relative tripeptide concentration (the percentage of the total number of peptides which are FNF). The resultant phase space of these simulations is then characterized. The effect FNF has on assembly pathway of FF as well as on the local curvature it induces in an FF bilayer is explored.

In Chapter 4, CG models of amphiphilic peptides A₆K, V₆K, and some of their derivatives are created for use within the MARTINI framework. The validation of A₆K and V₆K against existing computational studies is performed, and a derivative of V₆K (V₆K₂) is validated via comparison with experimental studies. The influence of two of the water models used with the MARTINI framework on the self-assembled nanorods produced by V₆K₂ is investigated.

In Chapter 5, potential future directions for the reported peptide self-assembly projects are presented.
Chapter 2

Molecular Dynamics Simulations and Peptide Coarse-Grained Modeling

2.1 Simulation Framework for Computational Investigation

Molecular Dynamic (MD) simulations allow for the computational investigation of particle interactions as they evolve. By integrating Newton’s equations of motion over time, MD simulations can provide insight into the properties of a particle system as it develops and progresses. MD simulations can reveal many details to both support and expand on experimental work with minimal parameters and an initial trajectory. However, these details come with a cost: the higher the requested accuracy, the higher the computational cost of the simulation. When working with systems at the nano- and micro-scale level, all-atom (AA) simulations provide a high level of chemical detail but are computationally expensive and therefore cannot be run over large timescales. Coarse-grained (CG) models sacrifice detail for significantly less computational expense, with modeling efficiently performed over longer temporal scales. When studying small-scale peptides, the benefit of the atomistic detail provided by AA simulations is outweighed by the limitations on simulation run time imposed by relatively high computational costs. Thus, CG MD simulations provide a valuable balance between accuracy and efficiency when studying the effective chemical characteristics of a system.

For simulating biological systems in the CG framework, the MARTINI Force Field: Coarse-Grained Model for Biomolecular Simulations\(^\text{38}\) has an excellent track record for providing accurate representations of modeled physical systems. The MARTINI Force
Field was originally developed to simulate lipid systems, but extensions into carbohydrates, nucleic acids, and peptides and proteins have expanded the uses of the force field. For these reasons, the MARTINI framework was chosen for this research.

The model uses a four-to-one mapping (i.e., on average, four heavy atoms and their associated hydrogens are represented by a single interaction center (bead)) though exceptions are made for ring-like molecules, which use a higher resolution mapping for better accuracy. Four main types of interaction sites are used to represent the underlying nature of the beads: apolar [C], non-polar [N], polar [P], and charged [Q]. Each main type has subtypes, which are categorized by hydrogen-bonding capabilities (donor [d], acceptor [a], both [da], or none [0]) and the degree of polarity (lower polarity [1] to higher polarity [5]). Figure 2.1 shows the coarse-grained representation of all the natural amino acids based upon the MARTINI classification.

2.2 Mathematical Interactions

The particle interactions in the MARTINI CG force field can be classified into two categories: non-bonded and bonded interactions. The MARTINI model uses simple, analytical functions to capture these interactions.

2.2.1 Non-Bonded Interactions

All particle interaction pairs i and j are governed by the Lennard-Jones (LJ) 12-6 potential:

\[
U_{\text{Lennard-Jones}}(r_{ij}) = 4\varepsilon_{ij} \left[ \frac{\sigma_{ij}}{r_{ij}} \right]^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6}
\]  

(1)

Where \( r_{ij} \) denotes the distance between the particles, \( \varepsilon_{ij} \) denotes the potential well depth, and \( \sigma_{ij} \) is the closest distance of approach between i and j, also referred to as the effective size. \( \varepsilon \) values for each combination of main type and subtype are defined by the original MARTINI Force Field\textsuperscript{28}. When used with special class particle types, \( \varepsilon_{ij} \) is scaled to 75% of its original value. \( \sigma \) is defined to be 0.47 nm for all normal particle types and 0.43 nm for special class particle types.

In addition to the LJ interactions, Q-type particles bearing a charge (q) interact via a Coulombic energy function:

\[
U_{\text{el}}(r_{ij}) = \frac{q_i q_j}{4\pi\varepsilon_0\varepsilon_{\text{rel}} r_{ij}}
\]  

(2)

Where \( q_i \) and \( q_j \) are point charges, \( 1/4\pi\varepsilon_0 \) is Coulomb’s constant, and \( r_{ij} \) denotes the distance between the particles. The dielectric constant \( \varepsilon_{\text{rel}} \) varies depending on the type of solvent (see Section 2.3 for further clarification).
To avoid unwanted noise, both of these potential energy functions are used in their shifted form, in which both the energy and force become zero at the cutoff distance $r_{\text{cut}} = 1.2$ nm. The LJ potential is shifted from $r_{\text{shift}} = 0.9$ nm to $r_{\text{cut}}$ and the electrostatic potential is shifted from $r_{\text{shift}} = 0.0$ nm to $r_{\text{cut}}$. Shifting the potential energy functions as such allows for the imitation of distance-dependent screening. Nonbonded interactions between nearest neighbors are excluded from these calculations.

### 2.2.2 Bonded Interactions

Bonded interactions between chemically connected sites are modeled by a set of four harmonic potential energy functions acting between the bonded sites $i$, $j$, $k$, and $l$. The first equation characterizes chemical bonds through the bond potential $V_{\text{bond}}$:

$$V_{\text{bond}}(d_{ij}) = \frac{1}{2} K_{\text{bond}} (d_{ij} - d_{\text{bond}})^2$$

Where $K_{\text{bond}}$ is the force constant and $d_{\text{bond}}$ is the equilibrium bond distance. LJ interactions are ignored between bonded particles.

The second equation represents chain stiffness through the angle potential $V_{\text{angle}}$:

$$V_{\text{angle}}(\varphi_{ijk}) = \frac{1}{2} K_{\text{angle}} \left[ \cos(\varphi_{ijk}) - \cos(\varphi_{\text{angle}}) \right]^2$$

Where $K_{\text{angle}}$ is the force constant and $\varphi_{\text{angle}}$ is the equilibrium angle. LJ interactions between second nearest neighbors are included.

The third equation describes the improper dihedral angle potential $V_{\text{ID}}$ which is used to prevent out-of-plane distortion of planar groups:

$$V_{\text{ID}}(\psi_{ID}) = K_{\text{ID}} (\psi_{ijkl} - \psi_{ID})^2$$

Where $K_{\text{ID}}$ is the force constant and $\psi_{ID}$ is the equilibrium angle.
The fourth equation models the proper dihedral angle $V_D$ which imposes secondary structure on the peptide backbone:

$$V_D(\psi_{ijkl}) = K_D [1 + \cos(n\psi_{ijkl} - \psi_D)] \tag{6}$$

Where $K_D$ is the force constant, $n$ is the periodicity (the number of allowable minima in the interval as the molecule rotates), and $\psi_D$ is the equilibrium improper dihedral angle.

The parameters of these four equations vary depending on the location of the bead in the peptide and the type of peptide. Peptide backbone beads are dependent on the secondary structure of the peptides but not the specific amino acids. Backbone-side chain and side chain-side chain parameters are conversely dependent on the specific amino acids and not secondary structure. Backbone-backbone-side chain and backbone-side chain-side chain bond angles and force constants are independent of both secondary structure and amino acid. Table 2.1\textsuperscript{32} contains the backbone bonded parameters. The force constants presented are to be used when the backbone beads all have the same secondary structure;

<table>
<thead>
<tr>
<th>backbone</th>
<th>$d_{UB}$ (nm)</th>
<th>$K_{BB}$ (kJ nm$^{-2}$)</th>
<th>$\theta_{UBB}$ (deg)</th>
<th>$K_{BBB}$ (kJ mol$^{-1}$)</th>
<th>$\psi_{UBBB}$ (deg)</th>
<th>$K_{BBBB}$ (kJ mol$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>helix</td>
<td>0.35</td>
<td>1250</td>
<td>96$^a$</td>
<td>700</td>
<td>60</td>
<td>400</td>
</tr>
<tr>
<td>coil</td>
<td>0.35</td>
<td>200</td>
<td>127</td>
<td>25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>extended</td>
<td>0.35</td>
<td>1250</td>
<td>134</td>
<td>25</td>
<td>180</td>
<td>10</td>
</tr>
<tr>
<td>turn</td>
<td>0.35</td>
<td>500</td>
<td>100</td>
<td>25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bend</td>
<td>0.35</td>
<td>400</td>
<td>130</td>
<td>25</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a \theta_{UBB} = 98^\circ$ when Proline is in the helix; $K_{BB} = 100$ kJ mol$^{-1}$.
if the backbone beads contain multiple secondary structures, the weaker force constant is used.


<table>
<thead>
<tr>
<th>side chain</th>
<th>( \theta ) (deg)</th>
<th>( K ) (kJ mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_{\text{BS}} ) (all)</td>
<td>100</td>
<td>25</td>
</tr>
<tr>
<td>( \theta_{\text{BS}} ) (Lys, Arg)</td>
<td>180</td>
<td>25</td>
</tr>
<tr>
<td>( \theta_{\text{BS}} ) (His, Tyr, Phe)</td>
<td>150</td>
<td>50</td>
</tr>
<tr>
<td>( \theta_{\text{BS}} ) (Trp)</td>
<td>90, 210</td>
<td>50, 50</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>side chain</th>
<th>( \psi ) (deg)</th>
<th>( K ) (kJ rad(^{-2}) mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \psi_{\text{BSS}} ) (His, Tyr, Phe)</td>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td>( \psi_{\text{BSS}} ) (Trp)</td>
<td>0, 0</td>
<td>50, 200</td>
</tr>
</tbody>
</table>

Table 2.2\(^{32}\) shows the bond angles of peptides with side chains, and Table 2.3\(^{32}\) shows the bonds lengths and force constants for amino acids with side chains.


<table>
<thead>
<tr>
<th>side chain</th>
<th>( d ) (nm)</th>
<th>( K ) (kJ nm(^{-2}) mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leu</td>
<td>0.33</td>
<td>7500</td>
</tr>
<tr>
<td>Ile</td>
<td>0.31</td>
<td>7500</td>
</tr>
<tr>
<td>Val</td>
<td>0.285</td>
<td>constraint</td>
</tr>
<tr>
<td>Pro</td>
<td>0.30</td>
<td>7500</td>
</tr>
<tr>
<td>Met</td>
<td>0.40</td>
<td>2500</td>
</tr>
<tr>
<td>Cys</td>
<td>0.31</td>
<td>7500</td>
</tr>
<tr>
<td>Ser</td>
<td>0.25</td>
<td>7500</td>
</tr>
<tr>
<td>Thr</td>
<td>0.28</td>
<td>constraint</td>
</tr>
<tr>
<td>Asn</td>
<td>0.32</td>
<td>5000</td>
</tr>
<tr>
<td>Gln</td>
<td>0.4</td>
<td>5000</td>
</tr>
<tr>
<td>Asp</td>
<td>0.32</td>
<td>7500</td>
</tr>
<tr>
<td>Glu</td>
<td>0.4</td>
<td>5000</td>
</tr>
<tr>
<td>Arg ( d_{\text{B}} )</td>
<td>0.33</td>
<td>5000</td>
</tr>
<tr>
<td>Arg ( d_{\text{S}} )</td>
<td>0.34</td>
<td>5000</td>
</tr>
<tr>
<td>Lys ( d_{\text{B}} )</td>
<td>0.33</td>
<td>5000</td>
</tr>
<tr>
<td>Lys ( d_{\text{S}} )</td>
<td>0.28</td>
<td>5000</td>
</tr>
<tr>
<td>His ( d_{\text{B}} )</td>
<td>0.32</td>
<td>7500</td>
</tr>
<tr>
<td>His ( d_{\text{S}} )</td>
<td>0.27</td>
<td>constraint</td>
</tr>
<tr>
<td>Phe ( d_{\text{B}} )</td>
<td>0.31</td>
<td>7500</td>
</tr>
<tr>
<td>Phe ( d_{\text{S}} )</td>
<td>0.27</td>
<td>constraint</td>
</tr>
<tr>
<td>Tyr ( d_{\text{B}} )</td>
<td>0.27</td>
<td>5000</td>
</tr>
<tr>
<td>Tyr ( d_{\text{S}} )</td>
<td>0.27</td>
<td>constraint</td>
</tr>
<tr>
<td>Trp ( d_{\text{B}} )</td>
<td>0.3</td>
<td>5000</td>
</tr>
<tr>
<td>Trp ( d_{\text{S}} )</td>
<td>0.27</td>
<td>constraint</td>
</tr>
<tr>
<td>Cys–Cys ( d_{\text{B}}–\text{s} )</td>
<td>0.39</td>
<td>5000</td>
</tr>
</tbody>
</table>
2.3 Coarse-Grained Parameterization Based on Particle Types

There are three particle types of interest for the computational studies presented in this work: amino acid particles, water particles, and ion particles.

2.3.1 Amino Acid Mapping

The characterization of the twenty natural amino acids by their main interaction site can be seen in Figure 2.1. The characterization of the backbone beads is dependent on the secondary structure of the protein: dispersed in solution or in a coil or bend [P] or part of a helix or β-sheet [N]. All this information combined results in the parameterization shown in Table 2.4.

<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>backbone</td>
</tr>
<tr>
<td>Gly</td>
</tr>
<tr>
<td>Ala</td>
</tr>
<tr>
<td>Pro</td>
</tr>
</tbody>
</table>

* Both glycine and alanine have no side chain.

Peptide side chain characterization is based upon the main type of the side chain: apolar amino acids (Leu, Pro, Ile, Val, Cys, and Met) are C-type, polar, uncharged amino acids; (Thr, Ser, Asn, and Gln) are P-type, amino acids with small, negative side chains; (Glu and Asp) are Q-type, amino acids with positive side chains; (Arg and Lys) are Q-type with the inclusion of uncharged particle; ring-based amino acids (His, Phe, Tyr, and Trp) are special class. The values of these parameters are experimentally validated through a
comparison of the free energy of partitioning between oil and aqueous phases. The main and subtype of each amino acid side chain as well as the experimental validation data can be found in Table 2.5. Note that in an update to the model, the parameters of some of the peptides are updated to better confer with the parameterization of AA force fields.


<table>
<thead>
<tr>
<th>side chain</th>
<th>CG representation</th>
<th>mapping scheme</th>
<th>free energy (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leu</td>
<td>C1</td>
<td></td>
<td>22</td>
</tr>
<tr>
<td>Ile</td>
<td>C1</td>
<td></td>
<td>22</td>
</tr>
<tr>
<td>Val</td>
<td>C2</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>Pro</td>
<td>C2</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>Met</td>
<td>C5</td>
<td></td>
<td>9</td>
</tr>
<tr>
<td>Cys</td>
<td>C5</td>
<td></td>
<td>9</td>
</tr>
<tr>
<td>Ser</td>
<td>P1</td>
<td></td>
<td>-11</td>
</tr>
<tr>
<td>Thr</td>
<td>P1</td>
<td></td>
<td>-11</td>
</tr>
<tr>
<td>Asn</td>
<td>P5</td>
<td></td>
<td>&lt; -25</td>
</tr>
<tr>
<td>Gln</td>
<td>P4</td>
<td></td>
<td>-23</td>
</tr>
<tr>
<td>Asp</td>
<td>Qa</td>
<td></td>
<td>-25</td>
</tr>
<tr>
<td>(uncharged)</td>
<td>Glu</td>
<td>Qa</td>
<td>&lt; -25</td>
</tr>
<tr>
<td>(uncharged)</td>
<td>Glu</td>
<td>P1</td>
<td>-11</td>
</tr>
<tr>
<td>Arg</td>
<td>N0–Qd</td>
<td>N0: Cβ–Cγ–Cδ–</td>
<td>&lt; -25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C3–Nε–C4–</td>
<td></td>
</tr>
<tr>
<td>Arg (uncharged)</td>
<td></td>
<td>QdP4; C2–C3–</td>
<td>-23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nε1–Nε2</td>
<td>-25</td>
</tr>
<tr>
<td>Lys</td>
<td>C3–Qd</td>
<td>C3: Cβ–Cγ–</td>
<td>-25</td>
</tr>
<tr>
<td>(uncharged)</td>
<td>Lys</td>
<td>QdP1: Cε–Nε1</td>
<td>-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-2</td>
</tr>
<tr>
<td>His</td>
<td>SC4–SP4–SP1–</td>
<td>SC4: Cβ–Cγ–</td>
<td>-19</td>
</tr>
<tr>
<td></td>
<td>SP1</td>
<td>SP1: Nδ–Cε2</td>
<td>-20</td>
</tr>
<tr>
<td>Phe</td>
<td>SC4–SC4–SC4–</td>
<td>SC4: Cβ–Cγ–</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>SC4</td>
<td>SC4: Cα2–C2</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SC4: Cε1–C2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Trp</td>
<td>SC4–SP4–SP1–</td>
<td>-1</td>
</tr>
<tr>
<td></td>
<td>SC4</td>
<td>SC4: Cα2–C2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SC4: Cε1–C2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SC4: Cε1–C2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SC4: Cε1–C2</td>
<td></td>
</tr>
</tbody>
</table>
2.3.2 Water Mapping

There are currently two main water models available for use with the MARTINI Force Field: standard water beads\textsuperscript{28} and polarized water beads\textsuperscript{34}. Four standard water molecules are modeled as one P\textsubscript{4} water bead. These standard water beads lack charge and therefore ignore the effects of electrostatic fields and molecular polarization\textsuperscript{34}. The simple one bead model allows for the insertion of large amounts of water with minimal extra computational burden added to a simulation. However, standard water beads also have a higher freezing point than that of normal water; freezing of standard water beads occurs via nucleation and cannot be counteracted once started. A simple solution to this is the inclusion of additional stochastic forces of an antifreeze agent into the system. MARTINI created their own antifreeze particle called Big P\textsubscript{4} (BP\textsubscript{4}), which disrupts the uniform lattice packing of the normal P\textsubscript{4} water beads and helps prevent the development of nucleation sites in a simulation. The ratio of standard water beads to antifreeze beads to prevent the development of nucleation sites at or above the freezing point of water is 9:1. This ratio affects solvent properties slightly, but has been shown to have no significant change on simulations overall.

Polarized water beads were introduced to the MARTINI Force Field as a way to compensate for the lack of explicit polarization in standard water, as implicitly applying electrostatic interactions can produce problems in systems with charged particles and those with multiple phases. Polarized water beads consist of three separate particles inside one bead, compared to standard water which has one particle, as seen in Figure 2.2. The central particle, W, is neutral and interacts with other particles via LJ interaction level III\textsuperscript{28}. The WP and WM particles are attached to W via a constraint with a distance 0.14 nm and carry
a positive and negative charge of +q and -q, respectively, where q = 0.46. The constraint distance prevents the overlap of charged particles in adjacent water beads and accurately represent the instantaneous dipole of the four water molecules the polarized bead represents. The chosen charge produces dielectric constants which are the closest to experimental values at room temperature\(^{35}\). A harmonic angle potential with an equilibrium angle \(\theta = 0\) allows for a vanishing dipole moment and a force constant \(K_\theta = 4.2 \text{ kJ mol}^{-1} \text{rad}^{-2}\) also provides a close approximation of experimental values of the dielectric constant of water. WP and WM lack any LJ interactions, interacting via a Coulomb function only, and do not interact with each other inside the same water bead, allowing the rotation of the two charged particles around W. Due to the inclusion of the additional particles inside of the water bead, polarized water beads have a stronger attraction to one other than standard water beads. Therefore, when using polarizable water, to ensure realistic behavior the global dielectric constant must be reduced from the \(\varepsilon_r = 15\) used with standard water to \(\varepsilon_r = 2.5\).

2.3.3 Ion Mapping

MARTINI CG ions are represented as Q-type particles.

2.4 Time Scale Interpretation

The larger particle sizes used in MARTINI CG modeling present a smoother energy landscape than those of atomistic models. The reduction in friction arising from fewer degrees of freedom creates an increase in the diffusion dynamics of MARTINI CG simulations by a factor of four\textsuperscript{28}. Therefore, two types of time can be discussed in regard to MARTINI simulations: a simulation time and an effective time, the latter of which is the simulation time with the scaling factor of four applied. Throughout this manuscript, unless otherwise stated, effective time is assumed.
Chapter 3

Hybrid Aromatic Ultra-Short Peptide System

3.1 Overview of Diphenylalanine and Molecular Composition

Diphenylalanine (FF) is a stable, ultra-short peptide which has been extensively researched using experimental\(^\text{36-44}\) and computational\(^\text{44-46}\) approaches. In more recent years, derivatives of FF such as triphenylalanine (FFF) and diphenylalanine-fluorenylmethyloxycarbonyl chloride (FF-Fmoc) have been investigated to determine if these peptide compounds are capable of self-assembling into identifiable nanostructures\(^\text{47}\). FF has been reported to form distinct nanostructures such as vesicles and nanotubes\(^\text{45,46,48}\), while its derivatives have assembled into nanowires, nanofibers, and ribbons\(^\text{47}\). The primary focus of the above studies has been the development of nanostructures from a single peptide sequence; however, the creation of biological materials with specific properties can also be achieved through the inclusion of multiple peptide sequences. A variation in sequence allows for the generation of sequence-specific properties, which can create materials with controllable, unique properties and characteristics.

A 2014 computational study by Guo et al.\(^\text{47}\), whose results were experimentally verified, reports that in mixtures of FF and FFF, the resulting nanostructures formed were toroidal in nature. The formation of nanostructures demonstrates the influence of sequence-specific properties, though there is a general lack of understanding on how altering peptide sequences can affect the properties of biological materials. Additionally, research into the mechanisms of self-assembly of distinct peptide sequences in the formation of a hybrid biological material with targeted properties is sparse.
In this study, the impact of molecular composition on the morphology of hybrid self-assembled biological peptide materials was examined using FF and its derivative phenylalanine-asparagine-phenylalanine (FNF), which was chosen for the extra polarity injected into FF by the addition of asparagine. The molecular composition was varied in two ways: by varying the total peptide concentration in the system and the relative tripeptide (FNF) concentration in the system from 0-100%. Using two different peptide sequences also allowed for the study of how variation in polar groups impacts morphological changes in self-assembled hybrid materials. A computational approach (CG MD simulations) was employed to address the large parameter space. The results from this study provide insight into the assembly mechanisms of specific peptide sequences and the influence of molecular composition on nanostructure formation, where it is shown that both the total peptide concentration and relative tripeptide concentration affect the morphology of hybrid biological assemblies.

3.2 Model Parameterization and Computational Methods

3.2.1 Topology Design

MD simulations were employed to study the dynamics of the peptide aggregation process along with the structure and morphology of the resulting hybrid biological materials. To capture the assembly process from dispersed peptides in solvent to a fully formed hybrid assembly, several thousands of molecules had to be simulated. Using an AA representation was not feasible as the temporal scales needed to observe the assembly process as well as capture the structural properties of the assembled hybrid materials would
have resulted in simulations that were too resource-intensive. Therefore, the simulations were built using a CG representation, namely the MARTINI CG force field (v2.2). Coarse-grained representations of both FF and FNF are shown in Figure 3.1 with FF represented in (a) and FNF represented in (b). Particle type P5 was used to represent the phenylalanine backbone (orange) while three SC5 beads were used for the aromatic side chain (blue). Particle type P5 was used for both the backbone and side chain bead of asparagine (green and purple, respectively). The peptides were assumed to be uncapped, with charges at both the N and C termini, allowing for the system to exist at a charge neutral state.

![Figure 3.1. Coarse-grained representations of (a) diphenylalanine (FF) and (b) phenylalanine-asparagine-phenylalanine (FNF). The left-most picture shows the MARTINI approximation over an AA model of the peptides. The middle picture details the MARTINI particle types assigned to each approximation, and the last picture shows the MARTINI representation of the peptide.](image)

### 3.2.2 Simulation Parameters

Simulations were built using the GROMACS software package (v5.2.1)\textsuperscript{50-53}. Using commands innate to the package, the FF and FNF peptides were inserted into a simulation box and solvated with standard water and the standard ratio of anti-freeze particles\textsuperscript{28}. To
remove any overlaps due to the random particle insertion, the system was energy
minimized using a steepest descent integrator. Once overlaps were accounted for, the
system parameters were brought to experimental values through a 500 ps equilibration.
Once the system was ready for production, each simulation was run for 4 μs, which was
chosen to ensure the formation of a single, stable, self-assembled nanostructure.

All of the simulations were run in the isothermal-isobaric ensemble. The total
number of peptides in each simulation was 500. The temperature was maintained at 310
K\textsuperscript{45,47} using velocity rescaling with a stochastic term to ensure correct sampling\textsuperscript{54,55}. The
pressure was maintained at 1 bar using the Parrinello-Rahman barostat\textsuperscript{56,57}. The timestep
for each simulation was 25 fs. The neighbor lists were updated every 0.25 ps with a cut-off
of 1.2 nm, and the particle trajectories were sampled every 0.25 ps. The LINCS algorithm\textsuperscript{58}
was used to constrain the bonds of the aromatic phenylalanine side chains.

Overall, five total peptide concentrations (0.1, 0.15, 0.2, 0.25, and 0.3 peptides/nm\textsuperscript{3})
and eleven relative tripeptide concentrations (from 0% to 100%) were simulated. The total
peptide concentration was varied by pre-selecting a starting box size and populating it with
the appropriate number of solvent beads. The relative tripeptide concentration was varied
by adjusting the ratio of FF to FNF beads in a system while keeping the total peptide count
at 500. Each of these 55 resulting simulations were run on ten independent particle
trajectories for statistical significance, for a total of 550 simulations on which the result
and analyses are based.
3.3 Simulation Results of 55 Unique Molecular Compositions

All molecular compositions were observed to spontaneously self-assemble into identifiable nanostructures, each composed of an FF-FNF bilayer formed via the hydrophobic effect. The hydrophobic effect occurs in this system as the hydrophobic, aromatic rings which make up the phenylalanine side chains preferentially interact with one another, minimizing their exposure to the solvent particles. The hydrophilic backbones of phenylalanine and asparagine as well as asparagine’s side chain, in contrast, preferentially interact with the solvent particles. These processes occur simultaneously, and drive peptide aggregation until the system is at its lowest energy configuration, represented by the single, stable aggregate formed.\textsuperscript{55,57,59-62}

3.3.1 Morphological Variation Quantified

![Figure 3.2](image.png)

Figure 3.2 Representative pictures of each of the four hybrid nanostructures formed in the phase space: (a) lamellar bilayer, (b) axial cross-sectional view of a nanotube, (c) diametrical cross-sectional view of a vesicle, and (d) disordered assembly.
Four categories of nanostructures were identified, with a representative of each morphology shown in Figure 3.249. The nanostructures were classified based upon their morphology, with morphology defined by a nanostructure’s relationship to the three spatial dimensions. A nanostructure was considered to be “open” in a given spatial direction (i) if it interacted with itself through any periodic walls, meaning the nanostructure extended indefinitely, or (ii) if two edges of the bilayer perpendicular to a direction were exposed to the solvent particles. A nanostructure was considered to be “closed” in a direction if it didn’t meet either of these criteria. Therefore, a bilayer open in two directions with its edges exposed to solvent was classified as a lamella.

Table 3.1 Summary of the four morphologies formed across the five total peptide concentrations and eleven relative tripeptide concentrations.
(Figure 3.2a), a bilayer closed in two directions but extending indefinitely in the third direction was a nanotube (Figure 3.2b), and a bilayer closed in all three directions was a vesicle (Figure 3.2c). In Figure 3.2b and Figure 3.2c, a cross-sectional view is provided to show the presence of a stabilized, internal cavity which can interact with the solvent. The fourth morphological category classified “disordered” nanostructures, in which the peptides locally organized themselves into a bilayer but did not fall into any of the three previous categories of lamella, nanotubes, or vesicles (Figure 3.2d).

A summary of morphological variation due to different molecular compositions is found in Table 3.49. To better visualize the effects of total peptide concentration and relative tripeptide concentration, the results in Table 1 are further broken down into four histograms, one for each type of defined morphological structure. Each histogram shows the frequency with which a specific nanostructure occurred for each molecular composition simulated. Figure 3.349 shows the statistical occurrences of vesicle formation, which were consistently observed at lower total peptide concentrations (0.1 - 0.15 peptides/nm$^3$).

*Figure 3.3.* Histogram of the occurrence of vesicles in the phase space for different molecular compositions. These measurements used 10 independent particle trajectories for each molecular composition.
As the total peptide concentration increased, the tendency of the systems to form vesicles also decreased, a trend across all eleven relative tripeptide concentrations. At higher values of total peptide concentration (0.25-0.3 peptides/nm$^3$), lamellar bilayers began to occur with higher frequency, as seen in Figure 3.4. They were also observed at a total peptide concentration of 0.2 peptides/nm$^3$, however only at high relative tripeptide concentrations (70%-100%).

![Figure 3.4. Histogram of the occurrence of lamellar bilayers in the phase space for different molecular compositions. These measurements used 10 independent particle trajectories for each molecular composition.](image)

Nanotubes were found infrequently at higher total peptide concentrations (0.2-0.3 peptides/nm$^3$) and at low and medium relative tripeptide concentrations (0%-50%). As shown in Figure 3.5, nanotubes were also seen when the relative tripeptide concentration was high, though statistically these occurrences were rare.
Figure 3.6\(^4\) shows that the rarest occurrence was that of a disordered assembly, which only occurred at higher relative tripeptide concentrations (90%-100%).

3.3.2 Assembly Pathways

The data composing the histograms indicated that the nanostructure assembly pathways were dependent on the relative tripeptide concentration of a system. Pure FF has
been shown experimentally and with Monte Carlo simulations to form nanostructures in a concentration-dependent manner, starting at vesicles and progressing to nanotubes and then lamellae\textsuperscript{63}. The same transitions were observed here at similar dipeptide concentrations, supporting the assumption that the nanostructures were at equilibrium. In addition, Guo et al.\textsuperscript{45} reported that, in pure FF systems, smaller vesicles fused into larger ones at low total peptide concentrations. As the total peptide concentration increased, bilayers would instead fold into nanotubes. These phenomena are observed in Figure 3.7\textsuperscript{49}, at low total peptide concentrations (0.1-0.15 peptides/nm\textsuperscript{3}), small vesicles assemble in the solvent until they encounter other small vesicles and coalesce to form larger-sized vesicles (Figure 3.7a). At higher values of relative tripeptide concentration, the peptides assemble into a bilayer which either stabilizes itself through periodic boundary interactions or bends and closes its free edges to form a nanotube or a vesicle (Figure 3.7b).

**Figure 3.7.** The assembly pathways reported in other works that are represented in this study’s computational work. (a) At low total peptide concentrations, smaller vesicles fused to make larger ones. (b) At higher relative tripeptide concentrations, the peptides assembled into a bilayer which then folded into a nanotube.
The morphologies also depended on the relative concentrations of di- and tripeptides. As seen in Table 3.1, for all peptide ratios there was a preference for vesicle formation at the lowest total peptide concentrations and for lamellar bilayer formation at the highest total peptide concentrations. The relative tripeptide concentration acted as another degree of freedom which influenced nanostructure morphologies. From the statistics shown in Figures 3.3-3.6, a phase-space diagram (Figure 3.8) was created to highlight the distinct influences both components of the molecular composition had on the formation of vesicles, nanotubes, and lamellar bilayers. At the bottom of the phase space, which is representative of low total peptide concentrations, the systems tended to be in the vesicle regime, as low total peptide concentrations are unable to form structures large enough to interact through periodic boundaries. In order to minimize the hydrophobic interactions of the aromatic phenylalanine rings, a fully-formed vesicle was the most favorable morphology.

**Figure 3.8.** Phase space map of the four morphologies found at each total peptide concentration and each relative tripeptide concentration. The most representative structure of the ten simulations for that molecular composition is presented; if more than one structure was equally represented, all of those morphologies are presented.
At higher total peptide concentrations, the size of the aggregates increased, and the nanostructures formed in the systems had a higher tendency to interact through periodic boundaries and stabilize themselves. Nanostructures that interact with themselves can be categorized by the number of periodic boundaries they interact through: vesicles interact through none, nanotubes through two opposing, and lamella bilayers through four. This trend is displayed in Figure 3.8, where vesicles occurred at the lowest total peptide concentrations and nanotubes and lamellar bilayers began to replace vesicles at higher total peptide concentrations. In the upper left corner of Figure 3.8, there is an overlapping of the nanotube and lamellar bilayer regimes. This was attributed to two competing effects in the system: the propensity of the peptides to form lamella bilayers at high total peptide concentrations, and the curvature added to the assembly due to the increase in the relative tripeptide concentration.

### 3.3.3 Influence of the Tripeptide on Nanostructure Formation

![Figure 3.9](image)

*Figure 3.9*. The pinching effect caused by the inclusion of FNF in a FF bilayer. The yellow arrows represent the hydrophobic attraction between the phenylalanine side chains, the red arrows represent the hydrophilic interactions between the peptide backbones, the asparagine side chains, and the solvent particles, and the purple arrows indicate electrostatic attractions.
The competing effects caused by the inclusion of the FNF tripeptide in a bilayer are specified in Figure 3.9. The electrostatic attraction between the N and C termini of adjacent peptides and the favorable hydrophobic and hydrophilic interactions previously mentioned created a force differential within the bilayer. This, coupled with the hinge-like structure of the tripeptide due to the presence of asparagine as the middle residue, created a pinching effect on the bilayer and induced curvature.

To quantify the impact of the tripeptide hinge, the average angle between the backbone beads was measured. That data is shown in Figure 3.10. The equilibrium angle in a single tripeptide is 107°; while in an FF/FNF bilayer, the angle of the tripeptide is approximately 113°. This indicates that the tripeptide is stretched along its backbone while the asparagine side chain in the middle of the tripeptide experiences an attractive force toward the solvent. This interaction keeps the hinge correctly aligned, and therefore causes local curvature to the bilayer.

![Figure 3.10](image)

**Figure 3.10.** Distribution of the angle of the FNF backbone beads. The average angle is 112.9°, which is higher than the equilibrium angle of FNF at 107.4°.

In the upper right corner of Figure 3.8, the lamellar bilayer regime dominates. This due to the probability that the higher the relative tripeptide concentration, the higher the
probability that FNF peptides will be distributed equally on both sides of the lamellar bilayer, therefore counteracting any local curvature that would occur in a specific direction. The distribution of FNF on a representative lamella bilayer is plotted in Figure 3.11\textsuperscript{49}, where the closeness of the two peaks indicates the even distribution of the tripeptide on either side of the lamellar bilayer.

![Figure 3.11](image)

**Figure 3.11.** Density of FNF tripeptides plotted against the z-axis coordinate for the total peptide concentration 0.3 peptides/nm\(^3\) and the relative tripeptide concentration 50%. Traveling through the lamellar bilayer results in two closely spaced peaks, indicating that the tripeptides are evenly distributed on the top and bottom of the lamellar bilayer.

A comparison between the distribution of the tripeptide in a lamellar bilayer between different morphologies is done in Table 3.2\textsuperscript{49}. As expected, the larger number of tripeptides is found on the side of the bilayer that is external to the nanostructure as the tripeptides caused the bilayer to curve opposite the highest quantity of asparagine.

| Table 3.2. Distribution of FNF on either side of a bilayer for the three different organized morphologies. The total peptide concentration is 0.25 peptides/nm\(^3\) and the relative tripeptide concentration is 10%. |
|-----------------|-----------------|-----------------|
|                 | Nanotube        | Vesicle         | Lamella         |
| Inside          | 13              | 19              | 24 (top)        |
| Outside         | 37              | 31              | 26 (bottom)     |
3.4 Conclusions of the Aromatic Peptide Study

The impact of molecular composition on the morphology of phenylalanine-based hybrid peptide materials was studied. CG MD simulations were used to study the morphology of peptide nanostructures composed of FF and FNF, two peptides with identical hydrophobic groups but different polar groups. The molecular composition of the systems was varied in two distinct ways, resulting in five total peptide concentrations and eleven relative tripeptide concentrations.

A rich polymorphism of hybrid peptide assemblies was presented. Distinct regimes in nanostructure were identified, and variation in the molecular compositions were shown to influence what morphologies occurred. Low tripeptide concentrations combined with high total peptide concentrations resulted in the greatest diversity in morphology, displaying vesicles, nanotubes, and lamellar bilayers. This diversity occurred due to the competing effects of a high total peptide concentration biasing the system toward lamellar bilayers and the presence of tripeptides inducing local curvature.

The results demonstrated the impact of molecular composition on phenylalanine-based hybrid biological materials and how the properties of those materials can be controlled. These findings can potentially inform the design of novel, hybrid peptide biological materials with desired morphologies and characteristics that can be easily targeted through the employment of distinct peptide sequences.
Chapter 4

Aliphatic Peptide Model Design

4.1 General Overview of A₆K and V₆K

The study of self-assembling amphiphilic peptides was popularized by Shuguang Zhang in the early 2000s. Amphiphilic peptides, also described as surfactant-like peptides, mimic the lipid surfactant composition with a hydrophobic tail (composed of a chain of nonpolar amino acids) and a hydrophilic head (composed of at least one charged peptide residue). Conventionally, amphiphilic peptides contain a small number of residues, usually limited in size to between four and twelve residues. Self-assembling amphiphilic peptides have been found to have numerous substantiated uses throughout the medical field as their biocompatible, independent nature makes them ideal candidates for drug development, three-dimensional cell culturing, regenerative medicine, and many other biomedical applications. Two of the more well-studied peptide amphiphiles are A₆K (alanine-alanine-alanine-alanine-alanine-lysine) and V₆K (valine-valine-valine-valine-valine-valine-lysine). Both peptides have been shown experimentally to form stable nanostructures in solution. The assembly mechanisms of the systems have been hypothesized to result from the hydrophobic effect as well as repulsion between the charged head groups.

In addition to experimental work, computational approaches have also been employed to study the nanostructures and assembly pathways of amphiphilic peptides A₆K and V₆K. Several AA studies have been performed, which both validate experimental work and demonstrate the viability of a computational approach when researching
amphiphilic peptides. A 2015 paper by Sun et al.\textsuperscript{71} utilized MD simulations to investigate the secondary structures of A\textsubscript{6}K and V\textsubscript{6}K, with AA simulations determining peptide secondary structure and CG simulations determining self-assembly mechanisms and packing based upon peptide secondary structure. The paper by Sun et al. provides a comprehensive framework from which CG models of A\textsubscript{6}K, V\textsubscript{6}K, and their derivatives can be designed, validated, and used in further computational work.

In this study, topologies of A\textsubscript{6}K and V\textsubscript{6}K for use with the MARTNI CG framework were created. The development and validation of these two topologies resulted in the creation of three derivative models: A\textsubscript{6}K\textsubscript{2}, V\textsubscript{6}K\textsubscript{2}, and V\textsubscript{6}K\textsubscript{3}. The V\textsubscript{6}K\textsubscript{2} topology was validated against experimental results successfully. A discussion of the studies utilizing the other two derivatives is located in Chapter 5.

\section*{4.2 Model Parameterization and Computational Methods}

\subsection*{4.2.1 Topology Design}

In order to develop feasible CG models of A\textsubscript{6}K and V\textsubscript{6}K, the secondary structure of the two peptides needed to be established. However, the reported secondary structures associated with each amphiphile were inconsistent as the experimental parameters in which the secondary structure is determined vary. It has been previously shown that environmental factors can influence secondary structure to the point that the propensity of a peptide to form a particular secondary structure can be overwritten\textsuperscript{72}. Temporal factors can also affect which secondary structure is observed for a peptide, as the conformation of a peptide can change throughout the course of assembly\textsuperscript{73}. A\textsubscript{6}K is experimentally reported
to show a variety of secondary structures: random coils\textsuperscript{67,71,74-76}, \(\beta\)-sheets\textsuperscript{67,75-81}, and \(\alpha\)-helices\textsuperscript{68,75} are the three most commonly reported secondary structures. This diversity in secondary structure can be attributed to the variation in environmental parameters in which these experiments are run. The proposed secondary structure of \(V_6K\) is much less varied, with a \(\beta\)-sheet conformation reported as the most common secondary structure\textsuperscript{67,71}.

A summary of the results from the 48 AA simulations performed by Sun et al. is shown in Figure 4.1\textsuperscript{71}. Figure 4.1a depicts the propensity of the observed secondary structures in their simulations for the five middles residues of \(A_6K\) and \(V_6K\) in water. \(A_6K\) has an overwhelming propensity toward a coil conformation with some propensity toward a \(\beta\)-sheet conformation. \(V_6K\) is the exact opposite, having a high propensity toward a \(\beta\)-sheet conformation with some propensity toward a coil conformation. The results are further specified for all seven residues based upon the two highest conformations in Figures 4.1b and 4.1c. \(A_6K\), along all seven residues, prefers to adopt a coil conformation though there is a slight propensity for the internal residues to adopt a \(\beta\)-sheet conformation. \(V_6K\), on the internal five residues, prefers to adopt a \(\beta\)-sheet conformation; interestingly, the termini residues, like \(A_6K\), overwhelmingly prefer a coil conformation. However, due to the limitations of the MARTINI framework in which the secondary structure is set throughout the entirety of the self-assembly process, a uniformity in secondary structure is easier to analyze. Therefore, in the topological development of \(A_6K\), each of the seven MARTINI beads is assigned the coil secondary structure and each of the fifteen \(V_6K\) MARTINI beads is assigned the \(\beta\)-sheet (Extended) secondary structure.

The assignment of secondary structure determines the bond, constraint, angle, and dihedral parameters of the model. It also determines the bead type of each of the particles,
which is specified for $A_6K$ in Figure 4.2a and $V_6K$ in Figure 4.2b. In $A_6K$, the alanine beads in the backbone (orange) were assigned the P4 particle types while the lysine bead in the backbone (pink) was assigned the P5 particle type. The side chain beads of lysine (blue), coming away from the backbone, were assigned the C3 and Qd particle types respectively. In $V_6K$, the valine backbone beads (green) as well as the lysine backbone bead (red) were assigned the Nda particle type. The valine side chain beads (yellow) were assigned the C2 particle type, and, like in $A_6K$, the lysine side chain beads (blue) were assigned the C3 and Qd particle types. The color of the lysine side chain beads was kept uniform for simplicity.

Figure 4.1. A summary of secondary structure propensity in $A_6K$ and $V_6K$. (a) The average propensity of each detected secondary structure over the middle five residues of each peptide. (b) The propensity of the coil secondary structure in $A_6K$ and $V_6K$. (c) The propensity of the $\beta$-sheet secondary structure in $A_6K$ and $V_6K$. $A_6K$ prefers to adapt a coil secondary structure, and $V_6K$ prefers to adapt a $\beta$-sheet secondary structure. (Reprinted with permission from Y. Sun, Z. Qian, C. Guo and G. Wei, Biomacromolecules, 2015, 16, 2940–2949. Copyright © 2015, American Chemical Society.)
Figure 4.3 shows a comparison between an ideal AA model of A₆K and V₆K (a and b)⁶⁷, an ideal CG model of A₆K and V₆K (c and d)⁷¹, and the actual peptides produced from the developed topologies when at a low energy minimum (e and f).

Once the topologies for A₆K and V₆K were validated, topologies for derivatives of both peptides were developed, resulting in models for A₆K₂, V₆K₂, and V₆K₃. The inclusion of additional lysine residues did not warrant any changes (i.e., secondary structure) in the topology. Representative peptides of the modeled topologies at a low energy minimum are
seen in Figure 4.4. Only results for V₆K₂ will be presented as components of that study have been completed in their entirety and therefore can be confidently reported.

![Simulation Parameters – A₆K and V₆K](image)

**Figure 4.4.** The MARTINI CG representations of the developed topologies for (a) A₆K₂, (b) V₆K₂, and (c) V₆K₃.

### 4.2.2 Simulation Parameters – A₆K and V₆K

The MARTINI CG Forcefield (v2.2p) was utilized to A₆K and V₆K models against the previous computational results. To limit the degrees of freedom, both peptide models were capped at their N and C termini, resulting in a net +1 charge per peptide from the lysine residue to the systems. Chlorine (CL⁻) ions were added to each system to counteract the charge on lysine and make the systems charge neutral. Simulations were built using the GROMACS software package (v5.1.4). 200 A₆K and V₆K peptides were randomly inserted into individual (16 nm)³ simulation boxes and solvated with 22801 and 22296 polarized water molecules, respectively. To remove particle overlaps due to the random insertion, the systems underwent energy minimization using the steepest descent integrator. After energy minimization the systems were equilibrated for 2000 ps to bring the box
parameters to experimental values. Now ready for production, each of the two systems was run for a total of 10 μs.

Both simulations used the isothermal-isobaric ensemble (NPT). The A₆K simulation was run with a 25 fs timestep while the V₆K system, due to the presence of dihedrals, was run with a 10 fs timestep. Sun et al. use the Berendsen coupling methods to maintain both temperature and pressure; this is generally frowned upon as the Berendsen methods do not accurately represent physical systems. The thermostat and barostat disfavor strong fluctuations in potential and kinetic energy by overdamping them, resulting in temperatures and pressures which deviate from the expected distribution. Therefore, instead of the Berendsen methods, the velocity rescaling thermostat and the Parrinello-Rahman barostat were used. The temperature was maintained at 300 K with a coupling constant of 0.3 ps, and the pressure was maintained at 1 atm with a coupling constant of 5 ps as the 3 ps coupling constant was specific to the Berendsen parameterization and caused simulation failures during topology development. Electrostatic and van der Waals interactions were used in their shifted forms with a cutoff of 1.2 nm as per the normal MARTINI protocol. The neighbor list was updated every 10 steps with a distance cut-off of 1.4 nm.

4.2.2 Simulation Parameters – V₆K₂

The MARTINI CG Forcefield (v2.2p) was utilized to validate the V₆K₂ model against experimental results. To limit the degrees of freedom, V₆K₂ was capped at the N and C termini, resulting in a net +2 charge per peptide from the lysine residues to the system. Chlorine (Cl⁻) ions were added to each system to counteract the charge on lysine
and make the systems charge neutral. Simulations were built using the GROMACS software package (v5.1.4). 200 V$_6$K$_2$ peptides were inserted into a (11 nm$^3$) simulation box using commands innate to GROMACS. The purely peptide system then underwent energy minimization using the steepest descent integrator to remove any overlaps caused by the random insertion. 8247 water molecules were then added to the system. Energy minimization was performed again using the steepest descent integrator. Equilibration was run for 500 ps, and once the system was ready for production, the simulation was run for 8 μs.

The simulation used the NPT ensemble and ran with a 10 fs timestep. The barostat and thermostat parameters are the same as those in Section 4.2.2 but the barostat coupling constant has been restored to 0.3 ps as no issues were encountered with its usage. Electrostatic and van der Waals interactions were used in their shifted forms with a cutoff of 1.2 nm as per the normal MARTINI protocol. The neighbor list was updated every 10 steps with a distance cut-off of 1.4 nm.

Due to the results obtained with the above protocol, a second system was developed to determine whether the computational expense of the polarizable water was necessary to the self-assembly pathways of the system or if comparable results could be achieved with standard water. MARTINI (v2.2) was used instead of MARTINI (v2.2p). 9106 standard water particles and 980 anti-freeze particles were added to the system as the new solvent. The temperature was raised from 300 K to 310 K to prevent the standard water from freezing and the coupling constant was lowered from 0.3 ps to 0.1 ps. The coupling constant for the barostat was increased to 12 ps, and the compressibility was changed from $4.5e^{-5}$ to $3e^{-4}$ bar$^{-1}$ as polarizable water is stiffer than standard water. The dielectric constant
was increased to 15 for standard water. Besides the mentioned changes, the second system was run with the same parameters as the first.

### 4.3 $A_6K$ and $V_6K$ Model Validation

Sun et al. reported that, in their AA simulations, both $A_6K$ and $V_6K$ preferentially assemble themselves in anti-parallel arrangements during assembly, though $V_6K$ has the potential to also assemble in a parallel configuration at a ratio of about 1:5\textsuperscript{71}. These arrangements are clearly seen in Figure 4.5\textsuperscript{71}, which shows the final assemblies of their $A_6K$ and $V_6K$ CG simulations from three different views. In these assemblies, the backbone beads of both peptides are pink and the side chain beads of valine and lysine are shown in yellow and blue, respectively. The $A_6K$ peptides self-assembled into monolayer lamellas with an approximate thickness of 1.9 nm. The peptides which make up these monolayer lamellas appear to be arranged in an anti-parallel configuration with lysine side chains extending into the solvent on both sides of the monolayer lamella approximately equally. The clearest example of this is in the rightmost assembly view in Figure 4.5a. The $V_6K$ peptides self-assembled into oblong, nanoplate-like assemblies, with diameters varying from 7.6 to 8.6 nm. The arrangement of the peptides in these assemblies is less obvious: while the peptides mainly arrange themselves in an antiparallel configuration, there are sections of the assemblies in which the peptide side chains are arranged in a parallel configuration in a ratio of about 5:1. The diversity in alignment is clearest in the rightmost assembly view in Figure 5b.
The results of the simulations containing the modeled peptides are found in Figure 4.6, with peptide bead type coloration matching that in Figure 4.2. The A₆K aggregates in Figure 4.6a appear to adopt the same anti-parallel configuration in monolayer lamellas that is shown in Figure 4.5a as indicated by the distribution of lysine on opposite sides of the aggregate. These lamellas have a comparable thickness to those previously reported. The V₆K aggregates in Figure 4.6b appear to resemble the nanoplate-like structures shown in Figure 4.5b. The uneven distribution of lysine on both sides of the aggregate indicates that the peptides form both parallel and anti-parallel alignments in the nanoplates. For convenience of comparison, Figure 4.7 contains three views of Figure 4.6 color-coded to match the color schemes used by Sun et al. in Figure 4.5.

**Figure 4.5.** Final assembles from three different views for (a) A₆K and (b) V₆K. Alanine, valine, and lysine backbone beads are in pink, valine side chain beads are in yellow, and lysine side chain beads are in blue. (Reprinted with permission from Y. Sun, Z. Qian, C. Guo and G. Wei, *Biomacromolecules*, 2015, 16, 2940–2949. Copyright © 2015, American Chemical Society.)
Figure 4.6. The final assemblies of the developed topologies for (a) $A_6K$ and (b) $V_6K$. The pictures are colored based upon Figure 4.2.

Figure 4.7. The final assemblies of the developed topologies for (a) $A_6K$ and (b) $V_6K$. from three different angles, color-coded to match Figure 4.5.
4.4 \( V_6K_2 \) Model Validation

4.4.1 Nanostructure Comparison

Once the developed \( V_6K \) model produced similar aggregates to those presented Sun et al.\(^7\), a model for \( V_6K_2 \) was created. Unlike the \( A_6K \) and \( V_6K \) topology validation process, in which the alignment of the peptides as well as assemblies formed were considered, \( V_6K_2 \) topology validation was based upon comparison of how the model performed with regard to the reproduction of experimental results. \( V_6K_2 \) has been reported to experimentally self-assemble into nanotubes\(^6,8\) and nanorods/nanofibers\(^7,8,8\). The classification difference between a nanotube and a nanorod is that a nanotube has a water core while a nanorod is solid throughout the structure.

![Figure 4.8](image.png)

**Figure 4.8.** Self-assembled \( V_6K_2 \) nanorod parameterized by the developed topology. The nanorod stabilizes itself by interacting with itself through periodic boundaries. The colors are the same as those in Figure 4.2.
At a total peptide concentration of 0.162 peptides/nm$^3$, 200 V$_6$K$_2$ peptides, parameterized with a β-sheet secondary structure, self-assembled into a nanorod with a height of approximately 2 nm, a value which is within acceptable tolerances of the experimental results$^{84}$. As shown in Figure 4.8, the nanorod stabilized as one aggregate by interacting with itself through periodic boundaries. The V$_6$K$_2$ peptides appear to arrange themselves much as the V$_6$K peptides did, with the majority in an anti-parallel configuration with some parallel arrangement.

### 4.4.2 Influence of Water Model on Nanostructure Organization

Once a successful nanostructure was achieved, the feasibility of the polarized water model in conjunction with V$_6$K$_2$ simulations was questioned. As previously mentioned in Chapter 2, polarizable water is much more computationally expensive to run than standard water by about a factor of three. It was chosen as the water model for the system as MARTINI polarizable water was specifically designed to work with polar substances$^{34}$. However, the impact of polarizable water on the system versus the computational costs had not yet been qualitatively determined. To do so, a second V$_6$K$_2$ system was built where standard water and anti-freeze particles replaced polarizable water as the solvent. The total peptide concentration of the system was changed to 0.121 peptides/nm$^3$ by changing the size of the simulation box but keeping the number of peptides the same.
The results for this system are found in Figure 4.9. Like the first system, the 200 \( V_6K_2 \) peptides self-assembled into a nanorod; however, the height of this nanorod is elliptical in nature with the larger height measured at 5.5 nm. The height differential is caused by how the \( V_6K_2 \) peptides arrange themselves in the nanostructure. In the nanorod in Figure 4.8, the alignment of the peptides is such that the width of the nanorod is never more than that of the peptides composing it. In the nanorod in Figure 4.9, however, the peptides appear to arrange themselves in a disorganized fashion, creating an elliptical cross-section. This difference is visualized in Figure 4.10. The implications of this phenomenon are currently under study.

**Figure 4.9.** Self-assembled \( V_6K_2 \) nanorod parameterized by the developed topology. The nanorod stabilizes itself by interacting with itself through periodic boundaries. This nanorod was produced with standard water. The colors are the same as those in Figure 4.2.
Topologies for amphiphilic peptides A₆K and V₆K for use with the MARTINI CG framework were developed during this study. The results of CG simulations run with the developed models were validated through the comparison to the results of another computational study. From the success with V₆K, a topology for one of its derivatives, V₆K₂, was created. This model was validated against experimental results, forming nanorods which matched the parameters of those previously reported.

The effect different types of MARTINI water had on the V₆K₂ assembly was examined through a comparison of the nanorods formed with polarizable water as a solvent versus standard water as a solvent. Results indicated that changing the solvent and therefore some of the system parameters changed how the V₆K₂ peptides arranged themselves: in polarizable water, they adopted uniform parallel and anti-parallel alignments while in
standard water they arranged themselves elliptically. The reason as to why a change in water model results in a change in the assembly pathways is currently under study.

A manuscript is in preparation based upon computational studies performed with these molecular models.
Chapter 5

Future Directions

The projects discussed in Chapter 3 and Chapter 4 provide valuable insight into two classes of self-assembling peptides. The studies have laid the groundwork for the continuation of computational investigation into how peptide sequence variation impacts hybrid biological material characteristics. As more self-assembling peptides are translated for computational research, the breadth of research into biological materials which can be studied in conjunction with or even independently of experimental work will increase. This has positive implications for the medical field, but this enhanced research toolbox will also encourage and aid in the development of hybrid materials for use in other disciplines.

With regard to specific topologies, several avenues of research are available for the aliphatic peptide models of A₆K and V₆K, which have been validated against aggregates to determine peptide alignment. The A₆K and V₆K models can continue to be tested for the formation of supramolecular structures that are congruent with those formed in experiments. A₆K is reported experimentally to form long nanotubes, though the reported conditions under which this can occur vary greatly. The experimental parameters that vary include solvent, pH, temperature, time before analysis performed, and whether the peptides are capped or uncapped. Results obtained with topologies which match those characterized in these papers provides a large phase space in which experimental results can be validated. V₆K is reported to either form just aggregates/stacks or be insoluble in water. A₆K₂ and V₆K₃ are both reported experimentally to self-assemble into vesicles. Validation of the A₆K₂ and V₆K₃ models through results which agree with experimental outcomes would open avenues for further
work with these peptides. Quantification of the packing of $A_6 K$, $V_6 K$, and $V_6 K_2$ would further help solidify the models as being equivalent to experimental peptides.
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