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Solar energy as a viable renewable energy source has been gaining traction over 

the past decade, with solar energy claiming the title of fastest growing renewable energy 

for the past three consecutive years. The significant increase in new installed photovoltaic 

(PV) capacity can be attributed to plummeting costs of PV modules along with 

government tax incentive programs. Meanwhile, the cost of land, on which most solar 

arrays are constructed, has been rising. Thus, careful consideration must be taken when 

designing large solar panel arrays, both in terms of land use and panel-incident solar 

energy, so that the array is best tuned to the local radiation field and can harvest the 

highest amount of incoming solar radiation per unit area.  

This dissertation first investigates the complex radiation field across the United 

States by evaluating data from the National Solar Radiation Database (NSRDB), which is 

a spatially dense modeled radiation dataset intended to accurately represent long-term 

statistics. The spatial and temporal characteristics of the direct-beam and diffuse radiation 
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fields across the United States (US) were analyzed. A high proportion of diffuse radiation 

across the Eastern US and Pacific Northwest underlined the importance of harvesting 

procedures being better tuned to account for the diffuse field and partly cloudy climates.   

Next, an alternative approach of organizing large solar panel arrays is suggested 

which considers the co-optimization problem of maximizing per-panel incident energy 

and minimizing the amount of land required. This approach introduces a new dual-angle 

technique, called the dual-angle solar harvest (DASH) method, in which a solar array is 

composed of two tilt angles. Results from the DASH method are explored nationwide and 

for two climatically different locations of Akron, OH and Barstow, CA. For a 10% gain 

in array-wide plane-of-array incident solar energy when keeping one angle constrained at 

the single optimum tilt angle, only 35% of panel rows would need to be adjusted in 

Akron, compared to 70% of rows in Barstow. Thus, it is shown that the DASH method 

performs best in cloudier locations, such as the Pacific Northwest and the Great Lakes 

region.  

Finally, observed inverter-level energy output data from two solar carport 

canopies with the same tilt but different azimuth angles on Livingston Campus at Rutgers 

University are evaluated. The differences in time-of-day energy output are investigated 

with respect to cloud cover and diurnal variations in the diffuse field, as New Jersey is a 

partly cloudy climate with a high proportion of diffuse radiation.  The inverter-level 

energy output from the solar canopies are compared to observed solar irradiance data 

from a nearby meteorological and radiation station (the Rutgers’ Photochemical 

Assessment Monitoring [PAM] Site) and longer range standardized historical data 

provided by NREL (TMY3). A sky cover algorithm is also developed to classify days as 
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clear, variable, or cloudy to show that increased cloudiness in the afternoon observed on 

clear and variable days contributes to differences in the rate of energy output in the 

morning hours versus afternoon hours between the two solar carport canopies.  
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Chapter 1:  

Introduction 

 

1.1 MOTIVATION 

1.1.1. The Growth of Photovoltaics 

The deployment and use of solar panels as a renewable energy source have seen 

rapid global growth [1.1]. For the past three consecutive years, solar energy has been the 

fastest growing renewable energy source in the world [1.2], outpacing other renewable 

sources such as wind, hydropower, and bioenergy. In the U.S. alone, the Solar Energy 

Industries Association (SEIA) has recently reported that the U.S. solar market is booming 

[1.3]. During the first quarter (Q1) of 2019, the U.S. installed 2.7 gigawatts (GW) of new 

solar photovoltaic (PV) capacity, marking the largest Q1 addition on record. These new 

installations also resulted in the U.S. solar market surpassing 2 million total installations, 

a huge milestone that occurred only 3 years after the U.S. reached the 1 million 

installation milestone in 2016. Additionally, more than half (51%) of all new U.S. 

electricity generating capacity additions during 2019 Q1 came from solar power [1.4]. An 

additional 2.1 GW of new solar PV capacity was installed during the second quarter (Q2) 

of 2019, bringing total U.S. PV installed capacity to 69.1 GW [1.5]. Further, it is 

expected that the total amount of installed PV capacity across the U.S. will more than 

double in the next five years [1.5]. 

This “booming” growth in the U.S. solar market [1.3] can be attributed to a 

combination of declining costs involved with PV modules and installation as well as 
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government tax incentive programs and policies. Compared to other energy technologies, 

photovoltaics, or solar energy, has displayed the most rapid cost decline [1.6]. From 2010 

to 2018, the average cost per watt of installed residential PV (adjusted for inflation) has 

dropped by 63%, from $7.34 to $2.70 per watt, while the average cost per watt of 

installed Utility-scale PV (at a fixed tilt) has dropped by 77%, from $4.63 to $1.06 per 

watt [1.7].  

Kavlak et al. 2018 [1.8] studied the low-level and high-level mechanisms that 

contributed to the plummeting costs of PV modules over the past 40 years. Low-level 

mechanisms of cost reduction are the measurable and technology-specific determinants of 

price, while high-level mechanisms describe the processes that can control and dictate the 

low-level mechanisms of cost reduction. Between 1980 and 2012, it was found that the 

three primary low-level mechanisms that contributed to the cost reduction of PV modules 

were increased PV cell efficiency (23%), the declining cost of silicon (21%), and the 

declining cost of non-silicon materials (16%). Meanwhile, the two primary high-level 

cost reducing mechanisms were public and privately funded research and development 

(nearly 60%) and growing economies of scale (nearly 25%) [1.8].  

While the declining costs of PV modules certainly played a large role in the 

overall growth and potential of the solar energy market, it wasn’t until government 

incentives and policies came online that rapid growth truly began. In the past decade 

alone, solar has seen an average growth rate of 50%, thanks in large part to the Solar 

Investment Tax Credit (ITC) [1.2, 1.9, 1.10].  

The Solar ITC was first introduced by the Energy Policy Act of 2005 [1.2] with 

the goal of supporting the U.S. market through the transition to renewable energy by 
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offering a one-time 30% tax deduction on all newly installed solar PV modules, both in 

the residential and commercial sectors. Due to its popularity and the remarkable growth 

in the solar market that the Solar ITC stimulated, it has been extended multiple times. 

Currently, the 30% Solar ITC will end in 2019, before stepping down to 26% in 2020, 

22% in 2021, and 10% in 2022 [1.10].  

Performance-based incentives (PBIs) are another way to motivate companies and 

people to install PV modules. Rather than a one-time tax incentive (like with the Solar 

ITC), PBIs offer weekly, monthly, or annual incentives based on the amount of energy 

generated from a solar PV system [1.11]. Many states and utility companies offer local 

PBIs to entice the growth of solar energy in their domain, and the rate of incentive is 

determined upon installment of the PV system. 

 

1.1.2. Optimizing Energy Incident on a Photovoltaic Module 

While the cost of PV modules has been getting significantly cheaper with time, an 

individual solar panel is only as good as the amount of energy it can harvest, which is 

dependent on several key items: (1) the efficiency of the photo voltaic (PV) cells 

themselves, or in other words, how efficient the individual cells on a solar panel are at 

converting photons to electricity,  (2) the amount of insolation that is available at a given 

location, and (3) the angle and direction at which the solar panel is oriented, or how much 

of the solar irradiance field is incident on the panel. A brief expansion of these three 

factors are discussed below.  

(1) Solar Panel Efficiencies  
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As previously mentioned, a significant portion of declining costs of solar panel 

modules can be attributed to rising solar panel efficiencies through the years [1.8]. While 

efficiencies of earlier versions of PV cells quickly doubled, jumping from 4% efficiency 

in 1954 to 10% efficiency in 1959, in a span of just 5 years [1.12], subsequent jumps in 

technology have taken much longer. The first PV cell to break the 20% efficiency barrier 

didn’t occur until 25 years later, in 1985 [1.12]. While further gains in efficiency have 

taken place in the 35 years since (with some research PV cells reaching 46% efficiency! 

[1.13]), commercially produced and installed solar panels generally still only see actual 

efficiencies between 18-22% [1.14]. In other words, the rate of commercially produced 

solar PV cell efficiency gain has dropped off rapidly.  

(2) Available Solar Irradiance 

The primary determinant of surface solar irradiance is the seasonal cycle.  Higher 

values of surface irradiance are observed in the summer when the days are longer and the 

surface of the earth is tilted towards the sun and lower values are observed in the winter, 

when the days are shorter and the surface of the earth is tilted further away from the sun 

[1.18]  The total available solar irradiance is also a function of the diurnal cycle, which 

changes throughout the course of the year.  Characteristics of the local geography and 

climate are also important. For example, the local cloud field plays a key role in 

determining the total irradiance that strikes the ground. Cloudier locations receive less 

direct beam irradiance and typically have lower values of ground reaching irradiance, 

while sunnier locations receive more beam irradiance and typically have higher values of 

ground reaching irradiance. 
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As noted, the amount of solar radiation that is available to be harvested at a given 

location is dependent on several factors including the location’s latitude, geographic 

characteristics, diurnal cycle, and climate [1.15].  In addition to modulating the received 

power density of solar radiation, latitude dictates the average path length of the direct 

beam of radiation from the sun between the top of the atmosphere and the Earth’s 

surface. Sunlight must pass through a thicker cross section of atmosphere at higher 

latitudes than at latitudes closer to the equator; thus, more radiation may be absorbed or 

scattered along this extended path, thereby decreasing the total available solar irradiance 

at the surface.  Elevation has a similar effect as latitude, with higher elevations behaving 

similarly to lower latitudes as there is less atmosphere for the direct beam of radiation to 

pass through [1.16, 1.17].  A location’s proximity to mountains and other terrain also 

affects the total available ground reaching solar irradiance, as these large features can 

block direct light hours before the sun is actually below the horizon [1.16].   

Obviously, a location with greater surface irradiance has the potential to harvest more 

solar energy than a location with lower values of ground reaching irradiance. While the 

climate is changing, as has been reported in each subsequent IPCC report [1.19], the 

year-to-year change in solar radiation is generally small and the changing insolation at a 

given location doesn’t largely influence the amount of energy harvested from a solar 

panel.  

(3) Solar Panel Tilt and Orientation 

Perhaps the easiest way to increase the amount of energy harvested by a solar 

panel is to optimize a solar panel’s orientation and tilt. The amount of energy that a solar 

panel harvests is directly related to the amount of incoming solar radiation that strikes the 
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panel’s surface [1.20]. The solar radiation field at the surface, or total global horizontal 

irradiance (GHI) can be broken into two components: the direct normal irradiance (DNI), 

or direct beam, and the diffuse horizontal irradiance (DHI), or diffuse field [1.21, 1.22]. 

The direct beam of solar radiation is the beam directly from the sun to the earth’s surface 

and contains the highest concentration of energy. The diffuse field is the solar radiation 

that comes from all directions, and is the result of scattering, reflection, and refraction. 

During sunny conditions, the total GHI is composed primarily of the direct normal beam; 

however, when clouds cover the solar disc, the solar radiation field at the surface 

transitions to one that is primarily composed of the diffuse field [1.23, 1.24, 1.25].  

Under ideal sunny conditions, the highest amount of harvested energy results 

when the direct beam of insolation is orthogonal to the panel’s surface. In the Northern 

Hemisphere, this means facing the panel south and at a tilt angle 90 degrees from the 

direct beam of insolation [1.26].  

As the sun is constantly changing positions in the sky relative to the surface, the 

best way to obtain this ideal scenario is with a dual-axis tracker system, which follows 

the sun’s path in the sky both longitudinally and azimuthally [1.27, 1.28, 1.29, 1.30]. 

However, as these tracker systems require energy to operate, they are expensive to 

maintain [1.31]. The cheapest solar panel to operate is a fixed angle solar panel, or one 

that maintains the same angle at all times and is not on a motorized mount [1.32]. 

However, a fixed angle solar panel is not always orthogonal to the direct beam of 

radiation. Rather, a single optimized angle must be found that ensures the highest 

harvested energy possible. As the sun’s energy is strongest when it is highest in the sky 

(less of the beam is lost due to refraction or scattering because of the atmosphere as the 
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beam travels through a shorter path length of atmosphere when the sun is directly 

overhead compared to when it is lower in the horizon), a good starting point for finding 

an optimized tilt angle is to consider the angle of the sun at solar noon.  

By considering the solar noon angle, a lot of emphasis is placed on the direct 

normal beam, with little attention to the diffuse radiation field. In higher latitudes, the 

solar noon sun angle is lower in the sky, which means that a solar panel much be tilted 

higher to be orthogonal to the direct beam. In contrast, the best way to harvest the diffuse 

field of radiation is with a flat panel. This is because the diffuse field can often be 

approximated as being isotropic with incoming radiation from all directions being equal. 

The higher the tilt angle of the solar panel, the larger the component of the diffuse field 

that is lost behind the tilted solar panel. Thus, more of the diffuse field is lost with current 

harvesting techniques at higher latitudes, such as across the mid-latitudes, as the optimum 

tilt angle is higher than at a location near the equator.   

 

1.1.3. Accounting for Land Use with Large Photovoltaic Arrays 

PV installations rarely include a single solar panel. Rather, multiple solar panels 

are often combined to create one PV array, connected by one or several power inverters. 

Common locations for solar panel arrays can be on a roof of a building or across an open 

field or parcel of land. Residential arrays, such as those commonly seen on sloped roofs, 

can be made up of a few dozen panels. Meanwhile, commercial and utility scale arrays 

can easily be comprised of hundreds of thousands or even millions of panels [1.33]. For 

example, the 290 MW Agua Caliente array in Yuma County, Arizona, completed in April 

2014, is comprised of 4.9 million solar panels [1.34]. 
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More than half of all PV capacity installed between 2010 and 2018 can be 

attributed to these large solar panel arrays (non-residential and utility-scale) [1.3]. One 

drawback or challenge of these large PV arrays is the amount of physical space they must 

occupy. While many smaller, residential arrays are located on roofs, which don’t take up 

any extra space (i.e. the roof was already there and no extra ground surface was used), 

most large commercial and utility arrays are positioned on what otherwise was an empty 

parcel of land.  

There are two primary costs to this land use: the actual cost, in dollars, of the land 

being used and the environmental and ecological costs that come with altering a 

previously unoccupied or undeveloped landscape. Compared to traditional power plants, 

the environmental impacts from a large PV array are much less; however, the impacts are 

not zero. Solar emits far fewer hazardous chemicals into the environment and produces 

roughly 25 times less greenhouse gas emissions compared to traditional power generation 

from coal, natural gas, and nuclear power plants [1.35]. From an ecological perspective, 

large solar arrays can be detrimental to bird populations as more transmission lines are 

needed compared to traditional power plants. Meanwhile, more research and 

observational studies are required to accurately diagnose the magnitude to which the 

natural plant and animal wildlife and habitats can be affected compared to traditional 

power plants [1.35]. Regardless, these impacts to the natural plant and animal wildlife are 

not null as the land surface is transformed from its natural state to housing rows upon 

rows of solar panels, power stations, and inverters [1.30].  

The solar harvest per unit area of land is impacted by the “shadowing effect” in 

which one solar panel casts a shadow upon another.  A study performed by the National 
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Renewable Energy Laboratory (NREL) diagnosed the amount of land required for 

different sizes and types of PV systems, such as fixed PV mounts, single axis trackers, 

and dual axis trackers. For large PV systems (greater than 20 MWs of capacity), it was 

found that arrays comprised of fixed PV mounts required the least amount of land per 

installed MW. On average, 5.8 acres were required per installed MW of capacity for a 

fixed mount system compared to 9.0 acres for a single-axis system and 6.1 acres for a 

dual-axis system [1.36]. While the fixed mount PV arrays take up less space than their 

moving counterparts, the single- and dual-axis tracker systems shine when it comes to 

harvested solar energy, or the amount of generated GWh/yr. The same study found that a 

dual-axis tracker system required only 2.0 acres per generated GW, while a fixed mount 

system required 2.8 acres and a single-axis tracker system required 3.5 acres [1.36]. 

A major consideration for future installations of large solar panel arrays must not 

only be the cost of the solar panels themselves, but also the cost of land. While 

fluctuations in price do exist, the price of land is generally increasing with time [1.37, 

1.38]. Taking the 290 MW Agua Caliente solar array in Arizona as an example, it is easy 

to see that a very large parcel of land was required. One solution with lower costs as well 

as lower environmental impacts for mid-sized arrays has been to use closed landfills 

[1.30]. Closed landfills are characterized by degraded land and are certainly cheaper than 

a clean, open field; however, closed landfills are neither infinite in number nor are they 

always conducive for the installation of large solar panel arrays. The ground might be too 

unstable, there may not be enough space, or the orientation of the site may not be optimal 

for solar energy harvesting. A project like the Agua Caliente solar array is too large for 

this solution.  



  

 

10 

 

1.1.4. Current Photovoltaic Array Techniques...and Beyond 

In 2018, 69% of the United States’ solar energy generation (or roughly 67 MWh) 

came from utility-scale PV arrays [1.39]. The U.S. Energy Information Administration 

(EIA) reported that nearly 40% of all utility-scale PV systems at the end of 2017 were 

fixed-tilt systems as opposed to tracker systems [1.40]. These types of systems treat the 

solar radiation field as one unit. In other words, all panels are oriented in the same 

direction and tilted at the same angle, where they can all harvest energy in the same 

manner. Most people have driven by or seen PV arrays of this nature; think of an open 

field filled with row after equally spaced row of solar panels all tilted at the same angle.  

As PV technology was born under the premise of collecting the sun’s energy and 

converting it into electricity, it is no wonder that the first solar array, with a capacity of 1 

MW, was installed near Hesperia, California at the end of 1982 [1.41], and the second 

solar array, with a capacity of 5.2 MW, was installed in California’s Carrizo Plain in 

1984 [1.42]. Both located in southern California and away from the coast, these locations 

are known for their fair weather and sunny skies, conditions which are favorable for 

harvesting direct sunlight.   

In climates like these, where sunny conditions dominate, the standard 

arrangement of PV panels into equally spaced rows all oriented at the same tilt angle is 

optimal as the majority of the total GHI is composed of the direct normal beam. 

However, installations of large PV arrays have not been confined to the sunniest locations 

across the United States. Rather, five of the top ten solar states, ranked by the total 

amount of installed solar capacity, are located across the eastern U.S. [1.43], which is 
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significantly cloudier than the desert southwest (i.e. southern California, New Mexico, 

Arizona, Nevada, and Utah). North Carolina is ranked second, Florida is ranked fifth, 

New Jersey in ranked seventh, Massachusetts is ranked eighth, and New York is ranked 

ninth. All of these states have between 1,775 MW installed capacity and 5,601 MW 

installed capacity, and cumulatively, can power the equivalent of nearly 2.3 million 

homes [1.43].  

The locations of these PV arrays, paired with the fact that land prices across the 

eastern U.S. are generally higher than the rest of the country, with the exception of 

California [1.44], calls into question the current way in which PV arrays are designed. 

First, these locations are much cloudier than a place like southern California. This means 

that the radiation field varies widely; there are sunny days when most of the GHI is 

composed of the direct normal beam, there are overcast days when most of the GHI is 

composed of the diffuse field, and there are partly cloudy days when the composition of 

GHI can vary drastically hour-to-hour.  

This dissertation focuses on applications and installations of large solar panel 

arrays in partly cloudy climates. First, the controls and variance of the total radiation field 

and average cloud cover across the United States are investigated, highlighting the 

importance of the diffuse field across several regions. This climatology quantifies how 

the radiation field varies both temporally and spatially across the country and examines 

how latitude, elevation, cloud cover, precipitable water, and the optical depth contribute 

to variations in the radiation field both on a national scale and on a regional scale. 

Second, an alternative approach of organizing large solar panel arrays is proposed based 

upon a combination of modeling and the radiation climatology.  The technique  treats the 
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DNI and GHI as two separate radiation fields as opposed to one and maximizes the 

amount of harvested solar energy within a constrained area, solving for both maximized 

incident energy on individual solar panels as well as maximized harvested energy within 

a set footprint using the fewest panels possible to meet a specified gain in energy. This is 

accomplished by having two separate tilt angles on a large solar panel array. In theory, 

one tilt is more optimized for the direct normal beam, while the other tilt is optimized for 

the diffuse field. It was found that this method worked best in partly cloudy climates, 

while this method was not suited for sunny climates. Third, and finally, the performance 

of two solar carport canopies oriented with different azimuth angles on the Livingston 

campus are compared relative to their orientation differences and to the local diffuse and 

direct insolation balance.  The specifics of these projects are discussed below.   

 

1.2 SCIENTIFIC OBJECTIVES 

This body of work aims to answer the following principal questions:  

1. How do the components of the solar radiation field, including the direct 

normal beam and the diffuse field, vary on a national and regional basis 

across the United States and what are the primary meteorological and 

geographic factors driving the observed variation? 

2. Can solar panel angle optimization techniques typically used in cloudier 

regions be modified to maximize the energy output per unit area of a solar 

array? 
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3. To what extent should the diffuse-to-direct ratio of the solar radiation field in 

cloudy areas impact the orientation of solar panels in design-constrained 

physical structures such as carport canopies? 

 

1.3 OVERVIEW OF DATA AND METHODOLOGY 

1.3.1 Data Overview  

The primary sources of data used in this dissertation include semi-modelled 

irradiance and meteorological data from the National Solar Radiation Database 

(NSRDB), observed irradiance data from the Rutgers Photochemical Assessment 

Monitoring (PAM) site, observed inverter data from the two carport solar canopies on the 

Rutgers’ Livingston Campus, and typical meteorological year (TMY) data from the 

National Renewable Energy Laboratory (NREL) for Newark, NJ.  

One primary source of the data analyzed in this dissertation was provided by the 

National Solar Radiation Database (NSRDB). The NSRDB is a spatially dense network 

of U.S. sites, many of which provide a 20-year period of record (1991-2010) of modeled 

solar radiation data as well as other standard meteorological variables [1.45]. Daily and 

hourly averages of global horizontal irradiance, direct normal irradiance, diffuse 

horizontal irradiance, optical thickness, column-averaged precipitable water, and cloud 

fraction were leveraged throughout this dissertation.  While the NSRDB does ingest 

observational data from a much smaller network of solar measuring sites across the 

country, it also blends ground-based METAR data and top-down satellite data to create 

hourly retrievals of radiation data. A more detailed review of the components of the 

NSRDB and what went into the model are discussed in Chapter 2.  
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While pure observational data would have been preferred, there are only 40 sites 

around the country that provide a long enough period of record suitable for use for a 

climate study. A sample size this small would not have been suitable for a nation-wide 

climate study. The benefits of the NSRDB is that it was created specifically for use in 

climate studies. In other words, the solar irradiance profiles were meant to be 

representative of the statistical properties of the solar field on the time scale of a month or 

a year as opposed to being representative of the exact solar radiation field at a particular 

time on a specific day.  

Further, only higher quality sites were used, which left 788 stations across the 

continental U.S. for use in the study. In Chapter 2, these 788 stations were first analyzed 

on a national level before being further broken down into eight geographically and 

climatologically different regions across the country. Meanwhile, the analysis during 

Chapter 3 was fixed at the national level. 

Observed data from the Rutgers Photochemical Assessment Monitoring (PAM) 

Site are introduced and analyzed in Chapter 4. The Rutgers PAM Site is a permanent 

installation located on Rutgers Horticulture Research Farm 3 in East Brunswick, NJ and 

has been in continuous operation since October 1, 1994. More than three years of 

irradiance data from April 2016 to June 2019 was utilized, which included 1-minute 

observations of global horizontal irradiance and diffuse horizontal irradiance. Direct 

normal irradiance was simply the difference between the two observations.  

Chapter 4 also includes the use of observed inverter data from the Rutgers 

Livingston Campus Solar Carport Canopy System. The Solar Carport Canopy System is 

comprised of two different parking lots (Lot 105 and the Yellow and Green Lot), both of 
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which are covered by rows of solar panel canopies. Each canopy is split between a 

segment tilted at 15° relative to the horizon and a segment tilted at 1° relative to the 

horizon. Further, Lot 105 is rotated approximately 36° to the west from a due south 

orientation, while the Yellow Lot is rotated approximately 54° to the east from a due 

south orientation. There are a total of 14 Solaron 500 kW inverters between the two 

parking lots, 4 of which are connected to Lot 105 and 10 of which are connected to the 

Yellow and Green Lots.  Inverter level data is provided in 15-minute intervals and data 

was downloaded from January 2016 to April 2019.   

Finally, Chapter 4 also used typical meteorological year (TMY3) data for 

Newark, NJ, which was provided by NREL. TMY3 data are composed entirely of 

observed data that have been pieced together from many years in order to represent 

typical solar radiation and meteorological conditions over the course of a year. Thus, 

there is a year’s worth of data, where every day can theoretically come from a different 

day in the past. Outputs of global horizontal irradiance, diffuse horizontal irradiance, 

direct normal irradiance, and extraterrestrial, or top of the atmosphere, irradiance were 

used.  

 

1.3.2. Methodology Overview 

In Chapter 2, a 15-year climatology of the NSRDB dataset is constructed from 

hourly integrated values of solar irradiance, which represent the cumulative daily total of 

incident solar radiation at each station location and which is reported in units of Watt-

hours per square meter (Wh/m2). These units make it unnecessary to correct for time 

zones or daylight savings times as they are representative of the entire day.  Data were 
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analyzed spatially (i.e. How does the solar radiation field vary across different regions of 

the country?) and temporally (i.e. How does the solar radiation field vary during the 

different seasons?). The composition of the diffuse field of radiation across the United 

States was investigated and evidence and reasons why the diffuse field varied were 

explained. 

In Chapter 3, an alternative method for organizing large solar panel arrays is 

presented in which two different panel tilts are implemented across one solar panel array. 

This method, called the dual-angle solar harvest (DASH) method, looks at large solar 

panel arrays as a dual-optimization problem. The industry standard is to tilt a solar panel 

according to the angle at which the most energy can be generated. While this optimizes 

energy output for an individual solar panel, this method fails to consider the cost of land 

and space. The cost of buying and installing solar panels has significantly decreased, 

while the cost of land is generally rising. Thus, solar panel arrays should not only 

optimize the amount of energy that can be harvested from an individual solar panel, but 

they should also optimize for array-wide energy, or the total amount of energy that can be 

harvested from the entire array.  

The DASH method is composed of a relatively simple model that represents the 

amount of solar irradiance incident on any tilted surface. Model inputs include diffuse 

and direct radiation, which came from Chapter 2. This model was then used to simulate 

the amount of harvested solar radiation across a large solar panel array of 100 rows using 

all combinations of pairs of angles broken down into all possible fractional splits.  

In Chapter 4, observations from two different solar carport canopies on Rutgers 

Livingston Campus with the same panel tilt angle but different azimuth rotation angles 
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are used to investigate how cloud cover and diurnal variations in the diffuse field affect 

the energy output. The solar carport canopy inverter-level data are compared to both 

observations of the solar irradiation field from the Rutgers PAM Site as well as the 

standardized TMY3 historical dataset from NREL.  

First, the irradiance data from the PAM Site were used to construct a sky cover 

algorithm which diagnosed days into three bins: clear, variable, and cloudy. A similar 

algorithm was developed for the TMY3 data to corroborate the findings in the first 

algorithm. The PAM Site classifications were applied to the output from the solar carport 

canopies and differences in daily integrated energy output with respect to sky cover were 

discussed. Finally, the differences in azimuth twist (from due South) were investigated 

with regards to time-of-day on clear, variable, and cloudy days.  
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Chapter 2:  

A Climatology of Solar Irradiance and its Controls across 

the United States: Implications for Solar Panel 

Orientation 

 

2.1. INTRODUCTION 

As the world population increases in the coming decades, the International Energy 

Agency has estimated that global energy demand will increase by an additional 30% 

between 2016 and 2040, with 40% alone coming from an expected increase in electricity 

usage [2.1]. Growing concerns about rising global air and sea surface temperatures as 

well as increasing public awareness about the harmful effects of non-renewable energy 

sources (i.e. oil, gas, and coal) have resulted in an expectation of governments to invest 

more money into cleaner, renewable energy sources. The 2017 Energy Outlook projected 

two thirds of future global investments for building new power plants to be focused on 

renewable energy by 2040, with the largest source coming from solar energy [2.1]. Thus, 

the global market share of solar photovoltaic (PV) energy is expected to continue rising.  

Silicon PV cells, which are what comprise today’s modern solar panel, were first 

introduced for outdoor use in 1955, as an initiative by Bell Laboratories [2.2]. These 

early PV cells operated with ~2% efficiency, but technological advances have steadily 

improved the efficiencies of operational PV cells to ~15 to 22.5% and research PV cells 
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to ~46% [2.3]. This, paired with lowered costs of the production of PV cells, plus 

government subsidies and incentive programs to further reduce the cost of solar panel 

installations, has led to the growth of the fraction of solar energy that is powering the US 

electrical grid. 

Besides increasing a PV cell’s efficiency to convert solar energy to electricity, the 

electrical output of a PV cell is also highly dependent and limited to the fraction of the 

solar energy that is incident on its surface, which is dependent on sky cover, elevation, 

latitude, and cell orientation relative to the solar radiation field. Sky cover is constantly 

changing, so weather conditions and associated cloud cover are an important determinant 

upon the sum of electricity that can be produced by a solar panel at a given time and 

location.   

The incoming solar radiation field, which is to be harvested by solar panels, 

consists of a direct component and a diffuse component.  The direct component is 

received exclusively from the small portion of the sky occupied by the solar disk and the 

diffuse component is radiation received from all other directions within the celestial 

hemisphere.  The diffuse component is only a small fraction of the direct component in 

cloudless skies, consisting primarily of the portion of incoming radiation scattered by air 

molecules, which lies mostly in the blue wavelength portion of the visible spectrum.  

Aerosols and, particularly, cloud cover increase the diffuse component of incoming solar 

radiation, and when the sun’s disk is no longer visible through overcast, virtually all 

incoming radiation is diffuse.    

Since the initial passage of the U.S. Solar Investment Tax Credit (ITC) in 2006, 

the amount of new solar farms, or land areas entirely devoted to the installation of large 
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solar panels, as well as solar panel installation on top of both commercial and residential 

buildings has largely increased. In the past decade alone, solar energy has experienced an 

annual growth rate of 50%, with the largest growth coming from solar farm installations 

[2.4].   

While the efficiency of a solar panel can be maximized by using a tracking system 

to follow the motion of the sun, the cost and maintenance of such systems are prohibitive 

for wide scale use; the use of a single tilt angle is much cheaper to maintain [2.5]. A 

simple rule of thumb at a solar farm is to orient the rows of solar panels southward (in the 

northern hemisphere) and angled according to the latitude of the site [2.6] (or placed on 

the southernmost-facing side of the roof) so that a panel will be roughly orthogonal to the 

sun’s disk at noon. This orientation has been preferred because, when skies are clear or 

mostly sunny, the direct beam of solar radiation contains more energy per meter squared 

than the diffuse field. Meanwhile, the ideal way to orient a solar panel to harvest diffuse 

radiation, such as when skies are overcast, is to orient them flat (i.e. orthogonal to the 

local zenith) [2.7]. Locations are rarely ever always sunny or always overcast; most 

locations can be characterized by variable weather conditions. While more complex, 

determining and calculating the optimal fixed tilt angle has been widely researched using 

different approaches [2.6-2.12]. These studies make it clear that optimizing the efficiency 

of the solar harvesting process may be impaired by the exclusive use of all latitude angled 

or all flat oriented solar panels.  

The purpose of this paper is to produce a climatology of the components of the 

solar radiation field such that regions can be identified in which harvesting diffuse light 

may contribute substantially to the total output of solar panels and panel arrays. Previous 
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studies have analyzed the regional and continental scale of global horizontal irradiance 

and its variance across the US and other countries [2.13-2.18], but none, to our 

knowledge have expanded this to include the climatology of diffuse radiation or the 

meteorological variables driving the variation in solar irradiance.  

This climatology is produced by analyzing the seasonal cycles of solar radiation 

across individual locations within the US and across eight separate US climate zones. 

This analysis can be used to determine which areas of the US are best suited for 

expansion of solar energy development, and which areas might benefit from a combined 

direct-diffuse harvesting strategy to maximize the harvesting of solar energy using solar 

panels.  

 

2.2. MATERIALS AND METHODS 

Data from the U.S. Department of Energy’s National Solar Radiation Database 

(NSRDB), which is a high-density network of U.S. sites containing modeled hourly 

radiation data for the 20-year period spanning from 1991 to 2010, were used in this study 

[2.19]. The NSRDB contains measurements and retrievals of the components of the solar 

radiation field (global horizontal, direct normal, and diffuse horizontal irradiance) as well 

as several meteorological quantities.  

Figure 2.1 depicts the spatial distribution and classification of the NSRDB 

stations where the classification numbers (I, II, or III) refers to the length and quality of 

record for each site. Only class I and class II stations are utilized for this study, as they 

contain higher quality data compared to class III stations. While observed data would 

have been preferable, there is no network of observed radiation data which provides the 
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same degree of spatial and temporal data coverage as that of the NSRDB that can be used 

to accurately represent regional solar radiation climates. While the NSRDB does take into 

account the available sites with observed data, these only account for less than 1% of the 

entire data record.   

An in depth evaluation of the NSRDB model to the measured data is included in 

the NSRDB handbook [2.19], where it is shown that the mean bias error (MBE) for 

global horizontal irradiance ranges from -0.06% to 1.73%, the root mean square error 

(RMSE) ranges from 5% to 8%, and the R2 value ranges from 0.83 to 0.85. Much of this 

error can be encompassed by the error of the observations themselves, which ranges from 

5% to 10%. For a climatological study, these ranges of errors are acceptable and are 

minimized at longer time scales.    

Each station in the NSRDB contains hourly records of irradiance values. These 

hourly records indicate the integrated total solar irradiance at a particular site during the 

hour prior to the observation time rather than a single point observation at the hour of 

observation.  Even though the NSRDB data contains hourly averaged values of modeled 

solar radiation, the intent of this modeled dataset is to provide the statistical properties of 

solar radiation, on a time scale of a month or a year, that are as close as possible to the 

actual observed statistical properties of measured solar radiation.  The modeled data 

within the NSRDB network are produced by two modeling schemes: a meteorological-

statistical model (METSTAT) [2.20] and a model created by the State University of New 

York (SUNY) [2.21]. 

The SUNY model uses satellite radiation measurements from the two 

Geostationary Operational Environmental Satellites (GOES) that cover the US (the 
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GOES-east and the GOES-west) and assumes an inverse relationship between radiation 

reflected into space and radiation that reaches the surface. For example, if the GOES 

satellite measures a large amount of reflected radiation, there is either cloud cover or a 

relatively “dense” atmosphere (i.e. a high abundance of reflective pollutants, moisture, or 

other molecules), or a combination of the two, and thus the modelled surface irradiance 

will be smaller, as less of the sun’s radiation makes its way to the surface.  

The METSTAT model uses National Weather Service (NWS) observations of 

total and opaque sky cover as well as measured solar radiation data from the Solar 

Radiation (SOLRAD) network. Observations of sky cover were initially made by 

humans, but with the implementation of automated surface observing systems (ASOS) at 

many sites in the early 1990’s, these human observations were replaced with estimates 

from a ceilometer, which measures cloud base heights up to several layers if the cloud 

layers are optically thin. When the lowest cloud layer is optically thick and it is 

completely overcast, the ceilometer can only measure the base of the lowest cloud layer. 

Because a ceilometer measures cloud coverage directly overhead, a problem results when 

a persistent cloud deck is directly above the ceilometer but no clouds in other quadrants 

of the sky exist. In this case, the resultant observation of overcast skies may be 

unrepresentative of the areal cloud coverage that influences the entire solar radiation 

field. Further, ceilometers possess height limitations and, therein, frequently under-

sample high clouds which otherwise would have been seen by human observers and are 

unable to distinguish between total and opaque sky cover.  To compensate for this 

discrepancy in data between the original manual and the newer ASOS weather stations, 

the National Climatic Data Center’s (NCDC) ASOS Cloud Data Set was used, which 
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estimates total and opaque sky cover (in tenths) using cloud height information from 

satellite imagery.  

However, even with this implementation of ASOS cloud data, the METSTAT 

model’s uncertainty in cloud cover, especially when cloud cover is broken or scattered, is 

higher than with the SUNY model. This is a byproduct of the zenith-pointing 

ceilometer’s narrow, overhead-only sampling volume.  Clouds in a broken cloud field 

may block the direct beam during some portion of a given hour with a frequency that is 

not well-represented by the ceilometer measurement. To compensate, the METSTAT 

model uses a random number generator to draw from a cumulative probability 

distribution of measurements of the impacts of this cloud-blocking effect before the 

transmittance is computed.  

The SUNY model utilizes one method to calculate the total and opaque sky cover 

in its entire period of record, while the METSTAT model transitions from human-based 

total and opaque sky cover observations to a combination of ceilometer and ASOS 

derived total and opaque sky. For simplicity, the NSRDB dataset would have been 

comprised of SUNY data alone; however, the GOES satellite imagery was only archived 

beginning in 1998, which would have ignored the earlier METSTAT data collected from 

1991-1997. Thus, a combination, or hybrid, of the SUNY and METSTAT models is used.   

Besides providing hourly integrated amounts of solar radiation at all of its sites, 

the NSRDB also contains statistical summaries of class I and class II stations for the 

years 1991 to 2005. These statistical summaries, which contain monthly and annual 

means of solar radiation (total, direct normal, and diffuse), sky cover at each station, and 

meteorological variables, are computed from the hourly data. There are also 15-year 
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means (i.e. the entire dataset) of these monthly and annual means. Standard deviations for 

each hour of the day (i.e. the variability) as well as for each month and year of these 

quantities are also computed and included. These summaries are used in this study.  

In this study, we analyze the direct and diffuse solar radiation, total sky cover, 

opaque sky cover, and aerosol optical depth. Both the direct and diffuse radiation are 

reported in watt-hours per square meter (Wh/m2). This unit can be interpreted as the 

integration, or summation, of incident solar irradiance, reported in W/m2, on a surface 

over the course of an entire day (from sunrise to sunset). While a W/m2 represents a 

snapshot of the sun’s energy on a surface at a given time, a Wh/m2 represents the total 

over the entire day. A higher value may not only represent a location that is further south 

in latitude (in the Northern Hemisphere), but also the length of day, which varies station 

to station (dependent on latitude) and day to day (dependent on season). Both quantities 

are resolved to within 1 Wh/m2. 

In the statistical summaries, total and opaque sky cover are reported in tenths 

where a value of zero represents completely clear skies and a value of ten represents 

completely overcast skies. Sky cover does not elucidate separate cloud layers; it is an 

integrated quantity. Opaque sky cover refers to clouds that have a cloud optical thickness 

greater than eight, which means that no direct radiation passes through them. Examples 

of generally opaque cloud types are stratus clouds, cumulonimbus, or stratocumulus 

clouds [2.22]. This genre of cloud types does not include thin, more transparent, cirrus ice 

clouds that frequently reside in the upper troposphere. Total cloud cover refers to all 

types of clouds with any optical thickness value. Subtracting opaque sky cover from total 

sky cover identifies optically thin clouds. While there is no way to associate these 
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transparent clouds with a particular cloud type, we note that the seasonal distribution 

suggests that at least some of these clouds are likely to be cirrus [2.23-2.25].   

 

2.3. RESULTS & DISCUSSION  

A solar panel in Maine is not going to harvest the same amount of solar energy 

over the course of a year as a solar panel in California. But what about a solar panel in 

New Jersey compared to a solar panel in Iowa?  In this analysis, we investigate the 

atmospheric and geographic drivers that dictate the variation of direct and diffuse 

radiation across the US. We first examine the spatial distribution by season to determine 

where direct and diffuse radiation is maximized and how it varies throughout the year on 

the continental scale. Next, we divide the country into eight specific regions chosen based 

on general climatological and geographical similarities and analyze the temporal 

distribution of direct and diffuse radiation on this regional scale. Finally, we discuss the 

need for some regions of the US to optimize the collection of diffuse radiation in order to 

maximize the collection of solar energy.  

 

2.3.1. Continental Scale Radiation  

In this section we summarize the continental scale radiation field and analyze the 

contributing factors that lead to the observed distribution of radiation.   

 

2.3.1.1. DIRECT BEAM RADIATION 

Figure 2.2 displays the average direct beam radiation in Wh/m2 across the 

continental US in three-month seasons. Each of the individual stations, representing each 
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data point, is shown by an open circle and a linear interpolation scheme, from Python’s 

matplotlib.mlab library and griddata function, was used to fill the gaps between stations. 

Values can be interpreted as the average summation of radiation that was accumulated 

over the course of an hour for each three-month season. Thus, these values do not 

represent the highest possible amount of hourly accumulated radiation at a given location.   

The primary determinants of direct radiation are latitude, elevation, atmospheric 

particles and cloud cover, the latter two of which vary seasonally.  Latitude (i.e. the 

north-south relationship) is the dominant factor during the winter months, and to some 

extent the fall months, as indicated by the higher R2 values in panels (a) and (d) in Figure 

2.3. However, latitude is not the only control during these months, otherwise the R2 value 

would be even closer to 1. In the winter plot (Figure 2.2a), the radiation difference 

between southern California (~ 5,000 Wh/m2) and central Georgia (~4,000 Wh/m2), 

which are both located at about the same latitude, is ~1,000 Wh/m2. Thus, the direct 

radiation in southern California is 25% greater in central Georgia. Meanwhile, the 

difference between southern California (~5,000 Wh/m2) and northern Oregon (~2,500 

Wh/m2), which are approximately the same longitude, is ~2,500 Wh/m2. Thus, the direct 

radiation in southern California is double that in Oregon and, in summary, fall and 

wintertime direct radiation vary the most latitudinally, or going north to south. 

During the summer months, longitude (i.e. the east-west relationship) becomes 

the dominant factor in direct radiation variance, as can be seen by the high R2 value in 

Figure 2.4c. Unlike during the winter months, there is close to a 5,000 Wh/m2 difference 

in direct radiation between southern California (~9,000 Wh/m2) and central Georgia 

(~4,000 Wh/m2) (Figure 2.2c), which is five times the difference compared to the winter 
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months. Further, the direct radiation difference between northern Oregon (~7,500 

Wh/m2) and southern California (~9,000 Wh/m2) is approximately 2,500 W/m2, and 

much less than the doubled value difference observed in winter. Thus, the direct radiation 

variance is largest longitudinally, or going east to west. 

One factor that influences non-latitudinal differences in the radiation field is 

elevation. Locations at a higher elevation experience less scattering and reflection of 

solar radiation because there is less atmosphere through which the incoming beam 

traverses before reaching the surface.  Moreover, the atmosphere above these locations is 

generally drier and “cleaner”, which means less absorption of solar radiation by water 

vapor and less atmospheric particles through which to be scattered or reflected. There is 

also less humidity-related swelling of the hygroscopic aerosols that are present. The 

elevation at each station is depicted in Figure 2.5. The larger the circle and the deeper the 

color, the higher the elevation. Not only does the West Coast have higher mountains (The 

Rockies versus the Appalachians), but the ground surface in general (not including the 

mountains) slopes upward from about the Ohio River Valley to the Rocky Mountain 

Range. This can be seen by the gradual increase in size of the station dots from about 

85ºW to about 100ºW. While the Plains across the central US might seem flat, they are 

actually gradually sloping upward to the west. Thus, elevation alone can account for 

some of the longitudinal difference in direct radiation; however, it cannot explain why 

there is an east-west relationship with direct radiation in the summer and spring, while 

there is a north-south relationship during the fall and winter.  

A second factor that can alter the direct radiation field is the type of particles in 

the air. Smoke, pollution, sea salt, and water vapor are all types of particles that can 
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significantly scatter or reflect incoming solar radiation dependent on their concentrations. 

One way to measure particles and their effect on the “transparency” of the atmospheric 

column is with aerosol optical depth (AOD). Figure 2.6 depicts the average AOD in 

three-month time steps.  In general, AOD is higher across the eastern US compared to the 

western US. The dense population across the eastern US and its resultant pollutants are 

largely responsible for this distribution.  This is particularly notable across the Northeast, 

which has a higher optical depth than the Southeast during the winter and spring months. 

Along the West Coast, AOD is also high, especially compared to the interior west. This 

local maximum in AOD can be attributed to population density and a lesser contribution 

from sea salt. The highest values of AOD across the Northwest quadrant of the country 

occur during the summer and fall months, when wildfires are prevalent.  

A third factor is cloud cover.  It is well known that a larger portion of the direct 

normal beam will be scattered, reflected, or refracted when passing through a cloud layer 

than when passing through clear air. Figure 2.7 depicts the average total sky cover for 

every three-month season.  In general, cloud cover is generally lower across the 

Southwest US compared to the Southeast US for every season. During the winter months, 

there is a strong north-south gradient in cloud cover with higher cloud cover towards the 

north and lower cloud cover towards the south. This mirrors the north-south relationship 

observed with direct radiation during the winter months. As this same variation does not 

exist with AOD, it stands to reason that the distribution of direct radiation during the 

winter is primarily driven by cloud cover versus AOD. Further, there is a strong east-west 

gradient in cloud cover during the summer months with much lower cloud cover across 
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the western US and much higher cloud cover across the eastern US.  Thus, the temporal 

variation of cloud cover generally mirrors the continental distribution of direct radiation.   

From these four factors (latitude, elevation, AOD, and cloud cover), we can 

conclude that elevation plays a significant role in modulating direct beam radiation year-

round, latitude plays the largest role during the fall and winter months, and AOD and 

cloud cover play the largest roles during the spring and summer months.  

 

2.3.1.2 DIFFUSE RADIATION 

Continental scale diffuse radiation is comprised of direct beam radiation that is 

scattered, reflected, or refracted by small molecules in the atmosphere, cloud cover, and 

near-surface obstacles, such as buildings or vegetation.  Figure 2.8 displays the average 

seasonal diffuse radiation in Wh/m2 observed at each site. As with direct radiation, there 

is a north-south gradient during the winter and fall months and an east-west gradient 

during the summer months, as can be seen by the high R2 values in Figures 2.9a, 9d, and 

10c. The north-south gradient during the fall and winter is attributable to latitude, as with 

direct beam radiation, and the east-west gradient is modulated by water vapor loading and 

cloud cover during the summer.  Thus, where direct radiation is higher (i.e. the 

Southwest), the diffuse radiation has a local minimum, while where the direct radiation is 

lower (i.e. the Southeast), the diffuse radiation has a local maximum. In other words, it 

varies inversely, as expected.    

 

2.3.1.3 DIFFUSE-TO-DIRECT RADIATION 
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Perhaps more important (and more telling) than the distribution of direct beam 

and diffuse radiation alone is the distribution of the ratio of diffuse to direct radiation, 

which is shown in Figure 2.11. Unity in this figure indicates equal amounts of direct and 

diffuse radiation while a value close to zero indicates that that direct radiation is 

dominant.   

While the east-west gradient is most pronounced in summer, it is also prominent 

during the other seasons, unlike the individual components of direct and diffuse radiation, 

which implies that moisture, cloud cover and elevation play key roles throughout the 

year. This ratio, plotted against longitude with the associated R2 values, can be seen in 

Figure 2.12. The R2 values with respect to latitude were all much smaller; thus, there is 

not a significant latitudinal relationship. Locations across the eastern half of the country, 

as well as along the coastline of the western US, generally have a higher ratio of diffuse 

to direct radiation, while locations across most of western US generally have a lower 

ratio. So not only is the amount of direct radiation across the eastern US lower than 

across the western US, but the proportion of diffuse to direct radiation is greater. One can 

imagine that the east-west R2 values would be much higher were it not for the elevated 

ratios along the West Coast. However, this means that the sensitivity of diffuse radiation 

when it comes to installing solar panels along the West Coast is similar to the sensitivity 

across the eastern half of the country.   

 

2.3.2 Regional Scale Radiation  

We divided the 788 individual class I and class II stations into eight separate 

regions: The Northeast (NE), the Southeast (SE), the Midwest (MW), the South-Central 
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(SC), the Plains (PL), the Northwest (NW), the Southwest (SW), and the desert 

Southwest (DE). These regions can generally be classified by their geography as well as 

their climatology. The geographical breakdown of these eight regions can be seen in 

Figure 2.13, while the specific number of stations per region can be seen in Table 1. In 

each region, we calculated the 15-year average value (1991-2005) of direct radiation 

(Wh/m2), diffuse radiation (Wh/m2), the ratio of diffuse to direct radiation, total sky cover 

(tenths), opaque sky cover (tenths), the difference between total and opaque sky cover 

(tenths), and AOD.  Our analysis begins with a description of the meteorological factors 

that modulate the radiation fields in the eight regions and concludes with an analysis of 

the radiation fields themselves.   

 

2.3.2.1 METEOROLOGICAL MODULATORS OF REGIONAL RADIATION 

As aforementioned, cloud cover and AOD are the two primary meteorological 

factors that alter the distributions of direct and diffuse radiation.  When there is 

significant coverage of optically thick clouds, the absorption of solar radiation by water 

vapor is secondary to the scattering of radiation by cloud droplets and ice crystals [2.26].  

When optically thin cirrus ice clouds are the only cloud present in the sky, radiation 

transfer calculations show that the absorption by water vapor is an important factor in 

determining the amount of direct-beam radiation that reaches the surface.   

Figure 2.14 depicts the 15-year monthly mean envelope of monthly mean 

minimum and maximum hour-integrated irradiance for total and opaque sky cover as well 

as the difference between the two, which is a proxy for cirrus and optically thin clouds.   
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In general, cloud cover is maximized during the winter months and minimized 

during the summer months, although regional differences are evident. Of particular note 

are the large seasonal changes in total and opaque cloud cover in the Northwest, 

Southwest, Plains, Midwest, and South-Central regions, and the relatively small seasonal 

variability across the desert Southwest, Northeast, and Southeast.  The Northeast and 

Southwest have particularly wide ranges of total and opaque cloud cover during the 

summer months in this 15-year record.   

While opaque, or optically thick sky cover, such as stratus or cumulus clouds, has 

the largest effect on incoming solar radiation, the effect of thinner, more transparent 

cloud cover, such as cirrus clouds, is not insignificant. Regional variations in cirrus cloud 

cover are compared in Figure 2.15. In general, cirrus and other optically thin clouds are 

more frequently observed in summer, which is opposite the pattern of total and opaque 

cloud cover. This is likely because they are residuals of convection, which generally 

occurs in the spring and summer months.  The desert Southwest has the most unique time 

series because the seasonal frequency of cirrus and optically thin clouds is bimodal with a 

peak in February and then again in May. This second peak corresponds to the monsoon 

circulation over the desert Southwest, which generates deep convection.   

Regional aerosol optical depth (AOD), shown in Figure 2.16, peaks during the 

summer months across all regions, while cloud cover (Figure 2.14) generally peaks 

during the winter months. Thus, the variance of AOD is not directly correlated to cloud 

cover, but rather varies due to the concentration of atmospheric particles, such as sea salt, 

anthropogenic pollution and smoke.  There is also an increase in AOD from west to east, 

which is likely largely due to higher concentrations of water vapor across the eastern US, 
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which swell aerosol particles.  This is due to its proximity to the atmospheric rivers that 

flow from the tropics into the Gulf of Mexico as well as higher concentrations of 

pollution and aerosols from the higher density of human population across the eastern 

half of the country. The highest AOD is observed across the Southeast US, and as the 

mean is close to the upper bound of the envelope, this can be interpreted that most of the 

years feature high values of AOD in this region. In general, the variability, or year-to-

year range of AOD across the southwest quadrant of the country is largest, which means 

that the annual diffuse component also varies most in that region.  

 

2.3.2.2 REGIONAL SCALE DIRECT AND DIFFUSE RADIATION 

Figure 2.17 displays the average 15-year mean monthly direct and diffuse 

radiation along with the range and the standard deviations for each region.  The peaks in 

direct radiation during the summer are, of course, expected, as there are more hours of 

sunlight; however, since the summer solstice occurs in June, if latitude and season were 

the only factors modulating the radiation field, the peaks would also occur in June.  

Because the peaks are not always observed in June, the timing of the peak in direct beam 

radiation cannot entirely be explained by the maximum solar output; cloud coverage and 

AOD also influence the timing.  

 

2.3.1.3 REGIONAL SCALE DIFFUSE-TO-DIRECT RADIATION 

The seasonal breakdown of diffuse-to-direct radiation is shown in Figure 2.18.  

Unlike Figure 2.19, which depicts the amount of diffuse radiation that could be harvested 

in each region, Figure 2.18 adds another dimension of operational significance because 
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the seasonal diffuse-to-direct ratio portends the fractional amount of each component of 

the radiation field will be available for harvesting.  Similar seasonal trends are found in 

the Northeast, Southeast, South-Central, and Midwest regions where a preponderance of 

diffuse radiation during the late spring, summer, and early fall suggests that more 

efficiently harvesting diffuse radiation may be a useful and profitable endeavor.  Similar 

trends are found in the Southwest, desert Southwest, and Plains, where harvesting of 

direct-normal radiation is preferred.  Radiation in the Northwest region cross-cuts these 

two regional signal clusters.  In that region, there is a suggestion that improving the 

efficiency of diffuse radiation harvesting in all but the summer months may be the best 

approach, while preferential harvesting of direct-normal radiation during the summer 

season is recommended.  It should be dutifully noted that the seasonal variability in the 

diffuse-to-direct radiation field in the Northwest and Southwest (Figure 2.17), and to a 

lesser extent the Plains and desert Southwest, have a considerable range over this 15-year 

sample period.  This variability is attributable to larger climate signals, whereupon these 

regions may require tweaking of the solar harvesting strategy based upon seasonal 

weather signals, such as El Nino and La Nina.     

 

2.4. CONCLUSIONS 

The study described herein presents an analysis of the National Solar Radiation 

Database (NSRDB) to provide a comprehensive 15-year climatology of direct and diffuse 

radiation, as well as cloud cover and AOD across the United States. The radiation field at 

the continental scale and across eight climatologically and geographically similar regions 

is examined.  On a continental scale, the climatology of direct radiation varies in two key 
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ways depending on the time of year. The fall and winter months exhibit a prominent 

north-south variation in direct radiation driven by the solar zenith angle, while the spring 

and summer months exhibit a larger east to west variation in direct radiation that is most 

dependent on a site’s elevation, AOD and cloud cover. Frequent cloud cover across the 

eastern US combined with generally lower elevations relative to the western US enable 

more diffuse radiation to reach the surface in the eastern US.   

The diffuse-to-direct ratio relates directly to the question of solar panel 

orientation.  As previously stated, solar panels are typically permanently oriented so that 

their flat surface is, on average, nearly perpendicular to the direct beam, which enables 

efficient harvesting of direct radiation.  When there is a predominance of diffuse 

radiation, this orientation is less than optimal. Across the eastern US, where there is more 

diffuse radiation, this analysis raises the question as to what fraction of fixed-angle solar 

panels should be dedicated to harvesting direct beam and what fraction should be 

dedicated to harvesting the diffuse field. It further suggests that solar energy collection 

efficiency might be substantially improved if solar panel orientation were tuned to a 

location’s elevation, average sky cover, and AOD. These properties vary from region to 

region, which motivates a more granular analysis that accounts for regional variations in 

these properties to guide operations. 

At a regional scale, the diffuse-to-direct ratio varies most from May to September.  

Regional gradients in elevation, cloud cover, and AOD modulate this variance.  Both 

cloud cover and AOD are maximized east of the Mississippi River, but AOD peaks in 

summer, while cloud cover peaks in winter.  A steadily increasing AOD and the 

accompanying increase in solar absorption and scattering lessens the efficiency of the 
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harvest of direct beam radiation from west to east in clear skies and when optically thin 

clouds are present.  Steadily increasing opaque cloud cover from west to east 

methodically increases the scattering (reflection) of incoming solar radiation to space and 

redistributes radiation from the direct beam to the diffuse field.  Thus, a dwindling 

amount of direct beam radiation is available for harvest.  The Northeast, Southeast, 

Midwest, and South-Central have a fundamentally different radiation field from May to 

September than the Southwest, Plains, and desert Southwest; there are significantly larger 

diffuse-to-direct ratios in the former regions.  The Northwest exhibits a changeable 

diffuse-to-direct radiation field that features greater diffuse beam radiation during May 

and June due to cloud cover and greater direct beam radiation from July through 

September.   

Among the more interesting aspects of this analysis is the 15-year range of 

diffuse-to-direct radiation from the western to eastern regions.  Western regions 

experience much greater year-to-year variability as a result of large-scale climate signals, 

particularly the El Niño Southern Oscillation cycle (ENSO).  The gradient in the year-to-

year range across the western US suggests that adaptive harvesting strategies, which 

consider larger climate signals and their impact on the ratio of diffuse-to-direct ratio, may 

be required to fully exploit the available solar radiation.  Conversely, the relatively 

narrow range of year-to-year variability in the diffuse-to-direct ratio in the eastern US 

suggests that a relatively constant harvesting strategy that optimizes the fractional 

harvesting of diffuse and direct radiation, depending on location, should be preferred.     

Our analysis depicts a complex seasonally-changing directional solar radiation 

field across the US that is driven by geographic factors such as latitude, elevation, surface 
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coverage and by meteorological conditions such as cloud coverage, cloud transmissivity, 

aerosols, relative humidity, and column water vapor.  Efficiently harvesting this radiation 

requires a solar-panel collection strategy that is tuned to radiation field and its 

modulators.   Strategies that enable more efficient harvesting of diffuse solar radiation 

east of the Mississippi and that consider year-to-year variations in the Northwest and 

Southwest, especially during the summer months, should significantly increase the 

efficiency of the yearly and seasonal solar radiation harvest in these regions.  It is likely, 

even certain, that proper tuning of solar harvesting systems to the match the directionality 

of the radiation field may increase harvesting efficiency at a rate that greatly exceeds 

increases in the efficiency of the PV cells alone.   

Benghamem [2.27] propose optimal tilt angles for individual solar panels to 

maximize the simultaneous harvesting of direct and diffuse radiation. The suggested 

angles for panels are smaller in the summer months to enable more efficient harvesting of 

diffuse radiation.  Another approach may be to devote a specified percentage of solar 

panels to the harvesting of diffuse radiation by placing them flat (orthogonal to the local 

zenith), while leaving the balance at a fixed angle that maximizes the collection of direct 

beam radiation. In a follow-up paper, we will use the climatology of direct and diffuse 

radiation and moisture variables analyzed in this study to calculate the optimal 

configuration of solar panels in the US by region and to study the effects of larger scale 

climate signals upon the harvesting strategy in different regions.   
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Chapter 3:  

The Dual Angle Solar Harvest (DASH) Method: An 

Alternative Method for Organizing Large Solar Panel 

Arrays that Optimizes Incident Solar Energy in 

Conjunction with Land Use 

 

3.1. INTRODUCTION 

Rapid growth, both worldwide and in the United States, has been observed in the 

deployment and use of solar panels as a renewable energy source [3.1-3.3], which can be 

attributed to cost reductions and improved efficiencies. Over the past 40 years, costs to 

manufacture and purchase solar panels have significantly decreased, which can largely be 

credited to growing economies of scale (i.e. larger manufacturing plants), a decrease in 

the price of base materials, and improvements via research and development [3.4]. 

Meanwhile, the efficiency of photovoltaic (PV) cells over the past 60+ years has 

increased from ~2% to upwards of 15-22.5% [3.5]. Among energy technologies, the most 

rapid decline in price has been observed with photovoltaics [3.6].   

Commercial or utility scale PV arrays are able to provide tens or even hundreds of 

thousands of homes with power annually; however, they require large parcels of land, 

which are neither infinite nor free. Rather, the cost of land has generally been rising with 

time [3.7]. Solar panel rows must be adequately spaced in order to minimize shadowing 

effects of the rows in front; the higher the tilt angle, the larger the row spacing required. 
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A study carried out by the National Renewable Energy Laboratory (NREL) estimated that 

5.8 to 9.0 acres of land were required for each installed MW of PV capacity [3.8]. For 

example, the 290 MW Agua Caliente PV array in Yuma County, AZ is comprised of 

more than 5 million solar panels and encompasses more than 2,000 acres of land [3.9].  

Many studies exist which have diagnosed the optimal tilt angle for individual 

solar panels to ensure the highest energy output per panel. The amount of energy that a 

solar panel can harvest is a function of (1) the efficiency of the PV cell itself, (2) the 

amount of insolation that is available at a given location, (3) the angle and direction at 

which the solar panel is oriented, and (4) the proximity to objects or obstructions that can 

cause shadowing. Some studies have focused on dual-axis sun tracking systems, which 

move in tandem with the sun’s position both horizontally and vertically [3.10-3.14], 

while other studies have focused on fixed angle solar panels which do not move [3.15-

3.31].  

However, due to rising costs of land and decreasing costs of PV modules, the 

arrangement and orientation of solar panels as part of a large solar panel array should be 

part of a co-optimization problem in which both the per-panel energy output is optimized 

along with the array-wide energy output of all panels within a given footprint. Panels at 

slightly lower tilt angles than the optimum tilt angle can be spaced closer together 

without sacrificing large amounts of possible energy output. Panels at much higher tilts 

can also be spaced closer together; however, they sacrifice a much larger portion of 

incident radiation. Secondary benefits of these lower tilt angles include reduced inter-row 

shadowing effects, reduced inter-row masking of the diffuse field, and better orientation 
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for harvesting of the diffuse field of radiation, suggesting improved results in cloudier 

climates.  

In this paper, we propose an alternative method of organizing large solar panel 

arrays by tilting panels within an array at two different angles. This approach, which we 

have called the dual-angle solar harvest, or DASH, method, allows for more rows of solar 

panels to be installed in an area of the same size as an array where all panels are tilted 

according to the optimal tilt angle. This is accomplished with a fraction of the panels 

tilted at an angle lower than the optimum tilt angle, thus allowing some of the rows to be 

spaced closer together as the length of the panel shadow is smaller.  

Array-wide panel-incident radiation with the DASH method is compared to array-

wide panel-incident radiation for an array of the same footprint comprised of all panels 

tilted at the single optimum tilt angle. We demonstrate that significant gains in solar array 

harvest efficiencies may be realized with implementation of the DASH method. The 

DASH method is not suitable for all locations and it can be implemented on a case-by-

case basis as solar array developers must make the decision whether or not to spend more 

money up front on extra solar panels that can fit into the same amount of space as an 

array where are panels are tilted at the optimum tilt angle.  

 

3.2. MATERIALS AND METHODS: 

3.2.1 Data 

Hourly integrated modeled radiation and cloud cover data from NREL’s National 

Solar Radiation Database (NSRDB) were used in first modeling the amount of plane of 

array (POA) irradiance on a solar panel and then on an array. The NSRDB is comprised 
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of a dense network of 1,454 stations across the U.S. and is filtered by the quality and 

completeness of each record (Figure 3.1). Each higher quality station (Class I and Class II 

data) has a companion monthly average hourly statistics file for each year in the 20-year 

period of record from 1991 to 2010, which provides hourly profiles of global horizontal 

irradiance (GHI), direct normal irradiance (DNI), and diffuse horizontal irradiance (DHI). 

Each hourly value represents the average summation of radiation over the given hour for 

that month and for that year. The intent of the NSRDB is to provide statistical properties 

of the components of the solar radiation field on a time scale of a month or a year; it is 

not intended to be used for point measurements [3.32]. 

In a companion study [3.33], we constructed a detailed climatology of the 

components of solar radiation and analyzed their geographic and atmospheric drivers (i.e. 

elevation, latitude, cloud cover, and aerosol option depth), using only the 858 higher 

quality Class I and Class II station data. While observed data would have been preferable, 

no network exists which provides the same level of spatial and temporal data coverage. 

Even though most stations contain modelled data (there are 40 sites with purely observed 

data), they are based on measurements and observations from the two Geostationary 

Operational Environmental Satellites (GOES-east and GOES-west) as well as the 

National Weather Service (NWS) and the Solar Radiation (SOLRAD) network.  

Further, a comprehensive evaluation of the NSRDB model was performed and is 

included in the NSRDB handbook, in which it was found that the mean bias error for 

global horizontal irradiance ranges from -0.06% to 1.73%, the root mean square error 

ranges from 5% to 8%, and the R2 value ranges from 0.83 to 0.85 with much of this error 

being attributed to the 5-10% error in the observations themselves [3.32]. 
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A main conclusion in our companion study [3.33] was the large component of 

diffuse radiation that existed with respect to direct radiation across portions of the eastern 

U.S. as well as across the coastal Pacific Northwest. It was demonstrated that in these 

regions, diffuse radiation accounts for a relatively large proportion of the amount of 

global irradiation. Moreover, it was demonstrated that the cloud fraction, and to a lesser 

degree, higher values of aerosol optical depth (such as from anthropogenic sources 

around densely populated zones) contributed to this increase in the relative amount of 

diffuse irradiance.  

During the spring and summer months, when the sun’s energy density is 

maximized and when the harvesting of solar radiation via solar panels results in the 

highest energy generation, the diffuse-to-direct ratio was found to be between 60-80%. 

Thus, orienting solar panels to be preferentially tilted towards the highest sun angle, 

which is optimized for harvesting the direct beam, is not optimal in locations shown to 

exhibit a high diffuse-to-direct ratio.  

 

3.2.2 Method 

Section 3.2.2.1 describes the approach used to model the amount of solar 

radiation incident on a single tilted solar panel and selects the single optimum tilt angle, 

𝛽234. Section 3.2.2.2 then applies this technique to a 100-row array of solar panels tilted 

at the optimum tilt angle, calculating the minimum spacing between rows and adding 

inter-row shadowing effects. Section 3.2.2.3 then applies these equations to the DASH 

method. Two test locations are used to investigate all combinations of pairs of angles 

tested against the footprint of a 100-row 𝛽234 array. Then, the DASH method is applied 
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nationally with 𝛽" set to 𝛽234 to see how small changes in some panel tilt angles can have 

a significant effect on the array-wide incident solar energy. 

 

3.2.2.1. PLANE-OF-ARRAY RADIATION 

The first step in modeling the amount of incident radiation across an array using 

the DASH method was to model the amount of energy incident on a single tilted panel 

every hour. Figure 3.2 depicts the geometry of the sun with respect to a solar panel that is 

tilted. In its simplest form, total incident solar flux on a surface tilted at angle 𝛽	can be 

reduced into three components as:  

 

𝐹?@?,B = 𝐹DEF,B +	𝐹DEH,B +	𝑅J	 

 

 

(1) 

Where 𝐹DEF,B is the direct beam radiation on the tilted surface, 𝐹DEH,B is the 

diffuse radiation on the tilted surface, and 𝑅J is the ground reflected radiation on the 

tilted surface [3.34]. It should be emphasized that 𝐹?@?,B represents the energy incident 

on the solar panel every hour, not the energy harvested from the solar panel. The total 

amount of energy harvested depends on a solar panel’s efficiency, which varies for 

different solar panels. Thus, the values of 𝐹?@?,B in this study do not represent the solar 

energy that is converted to usable energy. 

The direct beam radiation on a tilted surface was modelled in the same way as 

many other studies, including Passias and Källbäck [3.35] and Hay [3.36], where 𝐹DEF,B 

is simply a function of the direct normal component of radiation, DNI, and the angle of 

incidence of the radiation beam on the tilted surface, 𝜃':  
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𝐹DEF,B = 𝐷𝑁𝐼	(cos 𝜃') 

 

 

(2) 

The angle of incidence is a function of the panel tilt angle, 𝛽, the solar declination 

angle, 𝛿, the solar hour angle, 𝜔, the azimuth angle at the surface, 𝛾, and the latitude 

angle, 𝜙: 

 

cos 𝜃'

= 	 cos 𝛿 cos𝜔 (cos 𝛾 sin 𝛽 sin𝜙 + cos𝜙 cos 𝛽)	+ sin 𝛿 (sin𝜙 cos 𝛽

− cos 𝛾 cos𝜙 sin 𝛽) + sin 𝛾 sin 𝛽 cos 𝛿 sin𝜔 

 

 

 

(3) 

As all solar panels in the project are oriented due south, such that 𝛾 = 0, (3) can 

reduce to: 

 

cos 𝜃' = 	 sin(𝜙 − 𝛽) sin 𝛿 + cos(𝜙 − 𝛽) cos 𝛿 cos𝜔 	 

 

 

(4) 

 

In literature, the diffuse radiation on a tilted surface has been modelled in many 

ways. The simplest approach is with an isotropic model (first developed by Hottel and 

Woertz [3.37] in 1942 and later improved by Liu and Jordan [3.38] in 1963) which 

assumes that the diffuse radiation is uniform across the hemisphere. Klucher [3.39] found 

that the isotropic model performs well under overcast conditions but underestimates the 

radiation during clear and partly cloudy conditions, such as in the circumsolar region of 

the sky and when the sun is near the horizon.  
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The second, more complicated, type of diffuse model is an anisotropic model, in 

which it is assumed that the diffuse radiation is not uniform across the hemisphere.  Many 

of the anisotropic models take the direct beam and ground reflected components from Liu 

and Jordan [3.38] and alter the diffuse component. The Klucher model [3.39] from 1979 

adds two terms to account for circumsolar radiation and horizon brightening effects and 

incorporates a modulating function that increases or decreases the weights of these terms 

based on diffuse-to-total radiation ratio, thereby mimicking partly cloudy conditions.    

Other models, like the Hay-Davies model created in 1980 [3.40] add only a 

circumsolar component of radiation to the isotropic model with the implementation of an 

anisotropy index, while the Reindl model of 1990 [3.41] builds on the Hay-Davies model 

by adding an additional term to account for horizon brightening effects [3.42-3.43]. There 

is also the Muneer model of 1997 [3.44], which treats shaded and sunlit surfaces and 

overcast and non-overcast conditions separately. More recent work has resulted in a more 

sophisticated approach by Kocifaj [3.45-3.47], where the heterogeneity of the irradiance 

field is represented under varying cloud fractions.  

For this project, we chose to model the diffuse field with the Klucher model 

[3.39], based on recommendation by Jakhrani et. al [3.34], which compared several 

diffuse models and found the Klucher model [3.39] to have the lowest standard error 

mean. This model is a function of panel tilt, 𝛽, solar zenith angle, 𝜃[, diffuse horizontal 

irradiance, DHI, and global horizontal irradiance, GHI: 

 

𝐹DEH,B = 𝐷𝐻𝐼 ]
1 + cos 𝛽

2 ^ × `1 + 𝐹a sinb ]
𝛽
2^c ×

(1 + 𝐹a cos# 𝜃' sinb 𝜃[) 

 

(5) 
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𝐹a = d1 − ]
𝐷𝐻𝐼
𝐺𝐻𝐼^

#

f 

 

(6) 

The first term is simply the isotropic diffuse field model described by Liu and 

Jordan [3.38], the second term represents the horizon brightening effects, and the third 

term describes the effects of circumsolar radiation. The second and third terms are 

modulated by a factor 𝐹a, which is maximized under clear skies and minimized under 

overcast skies. In other words, when skies are clear, the effects of horizon brightening 

and circumsolar radiation are greatest; when skies are overcast, those effects are smallest.  

The solar zenith angle, 𝜃[, is a function of the solar elevation angle, 𝛼: 

 

𝜃[ = 	90° − 	𝛼 

 

 

(7) 

sin 𝛼 = 	 sin𝜙 sin 𝛿 + cos𝜙 cos 𝛿 cos𝜔 	 (8) 

 

Hourly outputs of the solar elevation angle, 𝛼, were calculated using the 

get_altitude function from the Python library PySolar, which takes inputs of a location’s 

latitude, longitude, and time-zone aware datetime variable and outputs the solar elevation 

angle at the specified location and time. Results from this function were compared to 

direct calculations from equation (8). As the hourly statistics files provide monthly 

averages of the radiation field, the datetime variable in 𝛼 was set to the mid-point of each 

month. For example, 𝛼 was calculated each hour on June 15th for the month of June.  
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Finally, the ground reflected irradiance was based on conventions found in Lave 

and Kleissl [3.19] and Jakhrani et al. 2013 [3.34]:  

 

𝑅J = 	 𝑟B𝜌J𝐺𝐻𝐼 

 

 

(9) 

where 𝑟B is the reflection coefficient, 𝜌J is the ground albedo, and GHI is the total 

global horizontal irradiance. The reflection coefficient, 𝑟B, is a simple function of the 

panel tilt such that 𝑟B = (1 − cos 𝛽)/2 and we assumed a ground surface albedo of 0.2 as 

was used in Lave and Kleissl [3.19]. 

Equations (1)-(9) were combined with the hourly station data from the NSRDB 

(GHI, DHI, DNI, latitude, longitude, and time zone) to create arrays of incident solar 

radiation on a theoretical solar panel of every tilt between 0° and 90° in 1° increments for 

each Class I and Class II station. These hourly totals (when 𝛼 > 0) were summed over 

the course of the day to create a single array that contained daily integrated sums of the 

total incident radiation for each angle.  

These daily integrated totals of 𝐹?@? were summed each month to create an 

annual 𝐹?@? array with every possible angle. Python’s max() function was employed to 

find the angle at which the largest annual value of FTOT existed; the optimum tilt angle, 

𝛽234. Figure 3.3 depicts the resultant distribution of optimum tilt angles across the US. In 

general, optimum tilt angles are lower across the eastern half of the country and along the 

West Coast, which is where cloudiness is generally higher (see Figure 3.4, adapted from 

[3.33]) and the diffuse field of radiation accounts for a larger portion of the total global 

horizontal irradiance. As was previously stated, a flat panel is the best way to harvest the 
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diffuse field; thus, it follows that a lower panel angle would be better equipped to handle 

the larger variance between the direct beam and the diffuse field of radiation. 

 

3.2.2.2 ARRAY-TOTAL RADIATION 

The next step was to model the array. Figure 3.5 illustrates two primary inter-row 

radiation effects as part of a large solar panel array. The rows themselves can have 

significant effects on the amount of radiation incident on a panel. First, a row can project 

a shadow on a row behind, thereby reducing the incident radiation on the row behind, and 

second, a row in front of another row “masks” out part of the diffuse field, also reducing 

the incident radiation.  

We will first deal with the inter-row shadowing problem. To allow for the direct 

beam of radiation to reach the second, third, and so on rows, sufficient spacing between 

rows must be accounted for. Smaller shadow lengths are observed in the summer versus 

winter; a common rule of thumb is to calculate the minimum row spacing required for the 

panels to be un-shadowed between 10:00 AM and 2:00 PM on the winter solstice [3.48], 

which is a good compromise between inter-row shadowing and width of rows. Total 

panel spacing for each row can then be represented as:  

 

𝑃𝑎𝑛𝑒𝑙s3 = 	𝑃𝑎𝑛𝑒𝑙J +	𝑃𝑎𝑛𝑒𝑙st 

 

 

(10) 

Where 𝑃𝑎𝑛𝑒𝑙J represents the length of the solar panel projected along the ground 

(and gets shorter at higher tilt angles) and 𝑃𝑎𝑛𝑒𝑙st represents the length of the shadow 
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cast behind the solar panel (and gets longer at higher tilt angles). These lengths can be 

visualized in figure 3.6.  

Equations (11), (12), and (13) represent the geometry associated with 𝑃𝑎𝑛𝑒𝑙J	and 

𝑃𝑎𝑛𝑒𝑙st, 𝑤ℎ𝑒𝑟𝑒	𝑃𝑎𝑛𝑒𝑙w is the length of the PV module and 𝑃𝑎𝑛𝑒𝑙t is the height of the 

highest part of the solar panel to the ground (as seen in figure 3.6). 

 

𝑃𝑎𝑛𝑒𝑙J = 	𝑃𝑎𝑛𝑒𝑙w(cos 𝛽) 

 

 

(11) 

𝑃𝑎𝑛𝑒𝑙st = 	
𝑃𝑎𝑛𝑒𝑙t
tan 𝛼  

 

 

(12) 

𝑃𝑎𝑛𝑒𝑙t = 	𝑃𝑎𝑛𝑒𝑙w(	sin 𝛽) 

 

 

(13) 

The solar elevation angle, 𝛼, was calculated at 10:00 AM on December 21. 

Combining equations (11)-(13) results in: 

𝑃𝑎𝑛𝑒𝑙s3 = 	𝑃𝑎𝑛𝑒𝑙w 	]cos 𝛽 +	
sin 𝛽
tan 𝛼^ 

 

(14) 

𝑃𝑎𝑛𝑒𝑙s3 was calculated at each station using every optimum tilt angle,	𝛽234, 

shown in figure 3.3, assuming that the length of the solar panel, 𝑃𝑎𝑛𝑒𝑙w, was 2.0 m, based 

on the length of an average commercial-use solar panel [3.48-3.49]. Since 𝑃𝑎𝑛𝑒𝑙s3 

represents the physical space taken up by a single solar panel row, we can multiply that 

value by any number of rows to create a theoretical solar panel array. For this purpose of 

this study, 𝑃𝑎𝑛𝑒𝑙s3 was multiplied by 100 to represent the amount of one-dimensional 
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ground space that would be needed to house a 100-row solar panel farm at every station 

location. As both 𝛽234 and 𝛼 varies at each station, 𝑃𝑎𝑛𝑒𝑙s3,"yy is also different, which is 

shown in figure 3.7.  The “sawtooth” pattern observed is a by-product of time zones. As 

𝑃𝑎𝑛𝑒𝑙st was calculated at 10:00 AM local time, locations close to the time zone 

boundary essentially saw 1-hour “bumps” in time analysis.  

The row spacing algorithm removes most row-to-row shadow effects; however, 

some shading still occurs, primarily during the winter months and in the very early 

morning and late evening hours. When a panel is in full shadow, it still receives diffuse 

radiation but no longer receives direct beam radiation. In terms of actual panel energy 

output, partial shadowing is a non-linear problem due to the way that PV modules are 

interconnected. Thin film PV modules are less affected by partial shadowing compared to 

crystalline PV modules [3.48]. However, for the purpose of this project, we were only 

interested in the amount of radiation incident on a panel surface and not in the amount of 

energy output from a panel. Thus, we treated the shadow effect linearly. For the fraction 

of panel not in shadow, the amount of radiation was simply as described in equation (1), 

while for the fraction of panel in shadow, the amount of radiation was equation (1) 

without the direct beam component.   

A method for calculating the amount of panel shaded from a panel in front at 

different times was adopted from the method in Passias and Källbäck 1984 [3.35]. When 

the shadow cast behind a panel is greater than the 𝑃𝑎𝑛𝑒𝑙s3 calculated in equation (14), a 

portion of the shadow will be cast on the panel behind, which can be seen in figure 3.5a. 

The length, Lsh,  and width, Wsh, of the projected shadow is a function of panel tilt, 𝛽, the 

solar declination angle, 𝛿, the solar hour angle, 𝜔, the solar elevation angle, 𝛼, the angle 
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of incidence, 𝜃', the solar panel length,	𝑃𝑎𝑛𝑒𝑙w , and the solar panel width, 𝑃𝑎𝑛𝑒𝑙z, and 

the panel row spacing parameter, 𝑃𝑎𝑛𝑒𝑙s3. 

 

𝐿st = 	𝑃𝑎𝑛𝑒𝑙w −	]
sin 𝛼
cos 𝜃'

^ 𝑃𝑎𝑛𝑒𝑙s3 

 

 

(15) 

𝑊st = 	𝑃𝑎𝑛𝑒𝑙z −	]
sin 𝛽 cos 𝛿 sin𝜔

cos 𝜃'
^ 𝑃𝑎𝑛𝑒𝑙s3 

 

(16) 

The next problem is the “masking” effect (see figure 3.5b), in which all rows 

behind the first row do not see the entire “hemispheric” view of diffuse radiation [3.35]. 

The amount that the incident diffuse radiation is reduced depends on row spacing (closer 

rows result in a reduced incident diffuse radiation), panel length, panel tilt, and sun angle. 

Passias and Källbäck 1984 [3.35] came up with a relatively simple model that represents 

the reduction in the diffuse field relative to an average masking angle, 𝜓~. 

 

𝐹DEH,� = 	1 − cos# �
𝜓~
2� 

 

 

(17) 

Where 𝜓~ can be evaluated as: 

  

(18) 
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𝜓~ = sin 𝛽
𝑃𝑎𝑛𝑒𝑙s3
𝑃𝑎𝑛𝑒𝑙w

�tan 𝛽 tan�" 𝑎 + ln(1 + 𝑏)

−
1
2 ln

{1 + 𝑏#} −
tan�" 𝑎

sin 𝛽 cos 𝛽 (1 + 𝑏)� 

 

and 

𝑎 =
𝑃𝑎𝑛𝑒𝑙w sin 𝛽

𝑃𝑎𝑛𝑒𝑙s3 − 𝑃𝑎𝑛𝑒𝑙w cos 𝛽
 

 

(19) 

𝑏 =
𝑃𝑎𝑛𝑒𝑙w cos 𝛽

𝑃𝑎𝑛𝑒𝑙s3 − 𝑃𝑎𝑛𝑒𝑙w cos 𝛽
 

 

(20) 

The panel inter-row shadowing [equations (10)-(16)] and inter-row masking 

[equations (17)-(20)] algorithms were applied to all rows except for the first row. The 

summation of incident radiation for a 100-row array with all panels tilted at the optimum 

tilt angle, 𝛽234, was adjusted for shadowing and masking losses throughout the year to 

result in an annual array-wide 𝐹?@?,B���,����� value.  

 

3.2.2.3. APPLYING THE DASH METHOD 

The same method in 3.2.2.2 as applied to the single optimum tilt angle,	𝛽234, was 

applied to all angles (0º to 90º) at every station. To model the theoretical incident energy 

across a dual-angle array, the number of rows, N, of panels tilted at 𝛽" and 𝛽# had to be 

solved for, which is simply a function of the fraction of panels to be tilted at 𝛽" and the 

panel spacing of 𝛽", 𝛽#, and 𝛽234.  
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𝑁# = 	100
𝑃𝑎𝑛𝑒𝑙s3,B���

]𝑃𝑎𝑛𝑒𝑙s3,B� `
𝑓𝑟𝑎𝑐𝑡"

(1 − 𝑓𝑟𝑎𝑐𝑡")
c^ +	𝑃𝑎𝑛𝑒𝑙s3,B�

 

 

(21) 

 

𝑁" = 	𝑁# 		`
𝑓𝑟𝑎𝑐𝑡"

(1 − 𝑓𝑟𝑎𝑐𝑡")
c 

 

(22) 

 

Certain constraints were placed on the above set of equations. First, 𝛽" and 𝛽# had 

to be at least 5° apart. Second, the minimum spacing between rows was set to 1.0 meters. 

This was done to more closely simulate an actual solar panel farm, in which enough 

spacing between rows must exist for maintenance work to be done. If this hadn’t been 

set, flat panels would be modeled with no space between them. Third, 𝑁" and 𝑁#, or the 

number of panel rows tilted at 𝛽" and 𝛽#, could only be whole numbers. After the above 

equations were used, if there was a remainder large enough to fit an additional panel row, 

an extra row was added. Figure 8 displays a cartoon (not to scale) showing how a dual-

angle system is able to fit more panel rows compared to an array of panels all tilted at the 

single optimum tilt angle.  

All combinations of angles were tested using various 𝑓𝑟𝑎𝑐𝑡" values. The best 

dual-angle array was one that not only resulted in an overall gain in harvested solar 

energy per unit space, but one that also accomplished this using the fewest number of 

extra rows possible, thereby curbing costs. Higher unit energy gains could be realized by 

adding even more rows at lower (or sometimes higher angles), but at a certain point, the 

energy harvest per solar panel degrades rapidly compared to the energy harvest of a panel 

at 𝛽234. The annual incident solar radiation with respect to every panel tilt angle can be 
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visualized by a parabolic concave downward curve, where the peak of the curve is the 

𝛽234 angle. Thus, angles close to 𝛽234 see little change in incident solar radiation, while 

angles further away from 𝛽234 start to see significant decreases in incident solar radiation. 

The rapid degradation in incident energy is due to an increase in the angle-of-incidence, 

𝜃', between the panel and the direct beam at hours when the sun is strongest [recall that 

𝐹DEF,B = 𝐷𝑁𝐼	(cos 𝜃') where cos 𝜃' gets smaller as 𝜃' gets larger], and can also be due to 

stronger effects from inter-row shadowing and the masking of the diffuse field, 𝜓~, , 

particularly when the panel is tilted higher than 𝛽234.  

The total annual array-wide incident energy at angle 𝛽 can be represented by: 

 

𝐹?@?,D��� = 	𝐹?@?",�'�s4	�2z	+	(𝑁" − 1)	𝐹?@?",24t��	�2zs

+	(𝑁#	𝐹?@?#,24t��	�2zs) 

 

 

(23) 

Where	𝐹?@?",�'�s4	�2z is the incident energy on a single panel tilted at 𝛽" without 

any inter-row shadowing or masking effects and	𝐹?@?",24t��	�2zs and 	𝐹?@?#,24t��	�2zs are 

the incident energy on a panel tilted at 𝛽" and 𝛽#, respectively, that take into account the 

inter-row shadowing and masking effects. Python was used to solve for the model output 

that resulted in an X% array-wide energy gain with the least number of extra panels, or 

𝑁��4��, where 𝑁��4�� is simply: 

 

𝑁��4�� = (𝑁" + 𝑁#) − 	100 

 

 

(24) 

The results of the model are discussed in section 3.3.  
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3.3. RESULTS AND DISCUSSION 

In section 3.3.1, we apply the DASH method to two selected test locations which 

exhibit diverse geographic and climate characteristics and explore all model solutions. In 

section 3.3.2, we apply the DASH method nationally, keeping one angle equal to the 

optimum tilt angle, 𝛽234, and discuss the results related to the best performance of the 

DASH method.  

 

3.3.1 Testing the DASH Model at Two Ideal Locations 

Two geographic and climate diverse Class I NSRDB locations were chosen to 

further test the DASH method. Our test locations were required to have the highest 

quality data, hence the Class I distinction, and needed to represent a range of cloud cover 

and geographic distinctions. The locations selected were Barstow, CA and Akron, OH, 

which differ greatly in annual cloud cover and latitude, but still manage to have similar 

single optimum tilt angles, 𝛽234, of 30° and 28°, respectively. Characteristics of both 

locations are displayed in Table 3.1. Even though the higher latitude of Akron (40.92°N) 

would suggest a higher 𝛽234 than Barstow, Akron’s annual cloud fraction of 6.7 tenths 

(ranging from 7.8 in the winter to 5.6 in the summer) implies a larger diffuse component, 

which is better harvested by a flatter angle. Meanwhile, Barstow’s sunny climate with an 

annual cloud fraction of 2.5 tenths (ranging from 4.0 in the winter to 1.4 in the summer), 

resulted in a 𝛽234 much closer to the latitude angle of 34.85°N. The results of the DASH 

method at each location for various array-wide energy gains when 𝑓𝑟𝑎𝑐𝑡" = 0.30 is also 

displayed in Table 3.1. 
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Figures 3.9-3.12 illustrate the range of solutions for every possible dual angle 

combination between 0º and 90º (in 1º increments) for Barstow, CA (Figures 3.9, 3.10) 

and for Akron, OH (Figures 3.11, 3.12) using the 0.30 fractional split between 𝛽" and 𝛽# 

(i.e. 30% of the rows are arranged at 𝛽" and 70% of the rows are arranged at 𝛽#). Figures 

3.9 and 3.11 display the percent gain in FTOT across the entire array for each dual angle 

combination, while figures 3.10 and 3.12 display the number of extra panel rows that fit 

into the footprint of a 100-row solar array when all panels are tilted at the single optimum 

tilt angle. The best dual angle solution for a tested gain in array wide FTOT is when the 

number of extra panel rows is lowest.  

Both locations observe a gain in array-wide incident solar energy when the higher 

fraction of panel rows (𝛽#) are tilted near or lower than the optimum tilt angle (red 

shading to the left of the vertical black dashed line representing 𝛽234 in figures 3.9 and 

3.11). This makes sense as panels with lower tilt angles can be spaced closer together. 

Meanwhile, the tilt of the remaining panels (𝛽") can be higher or lower than the optimum 

tilt angle to see an array-wide gain (shown by the red shading both above and below the 

horizontal dashed black line representing 𝛽234. Higher gains are observed when 𝛽" is also 

lower than the optimum tilt angle, but the number of extra panel rows is much higher.    

Even though both locations have nearly the same optimum tilt angle, Akron has 

the potential for higher array-wide energy gains simply because the size of the 100-row 

optimum tilt array is larger due to longer shadow lengths on the winter solstice observed 

at a higher latitude. This implies that a location at a higher latitude has more to gain by 

implementing the DASH method compared to a location at a lower latitude. It also 

suggests that the common rule of thumb of spacing panels according to the winter solstice 
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sun angle is more appropriate for lower latitudes than higher latitudes, as this method 

results in array sizes that are double, triple, or even larger than an array using a similar 

panel tilt much further south. For an array at a higher latitude to have similar row spacing 

as an array at a lower latitude, a lower tilt angle must be employed.  

 

3.3.2 Applying the DASH Model on a National Scale 

In this section, we apply the DASH method to all 858 Class I and Class II stations 

from the NSRDB. From section 3.3.1, it became apparent that there are multiple solutions 

for the DASH method that are very similar. In other words, similar gains in incident 

array-wide solar energy can be attained from multiple pairs of angles at different 

fractions.  

As it would be impossible to show every viable solution for each station, we 

chose to add one additional constraint to the problem. We kept 𝛽" equal to the optimum 

tilt angle, 𝛽234. By doing this, we were able to explore how (usually) small changes in tilt 

angle applied to a fraction of the single optimum tilt angle array could result in 

significant gains in array-wide incident solar energy per unit space.  

For example, a panel tilted at the optimum tilt angle of 28° in Akron, OH requires 

a panel spacing of 4.74 m; however, a panel tilted just 5° lower requires a panel spacing 

of 4.31 m. Nearly 10 extra panel rows (an increase of 10%) at this lower tilt angle can fit 

into the footprint of the 100-row 𝛽234 solar array (seen in figure 3.6).  

Figure 3.13 illustrates the profound effect that a 5° reduction in tilt angle 

(compared to 𝛽234) can have across the entire United States. From a spatial perspective, 

more panel rows can fit at higher latitudes than lower latitudes, which is simply due to 
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the lower sun angle and longer inter-row shadow length on the winter solstice. While 

nearly 10 extra rows can fit in Akron, OH, 6 extra rows can fit in Barstow, CA.  

Setting 𝛽" equal to 𝛽234, the DASH method model was run for every station 

across the United States, testing all fractional arrangements of panels tilted at 𝛽" (i.e. 

𝛽234) between 0.2 and 0.8 in 0.05 increments. The “best” solution of the DASH method 

was one that resulted in both the fewest number of extra panel rows and the lowest 

fraction of panels tilted at 𝛽# for a given percent gain of incident array-wide solar energy. 

In other words, what was the solution where the greatest number of rows could remain at 

𝛽234 while still resulting in a particular gain of energy? 

Figure 3.14 depicts the fraction of panels that had to be lowered from 𝛽234 to 

reflect a 10% gain (figure 3.14a) and a 20% gain (figure 14b) in incident solar energy 

across the array, while figure 3.15 displays the necessary tilt angle of 𝛽# to produce the 

10% (figure 3.15a) and 20% (figure 3.15b) gains in array-wide energy. Blank regions of 

the map indicate places where no fraction of panels at any angle of 𝛽# could yield the 

tested percent gain in energy. This doesn’t necessarily mean that no solution of the 

DASH method exists, but it implies that the DASH method does not work with the 

optimum tilt angle, 𝛽234. A solution that probably works is one with both panel angles 

oriented lower than 𝛽234.  

For the 10% gain in array-wide incident solar energy, at least 11 extra panel rows 

are required nationally; for the 20% gain, this increases to at least 21-24 rows. In general, 

the DASH method performs better (i.e. places where the lowest percentage of rows are 

required to change from 𝛽234) across the higher latitudes than the lower latitudes. This is 

likely because of the “latitude effect” with higher 𝛽234 panel tilt angles (figure 3.3) and 
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wider panel spacing observed in these locations (figure 3.7), thereby making it “easier” 

for lower panel tilts to fit into the array.  

In Akron, OH, only 35% of the panel rows have to be adjusted from 𝛽234 to 

observe a 10% gain in array-wide incident solar energy, compared to a much larger 70% 

in Barstow, CA. In other words, much less change to a “typical” array is required in 

Akron compared to Barstow. For a 20% gain, 55% of the panel rows must be adjusted in 

Akron, while no solution with 𝛽234 is feasible in Barstow.  

Perhaps the “best” performance of the DASH method is observed in some of the 

cloudiest regions of the country (figure 3.4), such as centered over the Great Lakes and 

along the coastal Pacific Northwest. These locations have locally lower 𝛽234 angles 

(figure 3) so it is not merely a result of higher panel tilts and longer panel spacing 

associated with 𝛽234 that results in smaller fractions of panels at 𝛽#.  Rather, the higher 

cloud fraction at these locations implies a more dominant diffuse field (see figure 3.16), 

which would be able to support lower tilt angles with less reduction in incident solar 

energy. Figure 3.15 confirms that these same locations have some of lowest 

recommended 𝛽# angles, which are able to be spaced closer together than higher angles 

(also resulting in more rows remaining at 𝛽234).  

Of note, the spatial pattern observed in figure 3.14a is actually similar to the 

distribution of annual cloud fraction (figure 3.4); where cloud fraction is higher, more 

panel rows are able to remain oriented at 𝛽234; where cloud fraction is lower, less panel 

rows remain oriented at 𝛽234. This further suggests that regions with a more dominant 

diffuse field (i.e. cloudier locations) are better suited for implementation of the DASH 

method.  



  

 

61 

A dual-angle arrangement on a large solar array could be particularly useful in 

partly cloudy climates. On more overcast days, the lower panels would more efficiently 

harvest solar radiation, on sunnier days, the higher panels would more efficiently harvest 

solar radiation, and on days of variable cloud cover, such as skies filled with fair weather 

cumulus clouds, the combination of two angles could produce better handling of a highly 

varied solar radiation field. On days of fair-weather cumulus, there can be many short 

intervals of direct sun (when no cloud is obscuring the sun disk) and covered sun (when a 

cloud is obscuring the sun disk). In other words, the solar radiation field varies between 

mostly direct and mostly diffuse. The varied angles could perhaps capture this radiation 

field more efficiently and reduce minute-to-minute variability in power generation. 

Future work could help quantify this hypothesis.  

 

3.4. CONCLUSIONS 

Decreasing costs of solar panels paired with rising costs of land are making it 

imperative to not only consider the amount of energy harvested per unit solar panel, but 

to also consider the amount of harvested energy within a unit area.  

In this study, we suggest an alternative approach of organizing large solar panel 

arrays that considers this co-optimization problem and introduces a new dual-angle 

technique, called the dual-angle solar harvest (DASH) method, in which a solar array is 

composed of panels tilted at two different angles instead of one optimized tilt angle. 

While no pair of angles can ever beat the single optimum tilt angle panel per panel, our 

study suggests that implementation of the DASH method could result in significant gains 
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of harvested solar energy per unit area compared to an array of all panels arranged at the 

single optimum tilt angle. 

We first present a phase space for two climatically and geographically different 

locations (Akron, OH and Barstow, CA) that show the resultant gain in array-wide 

energy and the number of extra panel rows required for all combinations of pairs of 

angles for two different fractional distributions of rows using this technique.  

Applications and uses of the DASH method are many; this paper explores one 

solution of the DASH method nationwide in which one of the two angles is kept 

constrained at the optimum tilt angle. We show results for the best dual-angle solution 

that results in both a 10% and a 20% gain of incident solar energy, which is the solution 

where the fewest number of panel rows must be oriented at a different tilt angle to attain 

the desired energy gain. In other words, how can the smallest change to an array produce 

a desired energy gain?  We show that only 35% of the panels must be adjusted from the 

𝛽234 angle in Akron, OH to observe a 10% gain, while double the amount of panels 

(70%) must be adjusted in Barstow, CA to observe this same gain using 𝛽234. 

Meanwhile, for a 20% gain, 55% of the panel rows must be adjusted in Akron, while no 

solution with 𝛽234 is feasible in Barstow.  

The best performance using the DASH method occurs across the Pacific 

Northwest and the Great Lakes, where conditions are cloudier and where the diffuse 

component of radiation accounts for a significant portion of the total radiation field. 

Certainly, these variables co-vary to a degree, but the diffuse-to-total radiation ratio also 

encompasses other quantities that scatter or reflect the direct beam, such as air pollution, 

smoke, high values of relative humidity (i.e. an increase of water vapor throughout the 
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column, which swells aerosol particles and absorbs solar radiation), and sea salt. It is 

proposed that a dual-angle approach to harvesting solar energy can be better tuned to the 

local radiation field, and the lower angle allows panel rows to be spaced more closely 

together, thereby increasing harvested energy within a unit area.   

This study may be viewed philosophically as a next iteration in optimized panel 

geometry as both panel tilts and the physical footprints of a panel array are co-optimized. 

Further, the implementation of dual angles carries the added benefit that an array can be 

better tuned for varying cloud conditions. Lastly, this study strongly suggests that 

specially shaped solar panels (i.e. not flat) may be capable of even more impressive 

harvest efficiency gains.        
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Chapter 4:  

Rutgers’ Solar Array Performance: Effect of Orientation 

and the Local Diffuse/Direct Insolation Balance 

 

4.1. INTRODUCTION 

The deployment of new solar panel installations has seen rapid growth over the 

past decade [4.1, 4.2]. This rapid growth can be attributed to both plummeting costs in 

the manufacturing process [4.3] as well as government incentive programs, such as the 

Solar Investment Tax Credit (ITC) first introduced in 2005 [4.4, 4.5]. Many institutions 

and companies are now turning towards Photovoltaics (PV) as an alternative source of 

energy.  

In urban areas, where open land is both limited and more expensive compared to 

rural areas [4.6], space-saving PV installations are sought out. One space-saving 

installment practice has been the implementation of solar parking-lot canopy systems. 

Not only do solar parking-lot canopies provide shade [4.7, 4.8] while also serving as a 

source of energy, but they can also greatly reduce the maximum pavement surface 

temperature, thereby curtailing some of the urban heat island effect [4.7]. Furthermore, a 

2010 case study in Tippecanoe County, Indiana found that more than 6.5% of the 

county’s urban land was consumed by parking lots [4.9]. Assuming similar proportions 

elsewhere, this suggests an abundance of possible locations that could be suitable for 

solar carport canopy systems.  
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The Rutgers solar parking canopy system, completed in March 2014, is a large 

and visible landmark for students and faculty alike, encompassing a footprint of 

approximately 32 acres [4.10]. The power generation and utilization, however, are not 

adequately quantified or understood by the general Rutgers community. In this study, we 

combined a number of data sources to help understand more about how solar array power 

generation depends on weather conditions, and how these weather conditions impact 

sunlight intensity in either “direct” illumination mode or by capturing “diffuse” light that 

might have been scattered by clouds in many ways.  

The seasonal and time-varying recent electrical output performance of the Rutgers 

solar parking-lot canopy array is analyzed in comparison with a nearby meteorological 

weather station operated by Rutgers and longer range standardized historical solar data 

provided by the US Department of Energy’s National Renewable Energy Laboratory 

(NREL). The comparisons take into account the physical installation details of the 

canopies (tilt and azimuth orientation) and examine time-of-day output variations and the 

influences of extent of cloud cover and the importance of the contribution of diffuse light 

on the array output. 

Our comparison here allows the rigorous measurement of diffuse and direct 

sunlight intensity parameters and their application to understanding real electrical output 

from a major physical installation. The following sections address the physical 

installation as well as the data analysis that we have performed on the existing weather 

station and electrical output responses. 

 

4.2. DATA  
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Three important sources of data have been gathered and compared to gain insight 

about sunlight variability and its impact on seasonal and daily solar array output, as 

described in the following sections. 

 

4.2.1. Solar Carport Canopies 

The Rutgers University, Livingston Campus Solar Carport Canopy System is an 8 

MW DC solar PV canopy system built over three large parking areas in Piscataway, New 

Jersey: the Yellow Lot and the Green Lot (located at 40°31'35.3"N 74°26'20.4"W, and 

referred to as only the Yellow Lot for the remainder of this paper) and Lot 105 (located at 

40°31'29.6"N 74°26'03.8"W) [4.11]. Each canopy is split equally into a portion that is 

tilted 15° relative to the horizon and a portion that is flat (see Figure 4.1); the cardinal 

orientations of the canopies, however, differ between the two locations, with the canopies 

at the Yellow Lot oriented 126° ESE and the canopies at Lot 105 oriented approximately 

perpendicularly (216° SSW) (see Figure 4.2). These canopies support a total of 30,242 

modules, each rated at 265 Watts-DC. Taken together these canopies cover 32 acres of 

parking lot and provide shade for approximately 4,000 parking spaces. The output from 

the PV canopies is broken into 14 regions for electrical conversion by 500KW Solaron 

inverters 10 of which are connected to the Yellow Lot and 4 of which convert the power 

from Lot 105 [4.12]. Individual inverter power output observations have been logged 

every 15 minutes and stored remotely as part of the verification protocol enabling the 

collection of SREC (Solar Renewable Energy Certificates) provided by the state. For the 

present study we have retrieved inverter-level data from January 2016 to April 2019 for 

comparison with the same time period of weather station data (see section 4.2.2 below). 



  

 

67 

As the inverters occasionally go offline for maintenance or due to other problems, we 

calculated the mean of the 10 inverters from the Yellow Lot and the mean of all 4 

inverters from Lot 105 for each 15-minute interval, ignoring any data gaps. This resulted 

in one continuous time series of inverter data for each parking lot covering the 3+ year 

period. 

 

4.2.2 Rutgers’ PAM Site 

The Rutgers Photochemical Assessment Monitoring (PAM) Site is located 

approximately 7 km south of the solar arrays on the Rutgers Livingston Campus (located 

at 40°46’22.65”N 74°42’94.37”W). A full suite of broadband and narrowband solar 

radiation measurements has been collected continuously for the past three years (starting 

in April 2016). Broadband solar irradiance in the wavelength range 200-3600 nm are 

measured using a Kipp and Zonen solar tracking system every second.  The total 

radiation field (direct plus diffuse) is measured using a Kipp and Zonen CMP-22, which 

is an ISO 9060:2018 spectrally flat class A pyranometer with a directional irradiance 

error below 5 W/m² and a temperature sensitivity of <0.5%. The diffuse radiation field is 

measured using a shaded Kipp and Zonen CMP-21, which is an ISO 9060:2018 spectrally 

flat class A pyranometer with a directional irradiance error below 10 W/m² and a 

temperature sensitivity of <1%.  

Diffuse irradiance from July-August 2016 was not available from the Kipp and 

Zonen system due to a maintenance issue, so backup measurements were supplied by a 

Dynamax Delta-T model SPN-1.  The SPN-1 measures irradiance in the 400-2700 nm 

wavelength range with a temperature sensitivity of <1%.  Unlike the primary Kipp and 
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Zonen tracking system, the SPN-1 uses multiple detectors and an internal occulting dome 

that insures that at least one of the detectors is always shadowed and at least one is not.  

The PAM Site also houses a BloomSky instrument, which not only captures a 

photograph of the sky every 4-6 minutes, but also records temperature, humidity, and air 

pressure. The BloomSky was primarily used to confirm types of clouds or sky conditions 

on selected days as shown below in Figure 4.3. 

Irradiation data from April 2016 to July 2019 were downloaded from the site. 

Data output included 1-minute observations of global horizontal irradiance (GHI), or the 

total radiation field incident on a locally horizontal plane, and diffuse horizontal 

irradiance (DHI), which provides only the diffuse field by blocking the direct sun 

illumination. The direct normal irradiance (DNI) wasn’t measured by our system directly. 

Between May 9, 2018 and June 20, 2018, the primary Kipp and Zonen solar tracking 

system was out for calibration. During this period, data from the backup pyranometers 

were used.  

 

4.2.3. US DOE/NREL Typical Meteorological Year 

The actual measurements of electricity and sunlight above were referenced to 

standardized sunlight variability data provide by the US Department of Energy (DOE) 

through the National Renewable Energy Laboratory (NREL). These “Typical 

Meteorological Year” data sets [4.13] provide full 365 day sets each containing hour-

level granularity for a variety of weather-related parameters, including GHI, DHI, and 

DNI (as defined above), as well as temperature, rainfall, humidity and other parameters. 

Throughout the US there are over 1000 available TMY3 locations of which the closest to 
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our campus array is the dataset for Newark, NJ. The TMY datasets have been assembled 

by NREL using historical measurements over time and are built to represent typical 

ranges of variability of cloud cover and lighting levels and were used here to provide a 

standardized baseline to compare with the actual light levels measured above. 

The TMY data were augmented with a sun-position algorithm [4.14] to allow us 

to calculate the effective insolation for the tilted canopy segments for all times of day 

throughout the year – essentially calculating the angle, Ɵ, between the panel’s normal 

vector and the instantaneous location of the sun. 𝐷𝑁𝐼 ∗ cos(Ɵ) is then the direct 

illumination component for an arbitrarily tilted and aligned array.  It should be noted that 

NREL has built a popular user interface called PVWATTS 2.0 [4.15] where solar 

engineers can make solar array output estimates for tilted panels based on calculations 

also using the TMY3 data, though the hourly granularity is lost when using that software. 

 

4.3. METHODS 

The above data sources were processed to make interesting observations on the 

electrical output variations and differences between the two solar canopy arrays over the 

three-year period. Of most critical value was knowing the important role that cloud cover 

plays in scattering light from the direct ray into diffuse brightness, given that the solar 

panels capture both types of light. In this section we describe our method of categorizing 

cloud cover types and then separately examining solar array output variations under those 

specific types of conditions. This section goes into detail about how those categories were 

chosen and relevant comparisons are provided. 
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4.3.1. Sky Cloud Cover Assessment Based on PAM Site Data 

The 1-minute irradiance data from the PAM Site was used to diagnose three 

different types of days: clear, variable, and cloudy. Not all days could easily fit into one 

of these three bins; some days were left unclassified as they were deemed too 

complicated. For example, a day that started off with clear skies in the morning, 

transitioned completely overcast in the afternoon, and ended with some partial clearing in 

the evening could be very difficult to fit into one classification.  

To help simplify this problem, our sky cover algorithm was broken into two steps. 

The first step involved diagnosing 15-minute periods of sky conditions, while the second 

step combined these 15-minute classifications to find the single best daily classification, 

if possible.  

 

4.3.1.1. 15-MINUTE SKY COVER ALGORITHM 

First, observed 1-minute GHI and DHI data from the PAM Site were down 

sampled to 15-minute means and the variance was calculated using Python’s numpy.var( 

) function. Monthly averages of the same quantities were also calculated, which were 

used to determine ratios of the GHI and DHI for each time frame, as shown in equations 

1-3,  

 

𝐺𝐻𝐼���,��4'2 = 	
𝐺𝐻𝐼���,"���'�
𝐺𝐻𝐼���,��J

 

 

(1) 

 

𝐺𝐻𝐼��4'2 = 	
𝐺𝐻𝐼"���'�
𝐺𝐻𝐼��J

 

 

(2) 
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𝐷𝐻𝐼��4'2 = 	
𝐷𝐻𝐼"���'�
𝐷𝐻𝐼	��J

 

 

(3) 

  

Where the subscript 15-min corresponds to the down sampled 15-minute 

observations of GHI and DHI, var corresponds to 15-minute variance, and avg 

corresponds to the monthly mean for each 15-minute window.  

Simply put, these ratios represent how far from the normal each 15-minute 

observation was and were used to determine sky cover conditions. To gain a better 

understanding of the normal irradiance profile for distinct types of sky cover conditions, 

ideal cases of clear sky days, overcast days, and partly cloudy, or variable, days were 

chosen. Daily time-lapses of sky conditions from the BloomSky instrument were used to 

help select these model days. There are two primary types of variable cloudy days that 

our algorithm accounts for: the first is a day that is characterized by fair-weather cumulus 

cloud development (usually in the afternoon), and the second is a day that is almost 

entirely characterized by broken clouds, which can include but is not limited to a 

combination of periods of thicker clouds, periods of thinner clouds, and periods of clear 

sky conditions. 

Figure 4.3 shows an example of an ideal clear sky day, an ideal variable cloudy 

day, and an ideal overcast day. The first row shows a screenshot from the BloomSky 

instrument around mid-day, the second row displays the observed profiles of 15-minute 

mean GHI and DHI along with the monthly averages of these values, and the third row 
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displays the observed profiles of 15-minute variance of GHI and DHI in conjunction with 

their monthly averages. The distances between the observed profiles and the monthly 

averages are visual representations of equations 1-3 and were used to help visualize how 

far from the normal each day was during the creation of the sky cover algorithm.  

From these ideal examples, there are several patterns with regards to the 

irradiance profiles and the variance profiles that become obvious. These patterns are 

useful in determining sky cover conditions for all days.  

For the purpose of this study, the calculated variance is a measure of how the GHI 

or DHI changes within the 15-minute time frame. When variance is low, sky conditions 

are homogenous. In other words, the values of GHI and DHI do not change much within 

the 15-minute window. This can either describe clear sky conditions or completely 

overcast conditions. On the contrary, when variance is high, sky conditions are 

heterogenous. A simple example of this is a sky filled with small fair-weather cumulus 

clouds; the amount of ground reaching direct irradiance varies largely each time a small 

cloud passes over the sun disk, which can easily occur within the 15-minute window. 

Thus, higher variance is indicative of more variable cloud cover.  

 During clear sky conditions, the observed GHI is either near or higher than 

the monthly average, while the observed DHI is generally less than the average (Figure 

3d). Meanwhile, the observed variance, particularly removed in time from the sunrise and 

sunset hours, is much lower than the average (Figure 4.3g).  

 During cloudy conditions, the observed GHI is much lower than the 

monthly average, while the observed DHI is generally near or greater than average 
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(Figure 4.3f). Meanwhile, the observed variance is still quite a bit lower than the average 

but does tend to feature values higher than clear sky conditions (Figure 4.3i).  

 The primary distinction between clear or overcast sky conditions and 

variable sky conditions is the variance. When variable sky conditions exist, the variance 

is often at or much higher than the monthly average (Figure 4.3h). On a day where fair-

weather cumulus clouds develop in the afternoon, as is the case on the example shown in 

Figure 3b, the observed GHI profile compared to the monthly mean is similar to what is 

seen on a clear sky day, with the difference being that GHI can sometimes be higher than 

what is possible on a clear sky day (think a fully exposed sun disk with added radiation 

being reflected from a nearby cloud), and it can also sometimes be lower than what is 

possible on a clear sky day (such as when a scattered cloud passes directly over the 

visible sun disk) (Figure 4.3e).  

 Relationships 4-8 were used to classify each 15-minute period of data:  

 
𝑪𝒍𝒐𝒖𝒅𝒚 = 	 (𝐺𝐻𝐼���,��4'2 	< 1)	&	(𝐺𝐻𝐼��4'2 	< 1) 

 

 
(4) 

 
𝑽𝒂𝒓𝒊𝒂𝒃𝒍𝒆 = (𝐺𝐻𝐼���,��4'2 	≥ 1)	&	(𝐺𝐻𝐼��4'2 	≥ 0.5) 

 
(5) 
 

𝑽𝒂𝒓𝒊𝒂𝒃𝒍𝒆 = 	 (𝐺𝐻𝐼���,��4'2 	< 1)	&	(𝐺𝐻𝐼��4'2 	≥ 1) (6) 

 
𝑪𝒍𝒆𝒂𝒓 = 	 (𝐺𝐻𝐼���,��4'2 	≤ 0.1)	&	(𝐺𝐻𝐼��4'2 	≥ 1) 

 
(7) 

 

𝑪𝒍𝒆𝒂𝒓 = 	 (𝐺𝐻𝐼���,��4'2 	< 1)	&	(𝐺𝐻𝐼��4'2 	≥ 1) & 	

(𝐷𝐻𝐼��4'2 	≤ 0.1)  

 

(8) 
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The order in which the relationships are applied matter and they should be applied 

in the order listed above. There are some data gaps in the above relationships. In other 

words, some of the 15-minute periods were not classified using this algorithm and values 

were set to NaNs. However, as the ultimate goal was to try to assign one of three daily 

sky cover classifications, these “empty” time frames were simply ignored during step two 

of the classification algorithm.  

In total, there were 81,586 15-minute periods between sunrise and sunset. Of 

these, 53,512 were classified into one of the five bins described above, which represents 

more than 65% of the dataset. The remaining ~35% of the dataset was more complicated 

than the above relationships.  There is no one single method to accurately bin or classify 

each 15-minute period of irradiance data into just one of five sky condition categories. 

The relationships between the ratios of GHI and DHI as well as the variance of GHI can 

be tuned in different ways. Clouds are far more complicated than the relationships listed 

in this paper, but for the purpose of this study, we were interested in a dataset that had a 

distinct separation between clear skies, cloudy skies, and variable skies.  

The top row of Figure 4.4 displays the output of our sky cover algorithm for the 

same days in Figure 4.3. Each black dot represents the sky cover classification for each 

15-minute period. It is particularly apparent on the clear sky day that the sky cover 

algorithm struggles in the early morning and late evening hours. It is a well-known 

problem that it is exceedingly difficult to classify sky conditions when the sun is near the 

horizon (i.e. near sunrise and sunset) [4.16, 4.17]. Excess scattering and reflection of 

aerosols near the horizon, when the sunlight has to travel through the largest slice of 

atmosphere, as well as objects obscuring part of the sun can often lead to algorithms 
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indicating some form of cloudiness even if skies are clear. For this reason, we first 

removed data both an hour after sunrise and an hour prior to sunset in all subsequent 

analysis.  

The middle and bottom rows of Figure 4.4 describe the percentage of 15-minute 

observations per month (Figure 4.4d, 4.4e, 4.4f) and per hour (Figure 4.4g, 4.4h, 4.4i) 

that fell into each classification. In general, variable cloudiness peaks in the afternoon 

and during the summer months (due to seasonally higher summertime convection [4.18, 

4.19, 4.20]), while more widespread cloudiness peaks in the morning/evening hours and 

during the winter (related to synoptic scale storm systems [4.20]).   

 

4.3.1.2. DAILY SKY COVER ALGORITHM 

The second step of the sky cover algorithm was designating the dominant cloud 

type for each day. First, the number of 15-minute classifications that fell into each of the 

five bins was counted. The sky cover classification that featured the highest count each 

day was designated as the dominant sky cover classification. An exception was made 

with respect to variable days. As was shown in Figure 4.3e and Figure 4.4b., an ideal 

example of a variable cloudiness day was not always one that featured a majority of 15-

minute observations of variable conditions. To take into account days with optimal fair-

weather cumulus development in the afternoon, a day was re-classified as variable if the 

number of 15-minute periods classified as variable met or exceeded 14 (greater than 3.5 

hours) and the number of 15-minute periods classified as cloudy did not exceed 14 (less 

than 3.5 hours).  
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Based on the cut-off values noted above, a total of 465 days were classified as 

cloudy, 459 days were classified as variable, and 236 days were classified as clear, 

resulting in a total of 1,160 days or 3.18 years’ worth of classified data. These 

classifications of the type of cloud cover were then used to sample the solar array output 

data, as described in more detail in Section 4.4. 

 

4.3.2. Sky Cloud Cover Assessment based on TMY3 data 

Similar to the above analysis using our on-site, real-time meteorological 

information, we have analyzed NREL’s TMY3 data to categorize those standard days 

into the same three categories. This is hampered to some degree because the TMY3 data 

are only reported at hourly intervals rather than the minute-by-minute data afforded by 

the PAM Site. Still, there are key differences in the GHI and DHI values in the TMY3 

hourly datasets that allow us to similarly categorize each day. As suggested by the middle 

row of Figure 3 above, a key difference in categorizing clear and cloudy days is the ratio 

between the GHI and DHI: under circumstances of very cloudy skies there will be little 

difference between the GHI and DHI because very little direct sunlight is reaching the 

solar panel. On the other hand, under very clear sky circumstances, most of the light will 

be directly illuminating the solar panels and will largely outpace the DHI contribution; 

and these differences will change through the day (as above) where the AM might be 

very clear, but the PM might be dominated by heavy cloud cover. So, when viewing the 

hour-level data from TMY3 data we have taken a strategy of fitting the hour-by-hour 

GHI data for each day against an ideal parabolic shape, and similarly fitting the hour-by-

hour DHI data for each day with a different parabolic shape (but both pegged to that 
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day’s sunrise and sunset times). The measured GHI and DHI data can then be compared 

to categorize each day. If diffuse light is dominant, the DHI/GHI ratio will be close to 

1.0. Similarly, on a very clear day we expect the diffuse light to be weak in comparison to 

GHI. The “variable” days will be in-between. Using the fitted DHI/GHI ratio as a metric 

we used cutoff values of  

 
𝑪𝒍𝒐𝒖𝒅𝒚:						(𝐷𝐻𝐼3��±/𝐺𝐻𝐼3��±) 	≥ 0.60 

 
 

 
(9) 

 
𝑽𝒂𝒓𝒊𝒂𝒃𝒍𝒆:					(𝐷𝐻𝐼3��±/𝐺𝐻𝐼3��±) < 0.60			&				(𝐷𝐻𝐼3��±/𝐺𝐻𝐼3��±)

≥ 0.30 
 

 
(10) 

 
𝑪𝒍𝒆𝒂𝒓:						(𝐷𝐻𝐼3��±/𝐺𝐻𝐼3��±) < 0.30 

 
(11) 

  

The 0.60 and 0.30 cutoff values have been chosen to be consistent with the 

groupings selected using the PAM Site data, above. Using these cutoff values, there were 

134 cloudy days, 78 clear days, and 153 variable ones. These classifications of the type of 

cloud cover were then used to provide a more standardized comparison basis for expected 

solar array output, as described in more detail in Section 4.4. 

 

4.4. RESULTS AND DISCUSSION 

Three types of sunlight data are now processed and compared, subject to the 

categorization by extent of cloud cover: (1) our PAM Site calibrated measurements, (2) 

the Rutgers Solar Array metered power output, and (3) NREL’s standard typical 

meteorological year data. 
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4.4.1. PAM Site Insolation Data 

The cloud-cover categorization methods established above in section 4.3.1 were 

applied to the GHI and DHI data and daily integrations were calculated. Figures 4.5 and 

4.6 display the breakdown of daily integrated GHI and DHI observations from the PAM 

Site colored by each day’s dominant sky cover classification. Clear days are colored in 

green, cloudy days are colored in orange, and variable days are colored in blue. Each dot 

is scaled in size to represent the number of 15-minute time intervals that were classified 

with variable conditions. The larger the dot, the greater the number of observations of 

variable cloudiness conditions. The seasonal component of radiation is easily seen by the 

peak in magnitude during the summer months. There is also the obvious distinction 

between clear days and cloudy days. When looking at GHI (Figure 4.5), or the total 

radiation field, clear days have much higher values than cloudy days, as would be 

expected. Meanwhile, when looking at the diffuse field, or DHI (Figure 4.6), cloudy days 

have higher values than clear days because of the increased scattering from clouds.  

There is also a relatively wide monthly distribution of GHI and DHI. The lowest 

values of GHI on cloudy days are those that have the lowest number of variable 

observations (smaller dot size). This conforms to the understanding that the cloudy days 

with the lowest values of ground-reaching irradiance have the thickest and most unbroken 

cloud fields, while the cloudy days with higher values have more periods of thinner or 

broken clouds, allowing more radiation to reach the ground. The opposite is true for clear 

days. The highest values of GHI on clear days are those that have the lowest number of 

variable observations. Again, this makes sense as this matches with situations that have 
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the fewest clouds and have higher GHI than days with some scattered clouds (more 

variable observations).  

The most interesting category is the variable days. This is also the category with 

the widest monthly irradiance distribution. In terms of GHI (Figure 4.5), daily values 

range from the upper tier of cloudy days to sometimes surpassing the maximum 

irradiance observed on a clear day. The variable days that surpass the daily irradiance 

observed on a clear day occur from spring to early fall. This implies a convective 

component to the cloud, which likely means that those days are characterized by clear-

sky cumulus cloud development in the afternoon as periods of unobscured sun paired 

with the radiation scattered in from nearby clouds could result in inflated values of 

ground-reaching GHI. This effect can more clearly be seen in the plot of DHI (Figure 

4.6), in which daily values of DHI often meet or exceed the DHI observed on cloudy 

days. Further, the range of DHI for variable days closely matches the range of DHI 

observed on cloudy days.  

In summary, variable days often exhibit similar amounts of diffuse radiation as 

cloudy days, but with much higher totals of total radiation. Since nearly 80% of the PAM 

Site dataset was classified as either cloudy or variable (compared to just 20% classified as 

clear), this suggests that the diffuse field of radiation is very important with regards to 

harvesting solar energy in photovoltaic arrays.  

 

4.4.2. Solar Canopy Electrical Output Data 

Hourly averaged inverter output from the solar canopy was summed daily and 

matched to the known cloud cover condition established above. These daily integrated 
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inverter energy output totals is displayed in Figure 4.7 and plotted the same way as 

Figures 5 and 6. Both the type of day and the extent of cloud-cover variability were 

assigned based on the contemporaneous PAM Site data. While there is a huge difference 

between the daily totals on clear days versus cloudy days, the difference between clear 

days and variable days is much smaller. In fact, there is quite a bit of overlap between the 

clear days and variable days, which once again highlights the importance of the diffuse 

field of radiation in contributing to solar array output. As was seen with the PAM Site 

data (Figures 4.5 and 4.6), some of the variable days also exhibit higher totals than the 

clear days.  

There are several blue and green dots (representing variable and clear days) 

during the months of December to March that featured daily totals much lower than the 

average or expected total and much closer to the output anticipated on overcast days. 

These data points correlated to days that were one to several days after a snow fall event 

in the area, as confirmed by archived data from the Rutgers’ Gardens weather station. 

Thus, snow was covering the panels. Accumulated snow on solar panels and the resultant 

degradation in energy output in a well-known problem [4.21, 4.22], which is exacerbated 

at the Livingston solar carport canopy due to the canopy’s relatively flat orientation, 

thereby preventing snow from quickly sliding off. 

 

4.4.3. TMY3 Reference Insolation Data 

Using these categories as established above in section 4.3.2 we have integrated 

each day’s GHI insolation to arrive at the expected sunlight value as a function of cloud-

cover-type, as shown in Figure 4.8. This is very similar in format to the data plotted in 
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Figure 4.5. One notable difference is that there is less overlap in daily brightness between 

the categories. This is likely due to the much coarser time granularity; essentially each 

hour interval provided in the NREL TMY3 data sets is an average over that time frame. 

Still, the seasonal and cloud cover variations are consistent with the PAM Site and solar 

array output data presented above and provide a qualitative reference baseline.  

 

4.4.4. Comparing Lot 105 to the Yellow Lot 

 As described in section 4.2.1 the solar canopies over the Yellow Lot and Lot 105 

are identical in structure except for the extent of twist relative to the normally preferred 

southward orientation. The difference in azimuth angle affects the relative timing of 

harvested solar energy. Since the Yellow Lot is rotated more towards the east and the 

rising sun, it starts collecting solar energy earlier in the morning. Meanwhile, since Lot 

105 is rotated more towards the west and the setting sun, it starts collecting solar energy 

later in the morning and continues to collect solar energy for longer in the evening 

compared to the Yellow Lot. We have compared the electrical output from each lot 

separately to quantify this effect. Figures 4.9-4.11 display the normalized mean hourly 

outputs of each solar carport canopy divided into clear, cloudy, and variable days. Due to 

the preponderance of solar radiation from the direct normal beam on clear days, the 

difference in timing between the collection of energy is largest for clear days (Figure 4.9) 

and smallest for cloudy days (Figure 4.11). On cloudy days (Figure 4.11), the two 

profiles are closest together as most of the total radiation field is composed of diffuse 

radiation coming nearly equally from all directions. The peak of solar collection is also 

roughly the same on cloudy days, while there is about an hour’s difference in peak 
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collection during clear (Figure 4.9) and variable days (Figure 4.10). This offset in peak 

occurrence can be attributed to the azimuth angle and the high proportion of direct 

radiation on clear and variable days.  

Another item of note is the slope of the hourly curves in the morning versus the 

afternoon, which describes how quickly the rate of energy collection increases in the 

morning and decreases in the afternoon. The slope for each curve between 7:00 AM to 

10:00 AM and between 2:00 PM and 5:00 PM is annotated on each Figure (4.9-4.11). 

While it is a subtle difference, the slope in the morning is steeper than in the afternoon for 

all sky cover types. This means that the ramp up of energy collection is faster in the 

morning, while the afternoon exhibits a longer and slightly more gradual drop off. The 

greatest slope difference occurs on variable days (Figure 4.10), while the smallest slope 

difference occurs on cloudy days (Figure 4.11). These ramping up and down differences 

are discussed in more detail in section 4.5 below. 

The differences in Yellow Lot and Lot 105 can also be calibrated by applying the 

hourly sunlight brightness values in the TMY3 database. As noted above in section 4.2.3 

it is possible to estimate sunlight exposure on tilted surfaces by carefully calculating the 

sun’s position at each hour and scaling the hourly normal (DNI) and diffuse (DHI) values 

appropriately. And, again, splitting the TMY3 days into the three groupings and noting 

the different azimuth angle for the two arrays, we project these hourly average irradiance 

values for each of the cloud-cover types, as shown in Figures 4.12-4.14. For clear days 

(Figure 4.12) we see the most significant difference in sunlight exposure between the two 

arrays, with the Yellow Lot favoring mornings and Lot 105 favoring afternoons, as was 

the case with the carport canopy data (Figure 4.9). These data also show that Lot 105 has 
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a slightly higher peak irradiance; this results from it pointing closer to due south than the 

Yellow Lot does (see Figure 4.2). Cloudy days, on the other hand, are primarily driven by 

diffuse light so the Yellow Lot and Lot 105 projected sunlight exposures are nearly 

identical, both in brightness level and in time-of-day variation (Figure 4.14), which was 

also the case with the carport canopy data (Figure 4.11). Variable days are somewhere in 

between (Figure 4.13). Further the same early day ramp-up as observed in Figures 4.9-

4.11 is observed with the TMY3 data, as is shown by annotated calculations of the slope 

of each side of the curves.  

 

4.4.5. The Diffuse Field as Related to the Local Cloud Field 

A closer look at the temporal variations in local diffuse field can provide further 

insight into the difference in the energy collection slopes between the morning and the 

afternoon. Figure 4.15 displays the hourly average diffuse-to-total radiation ratio for 

clear, cloudy, and variable days using data from the PAM Site. The diffuse-to-total 

radiation ratio is simply the ratio of DHI to GHI. It can be used as a proxy for cloudy 

cover but does not entirely explain the local cloud field.  

When skies are completely overcast and no part of the direct normal beam is 

incident on the ground, the ratio of diffuse-to-total radiation is 1. Meanwhile, when skies 

are completely clear, the direct beam is largely undisrupted, and the diffuse-to-total 

radiation ratio is much lower. As some of the field is still composed of diffuse radiation, 

even under totally clear skies, the diffuse-to-total radiation ratio will never be 0. It then 

follows that the diffuse-to-total radiation ratio falls somewhere between the above values 

under different cloud fractions and cloud fields. Atmospheric aerosols, such as pollution, 
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smoke, or water vapor, can also affect the diffuse-to-total radiation ratio, as these 

particles can cause scattering and reflection of direct light, thus contributing to the diffuse 

field. 

As is expected, cloudy days feature the highest ratio in Figure 4.15, while clear 

days feature the lowest ratio. For both clear and variable days, this ratio is also higher in 

the morning and evening and lower during the middle of the day, which can be attributed 

to the sun angle. At lower angles (i.e. when the sun is near the horizon), the direct normal 

beam must pass through a thicker slice of atmosphere, resulting in additional scattering of 

light and more contributions to the diffuse field, and can also more easily be interrupted 

by buildings or vegetation, also contributing to the diffuse field.  

One particularly interesting part of this profile is the difference between the 

morning and evening hours. The rate of decreasing ratio in the morning does not match 

the rate of increasing ratio in the afternoon and evening. If the cloud field were the same 

all day long, one would expect a more symmetric curve throughout the day. Instead, a 

steep and notable increase in the diffuse field is apparent in the late afternoon/early 

evening hours both during the clear and variable days, which suggests a persistent 

increase in cloud cover during this time frame. This persistent difference in the diffuse 

field (and cloud cover) between morning and afternoon hours is likely the main cause of 

the steeper ramp-up in energy observed in the morning (Figures 4.9-4.11). Since this 

same steeper curve is also apparent in the profiles created from the TMY3 data (Figures 

4.12-4.14), which are created by scaling hourly DNI and DHI values onto panels, this 

suggests that the ramp-up in early day energy is likely due to differences in the diffuse 

field.  
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Diurnal cycles in cloud cover are a common element across the planet, and these 

cycles are often present in the diffuse radiation field. Over land, solar heating of the 

surface in the morning often gives rise to convection that may steadily deepen through 

the day depending upon the lower tropospheric stability [4.18, 4.19, 4.20]. Figure 4.16 

illustrates this diurnal cycle in the diffuse field, with larger contributions from the diffuse 

field occurring in the afternoon versus the morning.    

The temporal evolution of this convection may include a clear morning followed 

by increasing convective activity, which manifests as an increase in the diffuse field 

radiation and an increase in the variability of the diffuse and direct radiation fields. By 

late afternoon the diffuse radiation may become dominant due to convective clouds 

blocking the direct beam almost completely. If the convection is strong enough, high 

level mixed-phase or ice clouds in the form of active or passive convective anvils may 

cover the clear sky above this convection further enhancing the diffuse radiation field.   

Another common situation is the formation of stratocumulus layers in a post-cold 

frontal environment [4.23, 4.24, 4.25]. In this situation a capping inversion is present in 

the lower troposphere and solar heating serves to mix the layer between the surface and 

this inversion.  Moisture gradients across this layer are often present in the morning due 

to a wet surface from rain or snow and stable conditions during the night.  In this 

environment there are typically no clouds in the morning, but clouds form when the 

moisture gradient across the lower troposphere is relaxed due to solar-heating driven 

mixing.  Once this stratocumulus cloud forms, the diffuse field becomes dominant.  

Sometimes this stratocumulus layer will thin near sunset allowing an increase in direct 
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solar radiation as the sun sets.  Hence, a statistically meaningful, systematic variation in 

the diffuse radiation field is present at most over-land locations. 

 

4.4.5. Solar Collection in the Morning versus Afternoon -- Additional Effects 

In the preceding section we have highlighted what we believe to be the main 

factor driving differences in solar array output ramping between morning and afternoon 

conditions: the increase in diffuse light contributed by convective cloud cover driven by 

daily warming. While this may be the most significant, there are other effects that may 

contribute to this observation. 

A second important effect that differentiates the morning and afternoon relates to 

the normal daily change in air temperature and how that might influence the solar array 

output. Solar panels are known to reduce in efficiency as they get warmer. A typical 

power reduction coefficient for silicon modules of this type would be around -0.4 %/oC 

[4.26]. Because of the warming effect of sunlight, we usually see the temperature rising 

in the morning and reaching a peak somewhere in the middle of the afternoon and 

cooling gradually in the evening and further at night. Based on the TMY3 for Newark 

[4.13], our local average daily temperature swing is around 6.5oC. But the temperature is 

not symmetric about the noon hour; in the morning the sun will be rising higher in the 

sky with each hour, enhancing the direct contribution to the array’s output with a slight 

moderating effect caused by the module’s temperature rise (which will be larger than the 

air temperature change because of the sunlight absorbed by the module). In the afternoon, 

on the other hand, the temperature might still be rising some through the mid-afternoon 

even at a time when the sun will be moving lower in the sky and reducing its direct-beam 
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contribution to the module. Temperature effects are more pronounced when we compare 

the winter vs. summer electrical output levels (Figure 4.7) in comparison to the sunlight 

brightness levels (Figure 4.5). Excellent summer days provide around ~8,500 Wh/m2/day 

in sunlight exposure compared to around ~3,000 Wh/m2/day for excellent winter days – 

almost a 3:1 ratio. On the other hand, excellent summer electrical outputs were ~3,700 

kWh/day compared to around ~1,700 kWh/day for excellent winter days – a ratio of only 

~2:1. The winter-summer daily peak temperature swing is on the order of 30 degrees, 

which would cause a significant lowering of array efficiency in the summer. 

A third contribution to the AM/PM slight asymmetry could be related to practical 

electronics limitations for the inverters. Inverter efficiency ratings are often quoted at 

peak power levels, but their actual efficiency at converting DC to AC will depend on both 

temperature and power level – but we have no way of diagnosing this as our array power 

measurements are only for the AC side of the circuit. 

 

4.5. CONCLUSIONS 

Solar carport canopy systems not only provide shade, but they can also serve as a 

valuable source of renewable energy [4.7]. This study leverages observed inverter level 

data from two separate solar carport canopy systems on the Livingston Campus at 

Rutgers University to investigate how cloud cover and diurnal variations in the diffuse 

field influence energy output. While these two installations feature the same tilt angle, 

they differ in their azimuth angle, which allows for the unique opportunity to study time-

of-day output variations as a result of their different orientations.   
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The inverter level energy output from the two parking lot canopy systems was 

compared to observed solar irradiance data from the Rutgers’ PAM Site as well as longer 

range standardized historical solar data provided by NREL, allowing for a robust analysis 

of the solar radiation field and how it applies to actual energy output from a physical 

solar installation.  

The 1-minute solar irradiance data from the Rutgers’ PAM Site, including 

measurements of GHI and DHI, was leveraged to develop a sky cover algorithm that 

classified days as clear, variable, and cloudy. A similar classification scheme was 

developed with NREL’s TMY3 data to corroborate the general solar insolation patterns 

observed with the PAM Site sky cover algorithm.  

 The classifications derived from the PAM Site were extended to the solar canopy 

data. Cloudy days had the lowest daily integrated energy output, clear days generally had 

the highest daily integrated energy output, and variable days fell somewhere in between 

and at times even featured higher energy output than on clear days. These peaks were 

attributed to partly cloudy sky effects, in which radiation from the direct beam is 

combined with radiation scattered from nearby cumulus clouds, which is diffuse.  

 Average daily energy output profiles for each classification were also extracted. 

It was found that the difference in azimuth angle plays a significant role in the timing of 

harvested energy on both clear and variable days, with a more minimal effect on cloudy 

days. The more east-facing array, or the Yellow Lot, starts collecting energy earlier in the 

morning before the more west-facing array, or Lot 105. The opposite is true in the 

evening, where Lot 105 continues harvesting energy longer than the Yellow Lot. Further, 

energy output also tended to decrease more gradually in the afternoon compared to the 
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morning. This less steep slope of energy output in the afternoon was attributed to 

increased cloud cover in the afternoon and more diffuse radiation (related to the diurnal 

cloud cycle [4.19, 4.20]) and reduced solar panel efficiencies with higher temperatures in 

the afternoon [4.26].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



  

 

90 

Chapter 5:  

Conclusion and Future Directions 

 

5.1. CONCLUSION 

The overarching theme of this body of work can be reduced to one key concept: 

the oftentimes undervalued importance of the diffuse field of radiation as it relates to 

solar panels. This key idea was studied and analyzed over the course of three separate but 

interconnected projects.  

 

5.1 Conclusions from Chapter 2 

Chapter 2 conducts a comprehensive and qualitative analysis of the solar 

irradiance field across the United States using the NSRDB. A 15-year climatology of 

diffuse and direct radiation is computed, both on a national scale and a regional scale, by 

breaking the country into eight geographically and climatologically different regions. The 

seasonal and annual controls and variations in these fields are explained by analysis of 

the cloud cover, aerosol optical depth (AOD), precipitable water, geography, and altitude 

of the site locations.  

From a continental point of view, the climatology of direct radiation varies in two 

primary ways depending on the time of year. During the fall and winter months, the 

direct radiation field varies predominantly in the north-south direction, which is driven by 

the solar zenith angle. Meanwhile, there is a larger east-west variation during the spring 

and summer months, which is indicative of a higher dependence on a site’s elevation, 

AOD, and cloud cover. Further, the is an overall higher ratio of diffuse radiation across 
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the eastern US, which is due to more frequent cloud cover as well as generally lower 

elevations relative to the western US.  

From a regional point of view, the ratio of diffuse to direct radiation varies most 

from May to September, which is primarily driven by regional gradients in elevation, 

cloud cover, and AOD. Further, the immediate West Coast exhibits the largest year-on-

year variability in the solar irradiance field, which can be attributed to large scale climate 

patterns, such as the El Nino Southern Oscillation (ENSO).  

Our findings relative to the variance of the diffuse-to-direct radiation ratio called 

into question the current way in which many large solar panel arrays are organized. More 

specifically, solar panels are generally oriented so that their surface is as close to 

perpendicular to the direct beam, which is optimized for energy harvest of the direct 

beam. In locations where the diffuse field accounts for a significant portion of the total 

global horizontal irradiance, such as the Great Lakes or portions of the interior Northeast, 

we argue that solar arrays should be better tuned to the diffuse field. We also question 

whether or not solar arrays that feature all panels tilted at the same angle are missing out 

on a significant portion of the diffuse field.  

 

5.2 Conclusions from Chapter 3 

Chapter three is a theoretical study. An alternative approach of organizing large 

solar panel arrays is suggested, which considers the co-optimization problem of 

maximizing per-panel incident energy and minimizing the amount of space to do this. 

This approach introduces a new technique, called the dual-angle solar harvest (DASH) 

method, in which a solar array is composed of two tilt angles. The premise for this new 
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method was to ultimately save on land costs as the cost of land is rising while the cost of 

solar panels is falling.  

While no pair of angles for two solar panels can ever top the amount of energy 

that is incident on a pair of solar panels both tilted at the single optimized tilt angle, it can 

come close. In order to increase array-wide harvested energy, more rows of panels must 

be installed in the same footprint. This is best done by using panels oriented with lower 

tilt angles as they can be spaced closer together without adverse shadowing effects.  

The DASH method is first evaluated at two climatically and geographically 

different locations: Akron, OH and Barstow, CA. All combinations and pairs of angles 

are explored to see how changing different fractions of panel angles affects the array-

wide incident solar energy. The DASH method is then explored nationwide, constraining 

one of the tilt angles to the single optimum tilt angle. With this constrained problem, only 

35% of the panel rows must be adjusted in Akron to observe a 10% gain in array-wide 

incident solar energy, compared to double (70%) the amount in Barstow. For a 20% gain, 

55% of the panel rows must be adjusted in Akron, while no fraction of adjustment can 

produce a 20% gain in Barstow while holding one panel tilt angle steady at the optimum 

tilt angle.  

Nationwide, the best performance using the DASH method occurs across the 

Pacific Northwest and the Great Lakes, where conditions are cloudier and where the 

diffuse component of radiation accounts for a significant portion of the total radiation 

field. The lower angles of the DASH method, which enable more panels to fit within a 

constrained space, are better suited for harvesting of the diffuse field, which is more 

dominant in cloudier regions.  
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5.3 Conclusions from Chapter 4 

The fourth chapter investigates how cloud cover and the diurnal cycle of diffuse 

radiation contribute to time-of-day energy output from two different solar carport 

canopies on the Livingston Campus at Rutgers University, which are identical in 

installation in every way except for azimuth tilt. The Yellow Lot is oriented more to the 

east, while Lot 105 is oriented more to the west.  

The difference in time-of-day energy output is largest for clear days and variable days 

as there is a larger component of direct beam irradiance compared to the cloudy days. 

Thus, as the Yellow Lot faces more to the east, it starts collecting energy earlier than Lot 

105. Conversely, as Lot 105 faces more to the west, it continues collecting energy later in 

the day compared to the Yellow Lot.  

Differences in slope between ramp up of energy output in the morning and ramp 

down of energy output in the afternoon are observed, with a steeper slope in the morning 

hours and a more gradual slope in the afternoon hours. The more gradual slope in the 

afternoon is attributed to a preponderance of cloud cover that develops in the late 

afternoon/early evening (diagnosed by observations of higher diffuse-to-total radiation 

ratios later in the day) as well as decreased solar panel efficiencies observed with 

increased temperatures.  

Further, the sky condition classification algorithm showed that roughly 20% of the 

days in this region are clear, 40% of the days are cloudy, and 40% of the days are 

variable. In other words, the diffuse component is large. This finding reinforces the 
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findings from Chapter 2, in which it was shown that the diffuse field accounted for a 

significant portion of the total radiation field across the Northeast.   

 

5.2 FUTURE DIRECTIONS 

Part of this dissertation introduced the DASH method, which is an alternative 

approach to organizing large solar panel arrays by implementing two panel tilts angles. 

As with the development of any new process or approach, there is always a ton of 

additional work that could be done. The DASH method as in this dissertation can be 

thought of as the first iteration of the model.  

In Chapter 3, It was shown that the DASH method performs best where 

conditions are cloudier, such as the Pacific Northwest and the Great Lakes region. This 

suggested that the DASH method was better tuned to the diffuse field of radiation. 

Another avenue of work should be further analysis of solar harvest methods in partly 

cloudy climates. The DASH method is but one attempt at developing a new method for 

harvesting more complex radiation fields. Other approaches could involve using more 

than two angles or organizing solar panels in a shape other than the standard row-by-row 

design.  

Additionally, a more sophisticated approach to modeling the plane-of-array 

insolation used in the DASH method could be employed. In this dissertation, the Klucher 

model [5.1] was used in modeling the plane-of-array diffuse radiation, which is certainly 

more complex than a purely isotropic model but is still relatively simple. There are more 

complex and sophisticated models out there, such as that developed by Kocifaj [5.2, 5.3]. 

Thus, future work could be done in the method of modeling plane-of-array insolation.  
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At the moment, the DASH method only uses modelled irradiance data from the 

NSRDB [5.4] to model the plane-of-array solar radiation. In Chapter 4, 1-minute 

observed radiation data from the Rutgers’ PAM Site were used in analyzing time-of-day 

differences in energy output between two different solar carport canopies. These same 

irradiance data could be used in modeling the plane-of-array radiation in New Brunswick 

to see if the DASH method works as expected with NSRDB data versus observed 

irradiance data. The PAM Site data also provide temporally detailed information, which 

could be used to explore hourly performance of the DASH method, particularly when 

conditions are partly cloudy.   

Finally, the DASH method could be expanded to be used in conjunction with 

forecast irradiance and cloud data. Are persistent stratus clouds expected? Are fair-

weather cumulus clouds expected to develop throughout the afternoon? These cloud and 

sky condition forecasts could be used in tandem with the DASH method to recommend 

an ideal pair of angles for that day, which takes into account both the time of year and the 

expected sky cover. Whereas typical solar tracker systems move the panels throughout 

the day, a hybrid DASH tracker system could arrange the panels in a single dual-angle 

orientation all day, which is based off the forecast for the day, thereby reducing energy 

costs and resulting in a solar arrangement that is optimized for each day’s local radiation 

field.  

A lot of work remains for fine tuning the DASH method. This thesis only serves 

as the first iteration of the DASH method. As described above, there are several avenues 

of research that could be explored. It is the hope that the DASH method ignites a new 

discussion on the way in which large solar panel arrays are currently organized.  
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Table 2.1. Regional Distribution of Stations: This table displays the number of Class I 

and Class II stations at each of the eight sub-divided regions for this study. 

 

Table 3.1 Test Station Details: Specific details for the two test stations of Barstow, CA 

and Akron, OH regarding the number of panels necessary to observe specific energy 

gains using the DASH method with a 30/60 tilt angle split between 𝛽" and 𝛽#, as well as 

each station’s latitude, longitude, elevation, and optimum tilt angle. 
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Fig 2.1. NSRDB Station Locations: The locations and divisions of all 1,454 NSRDB 

stations. Class I stations (242; green circles) contain a complete period of record with the 

highest quality solar modeled data, Class II stations (618; blue triangles) contain a complete 

period of record but have some significant periods of interpolated or filled data, and Class 

III stations (594; orange squares) have gaps in their period of record but all have at least 

three years of data. There are also 40 total sites with measured data (white circle with inlaid 

triangle), but none have a complete period of record. From the NSRDB 1991-2010 User’s 

Manual [2.19]. 
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Figure 2.2. 1991-2005 Average Direct Radiation: The average direct radiation (Wh/m2) 

for each season: December-January-February (a), March-April-May (b), June-July-August 

(c), and September-October-November (d). The dots represent the locations of the 

individual Class I and Class II stations from the NSRDB, which were used to interpolate 

the data across the entire continental US.   
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Figure 2.3. Average Direct Radiation versus Latitude: Direct radiation at each station 

plotted against latitude for December-January-February (a), March-April-May (b), June-

July-August (c), and September-October-November (d). Each point is semi-transparent; 

thus, the opaquer the scatter points, the larger the concentration of direction radiation 

values at that particular latitude. The best fit line is plotted over the data, and the associated 

R2 value is labeled in each panel. 
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Figure 2.4. Average Direct Radiation versus Longitude: Direct radiation at each station 

plotted against longitude for each season. December-January-February (a), March-April-

May (b), June-July-August (c), and September-October-November (d). This is plotted the 

same way as Figure 2.3. 
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Figure 2.5. Elevation at Each Station: Interpolated elevation, in meters above sea level, 

using data from all NSRDB stations (including Class I, Class II, and Class III stations). 

The actual elevation may not match a true elevation map due to the location of stations.  
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Figure 2.6. 1991-2005 Average Aerosol Optical Depth: The average aerosol optical depth 

for each season: December-January-February (a), March-April-May (b), June-July-August 

(c), and September-October-November (d). Plotted the same way as in Figure 2.2.    
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Figure 2.7. 1991-2005 Average Total Sky Cover: The average total sky cover (in tenths) 

for each season: December-January-February (a), March-April-May (b), June-July-August 

(c), and September-October-November (d). Plotted the same way as in Figure 2.2.  
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Figure 2.8. 1991-2005 Average Diffuse Radiation: The average interpolated diffuse 

radiation (Wh/m2) for each season: December-January-February (a), March-April-May (b), 

June-July-August (c), and September-October-November (d). Plotted the same way as in 

Figure 2.2.   
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Figure 2.9. Average Diffuse Radiation versus Latitude: Diffuse radiation at each station 

plotted against latitude for December-January-February (a), March-April-May (b), June-

July-August (c), and September-October-November (d). Plotted the same way as in Figure 

2.3. 
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Figure 2.10. Average Diffuse Radiation versus Longitude: Diffuse radiation at each 

station plotted against longitude for December-January-February (a), March-April-May 

(b), June-July-August (c), and September-October-November (d). Plotted the same way as 

in Figure 2.3. 
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Figure 2.11. 1991-2005 Average Ratio of Diffuse to Direct Radiation: The average 

interpolated ratio of diffuse radiation to direct radiation for each season: December-

January-February (a), March-April-May (b), June-July-August (c), and September-

October-November (d). Plotted the same was as in Figure 2.2. 



  

 

108 

 

Figure 2.12. Avg Ratio of Diffuse to Direct Radiation versus Longitude: Ratio of diffuse 

to direct radiation at each station plotted against longitude for December-January-February 

(a), March-April-May (b), June-July-August (c), and September-October-November (d). 

This is plotted the same way as Figure 2.3. 
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Figure 2.13. Location of Regional Stations: The location of each Class I and Class II 

station, colored according to which region it was sub-divided into for this study. 
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Figure 2.14. 1991-2005 Mean Total & Opaque Sky Cover for Each Region: The average 

15-year mean monthly and 15-year envelope of minimum to maximum values of total sky 

cover (blue line) and opaque sky cover (green dashed line) in the Northwest (a), Plains (b), 

Midwest (c), Northeast (d), Southwest (e), Desert-Southwest (f), South-Central (g), and 

Southeast (h). These are plotted against the left vertical axis. The difference between total 

and opaque sky cover is represented by the purple line with circles and is plotted against 

the right vertical axis.  
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Figure 2.15. Total – Opaque Sky Cover: The annual cycle of total-opaque sky cover, 

which is a proxy for optically thin clouds, for each of the eight regions according to the 

key on the upper right. 
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Figure 2.16. 1991-2005 Mean Aerosol Optical Depth for Each Region: The average 15-

year mean monthly (black line) and 15-year envelope of minimum to maximum values 

(grey shading) of aerosol optical depth in the Northwest (a), Plains (b), Midwest (c), 

Northeast (d), Southwest (e), Desert-Southwest (f), South-Central (g), and Southeast (h).  
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Figure 2.17. 1991-2005 Mean Direct & Diffuse Radiation for Each Region: The average 

15-year mean monthly direct (blue solid line) and diffuse (red dashed line) radiation in the 

Northwest (a), Plains (b), Midwest (c), Northeast (d), Southwest (e), Desert-Southwest (f), 

South-Central (g), and Southeast (h). The shading represents the envelope of minimum to 

maximum annual means within the region, while the vertical bars indicate the interannual 

variability in the entire dataset.   
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Figure 2.18. Ratio of Diffuse to Direct Radiation for Each Region: The annual cycle of 

the ratio of diffuse to direct radiation for each of the eight regions, according to the key in 

the upper right. A value closer to one indicates that the diffuse radiation is near to or equal 

to the direct radiation, while a value closer to zero indicates a large gap between the direct 

radiation and the diffuse radiation. 
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Figure 2.19. 1991-2005 Mean Diffuse Radiation for Each Region: The annual cycle of 

average mean diffuse radiation for each of the eight regions, according to the key in the 

upper right.  
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Figure 3.1 NSRDB Station Locations: The locations and divisions of all 1454 NSRDB 

stations. Class I stations (242; green circles) contain a complete period of record with the 

highest quality solar modeled data, Class II stations (618; blue triangles) contain a complete 

period of record but have some windows of quality interpolated period, and Class III 

stations (594; orange squares) have gaps in their period of record but all have at least three 

years of data. There are also 40 total sites with measured data (white circle with inlaid 

triangle), but none have a complete period of record. From the NSRDB 1991–2010 User’s 

Manual. 
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Figure 3.2 Geometry of the Sun with respect to a Solar Panel: The various angles 

associated with a solar panel with tilt, β. The solar panel is in the Northern Hemisphere as 

the panel is facing south. α is the solar elevation angle of the sun with respect to the horizon, 

θ& is the solar zenith angle, and θ' is the angle of incidence, which is the angle between 

the direct normal beam and the surface normal with respect to the solar panel.  
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Figure 3.3 Single Optimized Tilt Angle: Each dot represents the calculated optimum tilt 

angle for each Class I and Class II station in the NSRDB, while the color fills are 

interpolated from the station data. Tilt angles are color-contoured every 2.5 degrees. The 

test locations of Barstow, CA and Akron, OH are marked by the red circles.  
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Figure 3.4 1991-2005 Year Averaged Cloud Cover: The annual averaged cloud cover in 

tenths, adapted from Kafka and Miller 2018 [34]. Plotted the same way as fig. 3.3.  
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Figure 3.5 Diagram Showing Solar Array Inter-Row Effects: Panel (a) illustrates the 

lengths and angles associated with inter-row shadowing effects when a shadow from a solar 

panel with tilt, β, is long enough to be projected onto the solar panel behind. Panel (b) 

illustrates the concept of inter-row masking of the diffuse field. The first row of the solar 

array has an uninterrupted view of the diffuse field in front of it, while part of the diffuse 

field as seen from the second row is masked from the row in front. Panel- is the length of 

the solar panel and Panel./ is the row spacing from figure 3.6.   
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Figure 3.6 Geometry of Solar Panel Shadowing: The various angles associated with the 

shadow cast behind a solar panel with tilt, β, when the sun is at a solar elevation angle α. 

Panel- is the length of the solar panel, Panel0 is the projection of the solar panel along the 

ground, Panelh is the height from the ground to the top of the tilted solar panel, Panel.1 is 

the ground length of the shadow cast behind the solar panel, and Panel./ is the sum of 

Panel0 and Panel.1, or the panel spacing length.  
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Figure 3.7 Theoretical Footprint of a 100-Row Solar Panel Array using the Optimum 

Tilt Angle: The length of ground space in meters needed to house a 100-row solar panel 

array where all panels are tilted at the single optimum tilt angle, as shown in figure 3.3. 

The spacing between rows was determined by the shadow length behind a tilted solar panel 

at 10:00 AM local time December 21, the winter solstice. Plotted the same way as figure 

3.3. 
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Figure 3.8 Diagram Showing Single Angle Array Versus Dual Angle Array: An 

idealized cartoon showing the number of rows that would fit in a standard single angle 

array (a) versus the number of rows that would fit by adapting a dual angle system. In this 

case, more rows of panels tilted at a lower angle could fit in the same space compared to 

panels tilted at the original angle as the shadow length behind the lower panel is much 

shorter. Drawing is not to scale but is designed to visualize a dual angle array. The solar 

panels are represented by the blue rectangles and the resulted shadow is depicted by the 

light gray triangles, assuming the light source is located to the left.   
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Figure 3.9 Percent Gain or Loss of FTOT for Every Dual Angle Combination for 

Barstow, CA: The resultant percent gain/loss in array-wide incident solar energy 

(FTOT,array) using every possible combination of 𝛽" and 𝛽# for Barstow, CA, when using (a) 

a 30/70 split between 𝛽" and 𝛽# and (b) a 50/50 split between 𝛽" and 𝛽#. The white diagonal 

band indicates combinations of angles that are less than or equal to a 5° difference (where 

DASH isn’t calculated). Gains in FTOT,array are shown in shades of red, while losses of 

FTOT,array are shown in shades of blue. Selected gains of 5, 10, and 20% are shown with the 

red lines, while the optimum tilt angle is highlighted with the set of dashed black lines.  
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Figure 3.10 Number of Extra Rows for Every Dual Angle Combination That Fit into 

the Footprint of a 100-Row Single Angle Solar Array in Barstow, CA: The number of 

extra solar panel rows that can fit into the footprint of a 100 row solar array using the single 

optimum tilt angle for Barstow, CA, when using (a) a 30/70 split between 𝛽" and 𝛽# and 

(b) a 50/50 split between 𝛽" and 𝛽#. The white diagonal band indicates combinations of 

angles that are less than or equal to a 5° difference (where DASH is not calculated). The 

same selected gains (solid red lines) shown in figure 9 are also shown here, while the 

optimum tilt angle is highlighted with the set of dashed black lines.  
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Figure 3.11 Percent Gain or Loss of FTOT for Every Dual Angle Combination for 

Akron, OH: The resultant percent gain or loss in harvested solar energy (FTOT,array) using 

every possible combination of 𝛽" and 𝛽# for Akron, OH, when using (a) a 30/70 split 

between 𝛽" and 𝛽# and (b) a 50/50 split between 𝛽" and 𝛽#. Plotted as in Figure 3.9, but 

the 50% gain contour is also shown (in yellow).  
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Figure 3.12 Number of Extra Rows for Every Dual Angle Combination That Fit into 

the Footprint of a 100-Row Single Angle Solar Array in Akron, OH: The number of 

extra solar panel rows that can fit into the footprint of a 100 row solar array using the single 

optimum tilt angle for Akron, OH, when using (a) a 30/70 split between 𝛽" and 𝛽# and (b) 

a 50/50 split between 𝛽" and 𝛽#. Plotted as in Figure 3.10.  
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Figure 3.13 Number of Extra Panel Rows by Tilting All Panels 5° Lower than 𝜷𝒐𝒑𝒕: 

Colors indicate the number of extra panels (exceeding 100) that can fit into the same 

footprint of a 100-row 𝛽234 array when all panel tilts are lowered by 5°.  
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Figure 3.14 Dash Method: Percent of Panel Rows Changed to 𝜷𝟐 for a 10%/20% Gain 

in Energy: Colors indicate the percent of panel rows that needed to be adjusted to 𝛽# to 

see (a) a 10% increase and (b) a 20% increase in array-wide incident solar energy and using 

the fewest possible extra panel rows across the same footprint of a 100-row 𝛽234 array. 
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Figure 3.15 DASH Method: 𝜷𝟐 Angle for a 10%/20% Gain in Energy: Colors indicate 

the tilt angle, 𝛽#, necessary to see (a) a 10% increase and (b) a 20% increase in array-wide 

incident solar energy using the fewest possible extra panel rows across the same footprint 

of a 100-row 𝛽234 array. 
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Figure 3.16 1991–2005 Average Ratio of Diffuse to Direct Radiation: The average 

interpolated ratio of diffuse radiation to direct radiation; adapted from Kafka and Miller 

2018 [3.34]. 
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Figure 4.1. Geometry of the Rutgers Solar Carport Canopy: Photograph showing a 

side-view of one of the rows of the Livingston Campus Solar Carport Canopy. The 

photograph has been annotated to show the tilt angle (15°), from horizontal, of one side of 

the canopy. The other side of the canopy is flat. 
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Figure 4.2. Aerial Map of Livingston Solar Carport Canopies: Aerial diagram, taken 

from Google Maps, showing the relative locations of the two different solar carport 

canopies on Livingston Campus at Rutgers University: The Yellow Lot (upper left) and 

Lot 105 (lower middle). The photograph has been annotated to point out the azimuth angle 

of each of the canopies: the Yellow Lot is aimed at 126° (54° less than 180°), or generally 

ESE and Lot 105 is aimed at 216° (36° more than 180°),, or generally SSW. As a reference, 

an azimuth angle of 180° would indicate a due southward orientation. A third Rutgers solar 

array is visible in the lower right corner.  
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Figure 4.3. PAM Site Radiation Data of a Clear, Variable, and Cloudy Day: Ideal 

examples of a clear day, variable day, and cloudy day. A screenshot showing sky conditions 

mid-day from the BloomSky instrument at the PAM site are shown in the top row, the 

observed and monthly mean profiles of 15-minute GHI and DHI are shown in the middle 

row and the observed and monthly mean profiles of 15-minute GHI and DHI variance are 

shown in the bottom row GHI is plotted in green, DHI is plotted in blue, observed profiles 

are plotted with solid lines, and monthly mean profiles are plotted with dashed lines. Please 

note the difference in scale between panel (h) compared to panels (g) and (i).  
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Figure 4.4. Sky Cover Algorithm Output for a Clear, Variable, and Cloudy Day: For 

each ideal example of a clear, variable, and cloudy day in Figure 4.3, the 15-minute output 

from the sky cover algorithm described in section 4.3.1 is plotted (top row), while the 

middle row displays the percent of 15-minute observations that were classified in each sky 

cover bin each month and the bottom row displays the percent of 15-minute observations 

that were classified in each sky cover bin per hour of the day. 
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Figure 4.5. Daily Integrated GHI at the PAM Site binned into Dominant Sky Cover: 

Daily integrated totals of GHI constructed from observations at the PAM Site during the 

entire period of record in section 4.2.2. Each daily sum is reported in units of Wh/m2/day 

and is binned according to the daily dominant sky cover algorithm described in section 

4.3.1. Variable days are represented by blue dots, cloudy days are represented by orange 

dots, and clear days are represented by green dots. The size of the dot reflects the number 

of 15-minute observations in a day that were classified as variable.  
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Figure 4.6. Daily Integrated DHI at the PAM Site binned into Dominant Sky Cover: 

Daily integrated totals of DHI constructed from observations at the PAM Site during the 

entire period of record in section 4.2.2. Each daily sum is reported in units of Wh/m2/day 

and is binned according to the daily dominant sky cover algorithm described in section 

4.3.1. Plotted the same way as figure 4.5.  
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Figure 4.7. Daily Integrated Inverter Averaged Solar Canopy Data binned into 

Dominant Sky Cover: Daily integrated totals showing the average output from a single 

inverter across both solar canopies during the entire period of record in section 4.2.1. Each 

daily sum, in units of kWh/day, is calculated using the 15-minute output across a single 

inverter and is binned according to the daily dominant sky cover algorithm described in 

section 4.3.1. The total canopy output can be extrapolated by multiplying by the number 

total inverters (14). Plotted the same way as figure 4.5.  
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Figure 4.8. Daily Integrated TMY Solar Data from PVWATTS binned into Dominant 

Sky Cover: Daily integrated totals of GHI using typical meteorological year (TMY) data 

output from PVWATTS. Each daily sum is reported in units of Wh/m2/day and is binned 

according to the daily dominant sky cover algorithm. Plotted the same way as figure 4.5.  
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Figure 4.9. Normalized Daily Solar Canopy Output on Clear Days: A subset of the solar 

canopy inverter data on clear days was created by using the dominant cloud cover 

algorithm described in section 4.3.1 and was then separated by Lot 105 and The Yellow 

Lot. Hourly values for each parking lot were summed and the peak of the total was 

normalized to 1. The slope of each profile between 7:00 AM and 10:00 AM and also 

between 2:00 PM and 5:00 PM are also displayed.  
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Figure 4.10. Normalized Daily Solar Canopy Output on Variable Days: Plotted the 

same way as figure 4.9 but showing output for variable days.  
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Figure 4.11. Normalized Daily Solar Canopy Output on Cloudy Days: Plotted the same 

way as figure 4.9 but showing output for Cloudy days. 
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Figure 4.12. Hourly Irradiance Input Projected for the Yellow Lot and Lot 105 for 

Clear Days. Annual hourly averaged irradiance combining flat and tilted sections of the 

Yellow Lot and Lot 105 based on TMY3 hourly data for DNI and DHI. The slope was also 

calculated by taking the steepest part of each curve and including the 4 adjacent times.  
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Figure 4.13. Hourly Irradiance Input Projected for the Yellow Lot and Lot 105 for 

Variable Days. Annual hourly averaged irradiance combining flat and tilted sections of 

the Yellow Lot and Lot 105 based on TMY3 hourly data for DNI and DHI. Slopes are 

shown as calculated in figure 4.12.  
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Figure 4.14. Hourly Irradiance Input Projected for the Yellow Lot and Lot 105 for 

Cloudy Days. Annual hourly averaged irradiance combining flat and tilted sections of the 

Yellow Lot and Lot 105 based on TMY3 hourly data for DNI and DHI. Slopes are shown 

as calculated in figure 4.12.  
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Figure 4.15. Hourly Diffuse Radiation Ratio for Cloudy, Clear, and Variable Days. 

Hourly averaged ratios of DHI to GHI from the PAM site observational data was binned 

into cloudy, clear, and variable days according to the sky cover algorithm described in 

section 4.3.1. The average was taken across the entire dataset for each hour. Cloudy data 

is shown in orange, variable data is shown in blue, and clear data is shown in green.  
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Figure 4.16. The Average Diffuse Radiation Ratio Before and After Noon for Cloudy, 

Clear, and Variable Days. Hourly averaged ratios of DHI to GHI from the PAM site 

observational data was binned into cloudy, clear, and variable days according to the sky 

cover algorithm described in section 4.3.1. The average from sunrise to 12:00 noon is 

shown by the green bars, while the average from 12:00 noon to sunset is shown by the 

purple bars. These bars represent the average component of diffuse radiation during the 

first half of the day and the second half of the day for each of the three sky condition bins. 
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