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Microchannel systems for cooling applications such as in thermal management of 

electronic equipment are investigated and optimized under deterministic and reliability 

conditions. Numerical simulations are carried out to study the conjugate heat transfer and flow 

behavior. The numerical model has been validated by comparing with analytical and 

experimental results. Uncertainties are often significant in the operating and design of 

thermal systems. Any minor variations in the design variables or operating conditions may 

lead to system failure. In this study, a microchannel cooling system for a 1 cm x 1 cm 

electronic chip is studied and optimized under design uncertainties. Three significant 

design variables or operating conditions are considered: (1) flow rate, (2) channel width or 

the number of channels, (3) heat flux.  The standard deviations for the design variables, 

which are assumed to be normal distributions, are taken as 5% of the mean values. The 

acceptable probability of failure is chosen as 0.13%, which is the usually accepted level in 



 

 

iii 

 

reliability studies. Response surfaces are used to represent the thermal and fluid behavior in 

the microchannel systems. Based on the Polynomial Response Surface (PRS) modeling 

results, a multi-objective optimization problem is formulated to reduce both pumping power 

and thermal resistance. Two major practical concerns, hot-spot temperature and pressure 

difference serve as constraints. With varying weights on the two conflicting objectives, 

Pareto frontiers for deterministic and reliability cases are determined and compared. The 

differences demonstrate the importance of uncertainty in the microchannel cooling 

applications. This study provides more reliable and realistic design solutions for 

microchannel cooling systems.  

This approach may be extended to the simulation, design and optimization of other 

thermal problems and processes. In this study, the selective laser melting (SLM) gas 

chamber and chemical vapor deposition (CVD) systems are simulated and optimized as 

well. It is proven that this basic approach presented here is applicable to a wide variety of 

thermal fluid systems. Similar concerns and trends arise in the modelling and design of 

these systems. 
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1 INTRODUCTION 

In this study, the optimization of several thermal systems, particularly microchannel 

cooling systems, is carried out. Both deterministic and reliability optimization approaches 

are investigated. In this chapter, the motivation, objectives, and literature review of the 

work are given. In Chapter 3 and Chapter 4, the deterministic and reliability optimization 

methods are presented. These methods are used directly for the microchannel cooling 

system. In Chapter 5, we broaden the optimization to the Selective Laser Melting (SLM) 

and Chemical Vapor Deposition (CVD) applications. 

1.1 MOTIVATION & OBJECTIVE 

As an important branch of microelectromechanical systems (MEMS), microchannels 

have many advantages as compared to traditional macro-size channels [1]. With 

microchannels, many impractical missions become achievable, such as small volume 

liquid transport, high heat flux cooling and low energy consumption. In biological 

applications, microfluidics devices can be used in drug delivery, cell/protein separation 

and many other lab-on-chip tasks [2]. Many industrial applications require cooling of 

components with very high heat flux inputs. One typical application is the cooling of 

electronic microchips. As the number of transistors in one microchip approximately 

doubled every decade, the heat load increased at the same time. The heat flux inputs are 

typically so high that traditional macro-size cooling method can no longer handle the heat 

removal.  

Many researchers have successfully developed systems to increase the heat flux 

limitation with the help of microchannels [2-4]. Lee et al. [5] experimentally tested the 

microchannel cooling possibility of removing heat flux inputs up to 45 𝑊/𝑐𝑚2. 
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Kandlikar and Grande [3] proposed a single-phase microchannel design that can handle 

heat flux values up to 100 𝑊/𝑐𝑚2. Sui et al. [6] designed a wavy-structure microchannel 

that is able to remove up to 300 𝑊/𝑐𝑚2using computational studies. Using multi-phase 

liquid cooling, flow boiling or modified geometry configurations [7-11], these heat flux 

limits can be further increased. 

In the internal pipe flow applications, microchannels can achieve very high heat 

transfer coefficients as its hydraulic diameter sizes down. This makes microchannel 

systems excellent heat removers for electronic cooling and other applications. However, 

it has drawbacks. One disadvantage is the high pressure drop which may shoot up to 

several atmospheres. Such a high pressure-drop might cause leakage, and destroy sealing, 

substrate, pumps or even the entire system. In such cases, it is required to either switch to 

larger size channels or reduce the liquid flow rate. Both cases increase the device hot-spot 

temperature, thus lowering the system cooling performance. Therefore, there are two 

objectives in the design of a microchannel heat removal system. The first is to reduce the 

overall thermal resistance. The second is to keep the pressure difference within an 

acceptable range. This leads to an optimization problem.  

In this work, microchannel systems to remove energy from a relatively small area are 

studied. Extensive numerical simulations are carried out. Parametric modelling in terms 

of two sets of design variables is implemented. Based on the Polynomial Response 

Surface (PRS) results, single-objective, multi-objective and Pareto optimizations are 

performed. Also, this paper investigates some practical concerns such as the pressure 

drop and hot-spot temperature limitations. These two limitations will serve as constraints 

in the optimization formulation. An optimal configuration is also predicted. In this study, 
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reliability optimization of the microchannel cooling system for a 1cm by 1cm electronic 

chip is performed. Two major design constraints are taken as the pressure drop constraint 

and the hot-spot temperature constraint. A normal distribution with a 5% or 10% standard 

derivation is used for the flow rate and heat flux input. Two separate sets of design 

variables are examined. 

1.2 LITERATURE REVIEW  

Three thermal and fluid systems are studied in this study: the microchannel cooling 

system, the SLM gas flow system for additive manufacturing, and the CVD system. The 

associated research work and the optimization are reviewed in detail. 

1.2.1 Literature review on optimization of microchannel cooling systems 

The research on optimization of microchannel cooling is quite limited [4, 7]. The 

available research has not considered the constraints from the pressure drop and hot-spot 

temperature in detail [12]. Under pressure and temperature constraints, channels with 

smaller hydraulic diameter do not always yield a better performance. In fact, there exists 

a maximum feasible heat flux for a given geometry [3]. The pressure drop penalty and 

other design constraints are often neglected. High heat flux is desirable, but pressure 

drops of a few bars or pumping powers of several watts are not practical [13, 14]. The 

failure possibility from a constraint like hot-spot temperature should also be taken into 

considerations. In microchannel designs, we want to achieve high thermal performance. 

On the other hand, the pumping power is to be controlled within a reasonable range. A 

good microchannel design must satisfy these two conflicting objectives simultaneously. 

Optimization is necessary for designing robust and reliable microchannel cooling 

devices. Husain et al. [12] studied the microchannel geometry effects and obtained the 
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Pareto frontiers for optimization. The design and optimization work for straight and other 

shapes microchannels is also carried out [15, 16]. Zhang and Jaluria [17] studied the 

deterministic optimization formulation of microchannel cooling applications under 

different design constraints. 

In practical applications, uncertainties in the design variables or the operating 

conditions are unavoidable. Moreover, an optimal design guided by deterministic 

optimization might not be reliable enough to survive the range of working conditions. An 

optimization formulation that handles design uncertainty is usually named reliability 

optimization or probabilistic optimization [18]. Tu et al. [19, 20] introduced the 

performance measure approach (PMA) that is shown to be more robust compared to the 

more common reliability index approach (RIA). George et al. [21] applied this PMA in 

the reliability optimization of chemical vapor deposition systems. In terms of 

microchannel applications, reliability optimization research is minimal. Sarangi et al. [22]  

completed the optimization under uncertainty for manifold microchannel systems with a 

uniform design variable distribution. Reliability optimization for regular straight 

microchannels with a relatively more realistic Gaussian distribution is rare. Uncertainties 

in the fabrication processes is another factor that is seldomly considered [23, 24]. 

1.2.2 Literature review on selective laser melting gas flow system  

In selective laser melting (SLM) process, a high-energy laser beam is utilized to 

melt and fuse the metallic powder materials. The resulting high local temperature can easily 

exceed the material evaporation point and cause evaporation. The complicated vaporization 

effect may cause a “vapor-jet” effect, leading to the generation of emissions. The emissions 

include the vaporization gases, “vapor jet” entrained powders, and liquid droplets ejected 
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from melt pool due to melt pool dynamics. Therefore, the spatter (ejected particles from or 

around melt pool) mainly consists of droplet spatter and powder spatter [25]. Numerical 

modelling has been utilized to understand the complex physics in powder bed additive 

manufacturing process. Lee and Zhang [26] developed a discrete element method (DEM) 

model to simulate the powder spreading process in SLM. In addition, a computational fluid 

dynamics (CFD) model is developed to investigate the melt pool dynamics with the 

incorporation of DEM generated powder bed. The thermal information was utilized to 

calculate solidification morphology and grain size. Panwisawas et al [27] simulated the 

positions of powder particles in a powder bed by dropping spheres based on encountered 

obstacles. Micro-scale CFD simulations were performed to establish the relationship 

between laser process parameters, melt pool and microstructure. Shrestha and Chou [28] 

modeled the two-layer powder deposition process in SLM.Their simulation showed 

interlayer lack-of-fusion phenomenon if a high laser scanning speed was applied. Using 

both DEM and CFD modelling tool, Cheng et al [29] studied the powder spreading 

condition on melt pool characteristics in SLM process. A higher powder bed packing 

density, caused by smaller roller rotational speed, lead to smaller re-melting depth. 

Lawrence Livermore National Laboratory (LLNL) utilized the arbitrary Lagrangian-

Eulerian (ALE) package to study various physical processes such as melt pool dynamics, 

scanning track surface morphology, and melt pool emission [30-33]. A comprehensive 

review of additive manufacturing process thermal analysis and simulation can be found in 

literature [34]. However, it is very difficult to simulate the spatter motion over the entire 

build chamber using the micro-scale melt pool model.  
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On the other hand, spatter characteristics can be studied by experimental 

measurement. Using the high-speed X-ray imaging technology, Zhao et al [35] were able 

to obtained important spatter parameters such as spatter count, diameter, and velocity with 

respect to different scanning speeds and laser powers. Their observations indicated that 

larger speed spatters could be generated from higher laser power conditions. Gunenthiram 

et al [36] also experimentally analyzed the formation of spatters in SLM process. By 

introducing a high-speed imager in SLM system, they quantified the spatter ejections as 

well as possible correlation with melt pool dynamics. Their results showed that larger sized 

spatters could be generated for SS316L material if high laser volume energy density was 

applied on powder bed. On the other hand, the droplet might be incorporated into melt pool 

area for Al-12Si material, thus higher spattering was observed on SS316L powder bed.  

Without any removal process, the spatters may re-deposit on the powder bed due 

to gravity and contaminate the build area, potentially affecting the build part quality. In 

common practice, a shielding gas flow can help to remove the ejected particles. However, 

the spatter removal efficiency heavily depends on the design and optimization of the gas 

flow system in the build chamber. Studies about the gas flow system are sparsely found in 

the literature. Philo et al [37, 38] developed a CFD model to study the gas flow 

characteristics inside the Renishaw AM250 build chamber. The movement of spatters was 

simulated by discrete phase method (DPM). The simulated velocity field in the chamber 

was validated against the flow field obtained by Hot Wire Anemometer (HWA) 

measurement. They found that the flow uniformity and average flow velocity could be 

influenced by inlet rail radius and inlet/outlet height. Wang and Chang [39] tried to 

optimize the flow uniformity inside a selective laser sintering (SLS) system. A CFD model 



7 

 

 

 

was utilized to investigate the effect of influential factors on flow velocity profile and 

uniformity, e.g., the trapezoid push nozzle, the suction tunnel and nozzle-to-plane distance. 

However, optimal design and modelling for build chamber to increase spatter removal rate, 

especially considering gas flow – spatter interaction, is still not thoroughly investigated. 

The optimization work regarding SLM gas flow system is extremely rare. In this 

study, parameters like volume flow rate, channel inlet and outlet locations, and other 

various aspects are examined. Some preliminary optimization work is performed. 

1.2.3 Literature review on chemical vapor deposition system  

Chemical vapor deposition system (CVD) is commonly used in the fabrication of 

solar cells, optical fiber, semiconductor devices, and other applications where thin-

coatings are necessary [40]. In recent years, CVD method is also applied in the graphene 

and carbon nanotubes manufacturing [41]. The CVD process produces high-purity, low-

cost, and large-scale thin-films. 

Gallium Nitride (GaN) is an advantageous material in the light emitting diodes 

(LED), transistors, and other semiconductor applications. One way to fabricate GaN is 

the hydride vapor phase epitaxy (HVPE) process. This method is low efficiency, and the 

fabricated films are heavily contaminated. Metal Organic Chemical Vapor Deposition 

(MOCVD) was first invented by Kawabata et al. [42]. Later, this process was improved 

by many researchers. Even so, there are many MOCVD process problems in the mass 

production phase. The improvement of growth rate and film uniformity is one of the 

major industry problems. In this study, the optimization of CVD system will be done with 

respect to TMG flow rate and system pressure. The radial basis function is used for 

parametric studies. 
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1.3 RESEARCH CONTRIBUTIONS 

The featured research contributions are listed below: 

(1) The conjugate heat transfer model is developed and validated. The response 

surfaces to model the numerical results are made regarding different sets of design 

variables. 

(2) The pressure-drop and hot-spot temperature are taken into consideration and 

serve as the design constraints. 

(3) A validated deterministic model is built to calculate the Pareto frontiers of the 

microchannel cooling systems. The Pareto solutions could provide important practical 

guidance to industrial applications. 

(4) A converged and robust reliability model is developed based on the 

Performance Measure Approach (PMA) 

(5) The reliability optimization with Gaussian distributed design variables are 

achieved. 

(6) The numerical simulation for SLM gas flow system is completed. And simple 

optimization work regarding this system is implemented. 

(7) The radial basis function (RBF) is used in the response surface models of the 

CVD system. This RBF method could capture the local behavior  more accurately. 
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2 MATHEMATICAL MODELLING OF MICROCHANNEL-BASED COOLING SYSTEM 

To study the performance and behaviour of a small area microchannel system, a 

conjugate heat transfer model for a single microchannel section was developed and 

simulated. The entire system is formulated by repetition of these single channel sections 

with periodic boundary conditions. GAMBIT is used to build the mesh [43], and the 

finite volume method, based on ANSYS FLUENT [44], was employed to solve the 

energy, momentum and continuity governing equations. The heat conduction equation is 

used to calculate the solid substrate temperatures. Grid independence was tested together 

with validation by comparisons with analytical results for fully developed flow. 

2.1 GOVERNING EQUATIONS AND SYSTEM DESIGN 

In this study, the microchannel hydraulic diameter ranges from 20 to 100 µm. Water 

is used as the cooling fluid. There is no mean free path for liquid, but the lattice spacing 𝛿 

can be used to replace mean free path. For water, the lattice spacing is approximately 0.3 

𝑛𝑚 [45]. Within this diameter range, the Knudsen number, defined in equation below, is 

smaller than 0.001 and the continuum model can be applied [46].  

 𝐾𝑛 = 𝜆̅/𝐿      (1) 

The fluid inside this microchannel system behaves as a single-phase, no-slip, 

laminar flow. Polydimethylsiloxane (PDMS) is used as insulation material on top of the 

system. Silicon is used as the substrate material, because it is widely used in the 

semiconductor industry and the fabrication techniques are well established [47, 48]. This 

study only considers rectangular microchannels and the effect of the shape and profile is not 

studied. 
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The equations for the conservation of mass, momentum and energy that are solved 

to get the steady-state solutions are: 

 𝛻 ∙ 𝑣⃗ = 0      (2) 

 𝛻 ∙ (𝜌𝑣⃗𝑣⃗) = −𝛻𝑝 + 𝜌𝑔⃗ + 𝛻 ∙ (𝜇𝛻𝑣⃗)     (3) 

 𝛻 ∙ (𝜌𝑐𝑝𝑣⃗𝑇) = 𝛻 ∙ (𝑘𝛻𝑇)     (4) 

where all the symbols are defined in the Nomenclature.  

The heat conduction equation, given below, is solved in the solid substrate region, 

whereas the convective flow is considered in the channel. 

 𝛻 ∙ (𝑘𝛻𝑇) = 0      (5) 

 

Figure 1 Model description and mesh generation for a single microchannel. 

In this study, the boundary conditions used are as follows: (1) A uniform heat flux 

𝑞′′ is imposed at the bottom of the microchannel; (2) The velocity inlet and the pressure 

outflow are used at the entrance and exit, respectively; (3) To simulate the convection at 
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the top surface of the insulation layer, a constant heat loss coefficient is applied with its 

value estimated from the correlation in the equation  given below[49]. The length scale 

used in the Nu and 𝑅𝑎 calculation is 𝐿𝑐 =
𝐴𝑠

𝑃
= 0.0025 𝑚. 

 𝑁𝑢 = 0.54𝑅𝑎1/4     (6) 

 The simulation results show that this natural convection heat loss is quite 

minor compared to the forced convection heat transfer through the microchannels. 

 

Figure 2 The unit-cell model description. 

 The optimization target is the 1cm by 1cm microchannel cooling system, and the 

simulation target is the unit-cell model. The details are illustrated in Figure 2. A small 

natural convection heat loss coefficient (h=15 𝑊/𝑚2𝐾) is applied at the top surface of 

PDMS insulation to simulate the natural convection heat loss on top. Grid independence is 

tested regarding the unit-cell model and a grid of larger than 580 K points are used for all 

cases. 

Three design variables are considered in this work. The default value, design range, 

and uncertainty levels are listed in the table. The uncertainty from the number of channels 
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(channel width) is not considered in our study since its uncertainty is expected to be low in 

practical problems. Because we are considering a cooling system of 1cm by 1cm size, the 

number of channels has an inverse relation with the channel width. The relation is 𝑁 ≅

104/(2𝑊). 

Table 1 Design variables or operating conditions used. 

Design variable 

or operating 

conditions 

Unit Default value Design range Uncertainty level 

Flow rate ml/min - 0-250 5% 

Heat flux 𝑊/𝑐𝑚2 50 20-80 5% 

The number of 

channels 

- 50 50-250 - 

 

2.2 VALIDATION 

An experimental setup was finished mainly for validation purposes. To further 

ensure simulation accuracy, the simulation results were compared with analytical 

calculations and the grid independence test was performed. Similar modelling approaches 

have been applied by other researchers [5]. To further validate the numerical model, some 

test simulations are carried out and the results are compared with the fully developed 

analytical results. Grid independence is tested in detail and a grid of larger than 580 K 

points are used for all cases. All solutions are converged to residuals lower than 10−6 for 

continuity/momentum and 10−9 for energy. These were varied to ensure that the results 

are independent of the chosen values. 
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2.2.1 Experimental comparisons 

An open-loop experimental setup is built. The microchannels are fabricated 

through the wet etching technique. A syringe pump is used to provide water into the 

channels. The inlet/outlet pressure and temperature are measured with pressure 

transducers and water-proof thermocouples. The experimental circuit and the actual setup 

are shown in the figure. 

 

Figure 3 Experimental setup of the microchannel cooling system. 

The pressure and temperature signals are collected using National instrument 

board and processed in the LabVIEW program. Heating power is supplied by a DC 

power supply and proper insulations are sealed. 

 

Figure 4 Temperature and pressure-drop comparisons between simulation and 

experiment. 
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In this comparison, a heat input of 2.4 𝑊/𝑐𝑚2 was applied at the substrate 

bottom. The channel outlet temperature and pressure drop across the channel are 

measured and simulated. The responses over a range of Reynolds numbers are compared. 

The channel outlet temperature decreases as the Reynolds number increases, and the 

pressure drop increases almost linearly in both simulation and experiments. A reasonably 

close match is observed in the figure shown.  

2.2.2 Grid independence 

First, five models with different grid sizes are built. Then, the same boundary 

conditions and solution methods are applied. Results such as pressure drop, fluid 

inlet/outlet temperature difference and hot-spot temperature are compared in Figure 5. 

 

Figure 5 Grid Independence test under the conditions of 𝑅𝑒 = 10 and 𝑞′′ =

1 𝑊/𝑐𝑚2. 

From this figure, we can see that the variations in the results are minor with mesh 

number of 583 K or higher. So, this grid is applied for all models. 
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2.2.3 Comparisons with analytical results 

In the microchannel cooling setup, the incoming flow is in the developing phase in 

the entrance region. It gradually transforms into a developed flow. The pressure-drop 

within the developing phase is larger than the pressure-drop within the developed phase. 

In the developed phase, the numerically simulated simultaneously developing (SD) 

pressure-drop results should match with the analytically calculated fully developed (FD) 

results. 

 

Figure 6 Local pressure comparison between simultaneously developing (SD) 

numerical simulation results and fully developed (FD) analytical results. Conditions: 𝑁 =

50, 𝑉̇ = 100 𝑚𝑙/𝑚𝑖𝑛. 

Even though simulations in this study are for developing cases, it isworthwhile to 

compare these numerical results with the fully developed analytical results. The main 

difference between developing and developed cases is the entry region. In the hydrodynamic 

entry region, the wall shear stress is very high, and the boundary thickness is comparatively 

small. Thus, the pressure gradient is highest at the inlet and decreases to a constant value when 
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the flow becomes fully developed. From Figure 6, the predictions based on theory are verified. 

This gives greater confidence in the numerical modelling. 

2.3 MODELLING RESULTS 

The numerical simulation results provide fundamental understanding on the 

microchannel-cooling system. Different design variables are tried. The main 

concentration is on the temperature and pressure-drop responses. Based on the modelling 

results, a better optimization formulation is achievable. 

2.3.1 Temperature response 

To obtain the hot-spot temperature locations, temperature plots along different 

locations are displayed in Figure 7. Traverses 1-9 are nine lines going from a location on the 

inlet plane to the corresponding ending location on the outlet plane. The 9 selected locations 

are listed here: (a) 2 traverses on the substrate bottom, (b) 2 traverses on the top surface of the 

insulation layer, (c) 1 traverse on the substrate/insulation interface, (d) 4 traverses on the four 

corners of fluid channel. 

  

Figure 7 Temperature plots along different traverses. 

This figure shows the temperature plots of simulation for the case of 𝑁 = 50, 𝑉̇ =

100 𝑚𝑙/𝑚𝑖𝑛. In this study, a constant heat flux input is imposed at the bottom of the substrate. 
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The moving fluid inside the microchannel heats up as it removes the input heat. Thus, the 

channel serves as a heat sink. Temperature differences between heat source and heat sink are 

demonstrated in Figure 7. As the flow approaches the channel outlet, the fluid and substrate 

temperatures increase. All other cases have similar boundary conditions and thermal 

circumstances. Thus, the temperature plots behave similarly to Figure 7. The hot-spot 

temperature is observed to be always at the bottom of the outlet surface of the system and 

away from the fluid channel. In other words, for this geometry the hot-spot temperature 

consistently locates at the ending point of the traverse 9. 

 

Figure 8 Bottom View Temperature Contours with different number of channels. 

By changing the number of channels in the 1cm×1cm region, the system base 

temperature is illustrated in above figure. Microchannel system with more channel 

numbers shows better and more uniform temperature distribution. The hot-spot temperature 

is reduced from 640 K to around 356 K when the number of channels is increased from 10 

to 50. Thus, increasing the number of channels can provide a much better thermal 

performance.  
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2.3.2 Pressure-drop and pumping power responses 

With different incoming flow velocity, or Re, the responses from the pressure-drop, 

pumping power and system thermal resistance are displayed below. The pressure-drop 

across the channel is the inlet and outlet pressure difference across the entire channel. The 

pumping power can be calculated directly based on the pressure-drop and flow rate values. 

The system resistance is calculated based on the heat input and the averaged substrate 

temperature. 

 

 

Figure 9 Pressure loss, total pumping power and thermal resistance responses with 

varying Reynolds number. 

The thermal resistance reduces as the Reynolds number increases, which means a 

higher incoming flow benefits the system thermal performance as expected. However, the 

pressure-drop increases with the Reynolds number. Worse than that is the polynomial 

increasing pumping power. At lower Reynolds numbers, the thermal improvement is more 

significant, and the pumping power sacrifice is not that significant. At higher Reynolds 

numbers, the thermal improvement is much smaller, but the pumping power punishment 



19 

 

 

 

becomes quite high and non-negligible. This finding indicates that there might be an optimal 

Reynolds number or system design somewhere in the middle. 

2.3.3 Cutoff flow rate and acceptable design region 

If we define ‘cutoff flow rate’ as the flow rate above or below which the system will 

fail, it is possible to find a proper design region. In order to find the cutoff flow rate, we need 

the response plots with respect to the design variables. For the pressure-drop case, the cutoff 

flow rate is the design when the pressure-drop equals the pressure-drop constraint. The 

designs with higher flow rate will fail due to a unacceptable pressure-drop. For the 

temperature case, the cutoff flow rate is the design when the hot-spot temperature equals the 

temperature constraint. The designs with lower flow rate will fail due to the improper 

temperature. 

  

Figure 10 (Left) Cutoff flow rate for different pressure thresholds; (Right) Cutoff 

flow rate for 𝑞′′ = 50 𝑊/𝑐𝑚2. 

Inside the proper design region, all designs are feasible. In other words, the pressure-

drop does not exceed the pressure-drop limit value, and the hot-spot temperature is less than 

the temperature constraint. The fact is that the optimal design should be a design that lies 

inside the proper design region. 
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2.4 OTHER CHANNEL CONFIGURATIONS AND SUBSTRATE MATERIALS 

Microchannel systems have many different configurations and material choices. 

The rectangular microchannel is the most common one due to its ease of fabrication. But 

it is not necessarily the best one for all applications. Circular and trapezoidal channels are 

some of the other geometry choices. Bifurcation, wavy, and oblique structures are some 

of the various heat enhancement structures available. Besides, the substrate material is 

another variable in designing a solid microchannel cooling system. All these different 

conditions will be reviewed in this section. 

2.4.1 Circular 

Microchannel geometries can be classified as circular and non-circular 

microchannels. In this study, we focus on rectangular microchannels, which is one type 

of non-circular channels. However, we cannot ignore the circular channels and its 

potential benefits. Particularly, some lab-on-chip applications require circular channels 

for special tasks such as cell growth. So, it is worthwhile to study the circular 

microchannels. 

The flow areas are kept the same for both rectangular and circular configurations. 

With the same volume flow rates, the incoming velocities are the same for the two cases. 

The detailed arrangements are shown in the figure below: 
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Figure 11 CAD details for (Left) the default rectangular design; (Right) the 

circular design. 

A series of simulations are carried out accordingly. The flow rate is changed from 

10 mL/min to 100 mL/min. The pressure-drop and hot-spot temperature results are 

compared. 

 

Figure 12 Pressure-drop and hot-spot temperature compares of the two designs. 

From the above figure, the circular microchannel revealed better thermal and 

hydrodynamic performance. The circular channel pressure-drops are 5-20% less than the 
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pressure-drops of the rectangular channels. And the substrate temperature is also better 

controlled in the circular configuration. 

2.4.2 Bifurcation 

In the internal cooling systems, the developing flow region shows better heat 

transfer compared to the developed flow region. In the microchannel cooling system, the 

entrance region is small as the channel hydraulic diameter is small. To enhance the heat 

transfer, one natural way is to add bifurcation regions when the flow becomes developed. 

The design, together with its computational domain, is shown in below figure.  

 

Figure 13 Graphic representation of a bifurcation design. 

When an additional partition is added in the tunnel, there are two mechanisms that 

enhanced the heat transfer in the bifurcation design. One enhancement comes from the 

flow pattern as the flow is transferred from developed flow to developing flow. When the 

bifurcation occurs, the microchannel width is reduced by half. And the heat transfer for 

smaller diameter channels will be improved accordingly. 
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Figure 14 Comparison between bifurcation model and original model without 

bifurcation: (Left) Temperature, (Right) Pressure. 

The above figure shows the temperature and pressure-drop comparisons. 

Compared to the logarithmic increasing substrate temperature of the original design, the 

substrate temperature of the bifurcation design is a lot more uniform. This can help 

reduce the hot-spot temperature and the thermal resistance of the cooling system. 

Unfortunately, the pressure-drop is much higher compared to the original design. 

We also tested other heat enhancement methods such as wavy structure, channel 

with baffles, and converging-diverging channels. The thermal improvement is always 

accompanied with higher hydrodynamic punishment. For example, all these heat 

enhancement methods reduce the hot-spot temperature and thermal resistance. But at the 

same time, the pressure-drop increases. Most available heat enhancement methods are 

employed to break the developed flow into developing flow. The developing flow region 

has a higher pressure-drop gradient compared to developed flows. 

2.4.3 Mini-channels 

Mini-channels are capable of handling large heat flux as well. Generally, channels 

with sizes larger than 0.5 mm can be treated as mini-channels. For mini-channels, the 
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required pressure-drop is much smaller. Some cooling applications do not generate large 

heat flux. And the mini-channel device is a good option which balances both thermal 

requirement and pumping demand. 

 

Figure 15 A comparison of a microchannel device with a mini-channel device. 

The home-made microchannel and mini-channel devices are shown in the figure 

above. The fabrication of mini-channel device can be easily done by computer numerical 

control (CNC) machines. This ease of fabrication is another attractive advantage of mini-

channels. 
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Figure 16 Pressure-drop and hot-spot temperature variations with channel size, 

𝑞′′ = 10,000 𝑊/𝑚2. 

The pressure-drop and temperature variations with the channel size are shown. 

Like what is observed in the microchannels, the pressure-drop decreases exponentially as 

the channel size increases, while the temperature has a positive linear relation with the 

channel size. But the pressure-drop magnitude (kilo-pascal range) is much smaller 

compared to the ones in microchannels (105-pascal range). 

2.4.4 Different substrate materials 

In the electronic cooling applications, some of the choice substrate materials are 

silicon, aluminum, cooper, Silicon carbide (SiC), bronze, and diamond. In this study, the 

default substrate material is silicon. Compared to the silicon thermal conductivity of 1.3 

W/mK, bronze has a thermal conductivity about 20 times higher. The simulation results 

are shown. 

 

Figure 17 Microchannel temperature comparisons with silicon substrate and 

bronze substrate. 
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The pressure-drop between the two cases are the same. However, the substrate 

temperature distributions differ a lot. The figure above is the temperature plot comparison 

for two different substrate materials: Bronze and Silicon. The temperature gradient for 

bronze-made substrate is much lower compared to the temperature gradient for silicon-

made substrate. This is due to the higher thermal conductivity of bronze. For the same 

reason, the average temperature for bronze-substrate is lower than silicon-substrate. To 

control the hot-spot temperature, one desirable way is to replace the substrate material to 

a higher conductive one. 

2.5 BIO-ENGINEERING APPLICATIONS 

Besides the electronic cooling application, microchannel flows show great 

potential in bio-technologies. One example is microfluidics devices. With the micro-scale 

devices, low sample consumption, shorten experimental time, and better experimental 

accuracy are possible. However, thermal effects on bio-engineering microchannel 

applications have barely been studied. 

Blood vessels have a wide range of dimensions. The dimensions of aorta, artery, 

arterioles, terminal arterioles, and capillary are approximately 25 mm, 4 mm, 30 𝜇𝑚, 10 

𝜇𝑚, and 8 𝜇𝑚 [50]. The human blood flows are transition flows from mini-channel to 

microchannel. 
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Figure 18 3D CAD geometry for simulated blood vessels. 

A short piece of blood vessel transition from 100 𝜇𝑚 to 25 𝜇𝑚 is numerically 

simulated. This could be a bifurcation session of artery to arterioles. 

 

 

 

Figure 19 Blood viscosity models (1) & (2). 

The blood viscosity is dependent on both temperature and shear rate. To better 

approximate the viscosity, two different viscosity models are compared. 

Model (1): 
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𝜇 = 𝑘𝛾̇𝑛−1𝑒𝑥𝑝 [𝛼(
1

𝑇
−

1

𝑇𝑟𝑒𝑓
)]     (7) 

Model (2): 

𝜇 = 𝑘𝛾̇𝑛−1𝑒𝑥𝑝 [𝛼(𝑇 − 𝑇𝑟𝑒𝑓)]    (8) 

The blood viscosity data set is collected from Rand et al. [51]. In this paper, they 

measured the viscosity at various levels of hematocrit, temperature and shear rate. The 

data set at 40 Hct is used. The comparisons and error estimations are shown in the figure 

above and the table below. Model (2) provides lower errors and better accuracy, and it is 

chosen as the viscosity model. 

Table 2 Two fit model of the Blood Viscosity relations with Temperature/shear 

rate. 

Short name Description Model (1) Model (2) 

sse Sum of squares 

due to error 

0.7279 2.1139 

rsquare R-squared 

(coefficient of 

determination) 

0.9866 0.9611 

rmse Root mean squared 

error (standard 

error) 

0.2366 0.4032 
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Figure 20 (left) Velocity contours with power law viscosity; (right) Pressure 

contours with power law viscosity. 

In this simulation, the inlet boundary condition is a constant velocity, the outlet is 

a pressure-outlet. All vessel walls are taken as adiabatic. In future studies, thermal 

boundaries can be applied on the walls. The thermal and pressure responses of blood flow 

under constant heat flux and constant temperature cases can be studied. 

Figure 20 shows the velocity and pressure contours of the blood vessels. A 

pressure drop of about 300 mmHg is required to drive the blood motion at 0.1 m/s 

through the 3 mm distance. 
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Figure 21 Local static pressure along vessel centerline with compares of (1) 

constant viscosity and (2) power law viscosity. 

The pressure plot along the vessel centerline is shown in the figure above. The 

pressure drop gradient is small in the artery region and large in the arteriole region. This 

trend matches well with the experimental results of Zweifach [52]. 
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3 DETERMINISTIC OPTIMIZATION OF MICROCHANNEL COOLING SYSTEMS 

The pressure, temperature, pumping power and thermal resistance of the system 

were calculated based on the unit modelling results. Two practical concerns, the pressure 

drop limitation and the hot-spot temperature limitation, were taken as constraints. Beyond 

certain limits that are pre-determined, the system will fail, and the design becomes 

infeasible. 

3.1 PRACTICAL LIMITATIONS 

The microchannel heat removal system is usually applied to cool electronic devices. 

The heat flux could be very high, sometimes up to 100 𝑊/𝑐𝑚2. In this work, the heat flux is 

in the range of 20 − 60 𝑊/𝑐𝑚2, which is about 200-600 times direct solar radiation. In such 

a small area, the existence of this large heat input will accompany unacceptable joint 

temperatures if not being cooled properly. Even though the microchannel cooling technique 

is employed, the joint temperature may still shoot up to 90 ℃ or higher. 

For microchannel cooling systems, the pressure drop can easily reach 1 atmosphere. 

To further reduce the hot-spot temperature, a better cooling performance is desired which 

means higher flow rates or smaller channel dimensions. Both approaches engender even 

higher pressure drops. On the other hand, pumps that have a comparable size can hardly 

provide pressure drops higher than 1 atmosphere. The micro-pumps can be categorized into 

two large branches: Mechanical displacement driven and Electro- and Magneto-kinetic driven. 

Mechanical driven pumps include diaphragm, rotary and phase change pumps. Electro and 

Magneto-kinetic consist of electrodynamic, electroosmotic, electrowetting and 

magnetohydrodynamic [13]. The size of micro pumps is at micro level but they can barely 

handle enough flow rate for cooling purposes. The industrial pumps can afford both high 
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pressure and enough flow rate but their sizes are relatively large. Also, the silicon substrate 

may fail due to the accompanied high mechanical stress. Summarizing both situations, the 

pressure drop constraint is taken as 3 atmospheres in this work. 

3.2 PARAMETRIC MODELLING 

There are two conflicting objectives, pumping power and thermal resistance in this 

scenario. The goal is to control the objectives below specified acceptable limits. In this 

work, two sets of design variables are evaluated: (Set I) Incoming flow rate and number of 

channels; (Set II) Incoming flow rate and heat flux. To represent the thermal and fluid 

behavior in terms of design variables, Polynomial Response Surface (PRS) methodology 

is used. Referring to the available optimization procedures [53], appropriate formulations 

of the microchannel cooling system are constructed. For improved thermal performance, 

one objective  is to minimize the thermal resistance. Another objective is to minimize the 

pumping power. Pressure drop and hot-spot temperature constitute two major design 

constraints. Subsequently, a more practical multi-objective optimization problem is 

formulated instead of optimizing the pumping power and thermal resistance individually. 

Lastly, a Pareto frontier optimization is performed using a similar approach for both cases. 

Based on the simulation results, performance response curves are formulated for 

hot-spot temperature, pressure, thermal resistance and pumping power. Hot-spot 

temperature and pressure data points can be obtained from the simulation results directly 

while pumping power and thermal resistance have to be calculated through the two 

equations given below [48, 49]. This process leads to four curve-fitted functions for (Set I) 

and (Set II) each. From the fully developed flow analysis, the four responses can be roughly 
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estimated by polynomial combinations of the two sets of design variables [48, 49, 54].   So 

the most common and straightforward Response Surface Method (RSM) tool, PRS, is used. 

 𝑃𝑜𝑤𝑒𝑟 =
𝑚̇∆𝑝

𝜌
      (9) 

 𝜃 =
𝑇𝑠𝑢𝑏,𝑎𝑣𝑔−𝑇𝑖𝑛

𝑞′′
     (10) 

The exact form of the PRS used is: 

 𝐹(𝑥, 𝑦) = 𝑝00 + 𝑝10𝑥 + 𝑝01𝑦 + 𝑝20𝑥2 + 𝑝11𝑥𝑦 + 𝑝02𝑦2  (11) 

For (Set I), The design variables are flow rate 𝑉̇ (or the inverse of 𝑉̇) and number of 

channels 𝑁 (or the inverse of 𝑁). The number of channels 𝑁 has inverse relation with the 

channel width, thus being 𝑁 ≅ 104/(2𝑊). For (Set II), The design variables are flow rate 𝑉̇ 

(or the inverse of 𝑉̇) and heat flux 𝑞′′. The choice is made based on the analytically derived 

equations. For example, the pressure-drop equation for internal laminar flow can be written 

as  ∆𝑃 = 𝑓
𝐿

𝐷

𝜌𝑉𝑎𝑣𝑔
2

2
. Average velocity has a positive relation with the flow rate. Thus, the flow 

rate  𝑉̇ and the inverse of channel width 1/𝑊 (the number of channels) are used as the 

variable x and y in the pressure-drop parametric modelling. A quick summary of the PRS 

arguments and coefficients calculated are shown in Table 3 and Table 4. 
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3.2.1 Flow rate and channel width 

 

Figure 22 Response surfaces of (Set I) for hot-spot temperature, pressure drop, 

thermal resistance and pumping power. 

Table 3 Polynomial curve fitting details of (Set II). 

Case x y 𝑝00 𝑝10 𝑝01 𝑝20 𝑝11 𝑝02 

Hot-Spot 

Temperatu

re 

𝑉̇−1 𝑞′′ 60.46 809.2 392.4 -582.9 360.8 9324 

Thermal 

Resistance 
𝑉̇−1 𝑞′′ 1.902e-

05 

0.00090

67 

0.00086

61 

-

0.0011

53 

0.0024

09 

0.014

82 

Pressure 𝑉̇ 𝑞′′ 1.335e+

05 

-2214 -2464 0.8879 52.76 8.045 

Pumping 

Power 
𝑉̇ 𝑞′′ 0.3456 -

0.01088 

0.00451

9 

6.58e-

05 

9.439e-

05 

9.332

e-06 
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In this study, 6 different flow rates and 5 different number of channels or 5 different 

heat flux values are selected and simulated. In total, there are 6 × 5 × 5 simulation data points. 

The polynomial response surfaces are shown in Figure 22 and Figure 23. 

3.2.2 Flow rate and heat input 

 

Figure 23 Response surfaces of (Set II) for hot-spot temperature, pressure drop, 

thermal resistance and pumping power. 

In these figures, the x and y axis represent the design variables. The fitted results are 

shown on the z axis. The numerical results are shown as the blue dots while the surfaces are 

the fitted functions. The R squared value as correlation coefficients, for the response surfaces 

are above 0.95. Thus, good matches are obtained. 
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Table 4 Polynomial curve fitting details of (Set II). 

Case x y 𝑝00 𝑝10 𝑝01 𝑝20 𝑝11 𝑝02 

Hot-Spot 

Temperature 
𝑉̇−1 𝑞′′ 25.83 59.24 0.7764 -401.5 14.5 -1.19e-

08 

Thermal 

Resistance 
𝑉̇−1 𝑞′′ 2.77e-5 0.0008803 -1.562e-

21 

-0.0008647 1.531e-

20 

1.479e

-23 

Pressure 𝑉̇ 𝑞′′ -61.99 3399 -5.116e-

10 

0.9077 -1.782e-

11 

2.396e

-08 

Pumping 

Power 
𝑉̇ 𝑞′′ 0.000967

6 

-0.0001054 -1.208e-

14 

5.908e-05 -6.796e-

18 

1.828e

-13 

 

From Figure 22, thermal resistance and hot-spot temperature responses decrease as 

flow rate and number of channels increase. On the contrary, pressure and pumping power 

responses increase as flow rate and number of channels increase. Flow rate effects are the 

same in Figure 22 and Figure 23. From Figure 23, only the hot-spot temperature is dependent 

on the heat flux input variable. As the flow rate and number of channels increases, the heat 

transfer is enhanced due to a higher heat transfer coefficient and larger contact area. But the 

required pressure-drop will be increased as pumping more water through smaller channels 

requires higher pressure-drop. 

3.2.3 Response surfaces based on Radial basis function (RBF)  

The RBF is a series of the chosen basis functions. The general form is the 

equation below [55]. 

𝑓(𝑥) = ∑ 𝑤𝑖𝜑(‖𝑥 − 𝑥𝑖‖)𝑁
𝑖=1      (12) 

In this equation, f is the response, and x is the input. The basis function is 

𝜑(‖𝑥 − 𝑥𝑖‖), and 𝑤𝑖 is the weighting factor of each basis function for the 𝑖th input. In 

our case, the modified form of Euclidean distance is used as the basis function. So, the 

general form can be rewritten as the following: 
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𝑓(𝑥) = ∑ 𝑤𝑖√(
𝑥−𝑥𝑖

𝑥𝑚
)2 + (

𝑦−𝑦𝑖

𝑦𝑚
)2𝑁

𝑖=1     (13) 

Polynomial function is easy, but it has large fitting errors when the response 

surfaces have distinct local behavior. On the other hand, RBF goes through all input 

pairs. It has much higher accuracy in the estimations of local response surfaces. We will 

illustrate this point in the CVD applications. 

3.3 SINGLE- AND MULTI- OBJECTIVE OPTIMIZATION 

3.3.1 Single-objective optimization 

The goal of single-objective optimization is to minimize or maximize a certain 

objective function under proper constraints. As mentioned earlier, the objective functions are 

thermal resistance and pumping power, which are calculated from the equations in section 3.1.  

The first formulation is to minimize the non-dimensional thermal resistance, while 

satisfying the pressure and temperature constraints. This aims at reaching better cooling 

performance without consideration of pumping power. 

 

𝑀𝑖𝑛𝑄,𝑁

𝑠. 𝑡.    

𝜃

|𝜃𝑚𝑎𝑥|

𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 ≤ 3 𝑎𝑡𝑚
𝐻𝑜𝑡𝑇 ≤ 90℃

5 ≤ 𝑉̇ ≤ 100 𝑚𝑙/𝑚𝑖𝑛
50 ≤ 𝑁 ≤ 250

    (14) 

With the existence of the pressure and temperature constraints, the feasible solution 

should stay to the left of the pressure constraint line (blue) and to the right of the 

temperature constraint line (red). On the left side of the pressure constraint, the design has 

a low number of channels and flow rate. The pressure-drop does not exceed the pressure-

drop constraint. On the right-side of the temperature constraint, the design has a high 
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number of channels and flow rate. The hot-spot temperature does not exceed the hot-spot 

temperature constraint. 

 

Figure 24 Optimal solution for minimizing the thermal resistance. 

From Figure 23 (c), higher flow rate and a larger number of channels are required 

to reduce the thermal resistance.  Thus, this optimization leads to an optimal point close to 

the pressure constraint boundary with maximum allowed flow rate. The optimal point in 

design variable plane is shown as a green dot in Figure 24. To minimize the thermal 

resistance, the design with highest allowed flow rate and number of channels is selected. 

This design provides the best thermal performance within the feasible design domain. 

The second formulation is to minimize the non-dimensional pumping power, while 

satisfying the pressure and temperature constraints. The target is to reduce the required 

pumping power without system failure. 
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𝑀𝑖𝑛𝑄,𝑁

𝑠. 𝑡.    

𝑃𝑜𝑤𝑒𝑟

|𝑃𝑜𝑤𝑒𝑟𝑚𝑎𝑥|

𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 ≤ 3 𝑎𝑡𝑚
𝐻𝑜𝑡𝑇 ≤ 90℃

5 ≤ 𝑉̇ ≤ 100 𝑚𝑙/𝑚𝑖𝑛
50 ≤ 𝑁 ≤ 250

    (15) 

 

Figure 25 Optimal solution for minimizing the pumping power. 

From Figure 23 (d), lower flow rate and smaller number of channels are needed to 

lower the pumping power. Contrary to minimizing the thermal resistance, it can be 

expected that the optimal solution for minimizing the pumping power should yield either 

smallest flow rate or smallest number of channels in the feasible region. The number of 

channels has inverse relation with the channel width, and the channel width has a close 

relation with the hydraulic diameter 𝐷ℎ  of the channels. Compared to flow rate 𝑉̇ , 

hydraulic diameter 𝐷ℎ has higher influence on the pumping power. Thus, this optimization 

leads to an optimal point close to the temperature constraint boundary with minimum 

allowed number of channels. The optimization result is shown as a green dot in Figure 25. 
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3.3.2 Multi-objective optimization 

The third formulation is to minimize the non-dimensional thermal resistance and 

the non-dimensional pumping power within the feasible design domain. A linear 

summation with equal weights on each function is applied. The detailed formulation is in 

below equation. 

 

𝑀𝑖𝑛𝑄,𝑁

𝑠. 𝑡.    

𝜃

|𝜃𝑚𝑎𝑥|
+

𝑃𝑜𝑤𝑒𝑟

|𝑃𝑜𝑤𝑒𝑟𝑚𝑎𝑥|

𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 ≤ 3 𝑎𝑡𝑚
𝐻𝑜𝑡𝑇 ≤ 90℃

5 ≤ 𝑉̇ ≤ 100 𝑚𝑙/𝑚𝑖𝑛
50 ≤ 𝑁 ≤ 250

    (16) 

 

Figure 26 Optimal solution of the multi-objective optimization problem, 

considering the effects of both the pumping power and the thermal resistance. 

The feasibility and the optimal solution are shown in Figure 26, where the optimal 

point is shown as a green dot. This solution provides a balanced solution between thermal 

resistance and pumping power. With equal weights on thermal resistance and pumping 
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power, there are no alternate solutions that yield better performance under the given 

constraints. 

3.3.3 Pareto Frontiers 

Pareto optimality is a solution that cannot be improved in one objective without 

making another one worse off. A series of Pareto optimal solutions are called Pareto 

frontiers. In order to calculate the Pareto frontiers, linearly varying weights 𝜔 and 1 − 𝜔, 

instead of equal weight, are used in the formulations. Thus, the single- and multi-objective 

optimization discussed above are merely special cases of Pareto optimization. When 𝜔 =

1, the optimization is exactly the single-objective optimization for minimization of the 

thermal resistance. When 𝜔 = 0 ,  the optimization is exactly the single-objective 

optimization for minimization of the pumping power. When 𝜔 = 0.5, the optimization is 

exactly the multi-objective optimization in section 3.3. For this reason, the single- and 

multi- optimization for (Set II) are already included in the Pareto frontiers of this section. 

The Pareto optimization formulations are shown in below equation.  

 

𝑀𝑖𝑛𝑄,𝑁

𝑠. 𝑡.
   

𝜔
𝜃

|𝜃𝑚𝑎𝑥|
+ (1 − 𝜔)

𝑃𝑜𝑤𝑒𝑟

|𝑃𝑜𝑤𝑒𝑟𝑚𝑎𝑥|

𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 ≤ 3 𝑎𝑡𝑚
𝐻𝑜𝑡𝑇 ≤ 90℃

5 ≤ 𝑉̇ ≤ 100 𝑚𝑙/𝑚𝑖𝑛

(𝑆𝑒𝑡 𝐼) 50 ≤ 𝑁 ≤ 250  𝑜𝑟 (𝑆𝑒𝑡 𝐼𝐼) 20 ≤ 𝑞′′ ≤ 60 𝑊/𝑐𝑚2

0 ≤ 𝜔 ≤ 1

(17) 
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Figure 27 Pareto frontiers for (Set I) at constant heat flux 𝑞′′ = 50 𝑊/𝑐𝑚2 in the 

design variable plane. 

 

Figure 28 Pareto frontiers for (Set I) at constant heat flux 𝑞′′ = 50 𝑊/𝑐𝑚2 in the 

objective plane. 

For (Set I), Pareto frontiers are shown in two different views. From the design 

variable plane in Figure 27, with a weight around 0, Pareto frontiers lie close to the 
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temperature constraint while a weight around 1 produces Pareto frontiers close to the 

pressure constraint.  

In the objective plane of Figure 28, Pareto frontiers form a smooth curve from left 

top corner to right bottom corner. The entire feasible domain lies above this curve while 

the cases below this curve all fail due to either a high pressure drop or a high hot-spot 

temperature. Thus, Pareto frontier curves give guidance on future designs. If a lower 

thermal resistance is required without any risk of system failure, a higher pumping power 

is necessary. More specifically, the supplied pumping power should be no less than the 

pumping power of the corresponding Pareto frontier point. For example, if a thermal 

resistance less than 4 × 10−5 °𝐾𝑚2/𝑊 is needed, then the pumping power will be higher 

than 0.3 𝑊. 

 

Figure 29 Pareto frontiers for (Set II) at constant number of channels 𝑁 = 50 in 

the design variable plane. 

For (Set II), the solutions are shown in Figure 29. Pareto frontiers for this case are 

fairly elementary points on the Hot-Spot temperature constraints. This is because the two 
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objectives: thermal resistance and pumping power are both independent of the design 

variable heat flux. The solutions that provide maximum heat flux inputs are obtained as the 

optimal solutions. To do so, a very minor adjustment term is applied to the objective 

function. Those solutions are exactly the points on the temperature constraint. From Figure 

29, the maximum heat flux in the feasible design domain is 64.67 𝑊/𝑐𝑚2. 

The Pareto frontiers for (Set II) are under constant number of channels 𝑁 = 50. If 

we change number of channels and repeat the Pareto optimization process of (Set II). 

Different maximum feasible heat flux under 5 different geometries can be obtained. The 

results are shown in Figure 30. 

 

Figure 30 Pareto frontiers for (Set II) with different number of channels 𝑁 =

50, 62, 83, 125, 250. 

With a larger number of channels, the hot-spot temperature constraint curve (red 

curve) moves towards higher heat flux. This means the thermal performance is better 

without the consideration of pressure drop. But the pressure-drop constraint curve (blue 
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curve) moves very quickly towards the smaller flow rate direction. With a total flow rate 

less than 30 ml/min, system design with 𝑊 = 20 𝜇𝑚 and 𝑁 = 50 can hardly remove heat 

flux of 50 𝑊/𝑐𝑚2. This value is the least feasible heat flux among the five designs.  

 

Figure 31 Optimal channel configuration. 

In Figure 31, a maximum feasible heat flux 69.39 𝑊/𝑐𝑚2 exists when number of 

channels 𝑁 equals 83 or channel width 𝑊 equals 60 𝜇𝑚. For designs with a larger number 

of channels or a smaller number of channels, the maximum feasible heat flux will be lower. 

For more channels or smaller channel widths, the pressure drop serves as the primary 

limitation of the maximum allowable heat flux. On the contrary, the hot-spot temperature 

serves as the primary limitation for a smaller number of channels or larger channel widths. 

Without system failure, this geometry with number of channels 𝑁 equals 83 can remove 

the maximum heat flux. It is the optimal channel geometry in this study. 

To remove higher heat flux than 69.39 𝑊/𝑐𝑚2 , either a higher pressure drop 

limitation beyond 3 atm or higher hot-spot temperature limitation beyond 90 ℃ is required. 
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However, a pressure drop of 3 atm and hot-spot temperature of 90 ℃ are common and 

realistic design limits for electronic systems [3]. 
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4 RELIABILITY-BASED DESIGN OPTIMIZATION (RBDO) OF MICROCHANNEL COOLING 

SYSTEMS 

 

The deterministic provides useful hints in a design process. However, the design 

variable variances may destroy the harmony. And the design uncertainties can be 

controlled within acceptable range but can be barely eliminated.  Thus, it is crucial to 

obtain optimal solutions under reliability frames. 

4.1 UNCERTAINTIES IN MICROCHANNEL SYSTEM 

The design uncertainties are not well studied in microchannel systems. Therefore, a 

few assumptions regarding the design uncertainties are made in advance. Those are: (1) 

Each design variable follows a Gaussian distribution; (2) The default standard derivation 

equals 5% or 10% of the mean value. From the 3-sigma rule, about 68%, 95%, and 99.7% 

of the values drawn from the distribution are within one sigma, two sigma, and three 

sigma away from the mean. These aspects are shown in Figure 32. 

 

Figure 32 The design variable distributions for the flow rate and heat flux. 
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Figure 33 The effects of the flow rate uncertainty on the hot-spot temperature and 

pressure drop. 

The flow rate fluctuates due to many reasons such as an unstable pumping 

pressure. The flow rate variation effects are shown in Figure 33. Another cause of flow 

rate uncertainty is the flow non-uniformity among the channels. In practice, the flow rate 

could be much higher for channels in the middle regions compared to the channels on the 

sides of the cooling module. In the current study, we assume the total flow rate is 

uniformly distributed over all the channels. The flow rate uncertainty from this cause is 

not covered in this study. 

Heat flux uncertainties arise from factors like supply voltage, and environment 

fluctuations. The heat flux fluctuation effects are shown in Figure 34. The heat flux 

uncertainty does not affect the pressure drop, but it primarily affects the hot-spot 

temperature by more than 5℃. 
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Figure 34 The effects of the heat flux uncertainty on the hot-spot temperature and 

pressure drop. 

4.2 REVIEW OF METHODOLOGY FOR RELIABILITY OPTIMIZATION UNDER UNCERTAINTY 

In this session, the common reliability optimization methods are discussed. The 

Performance Measure Approach (PMA) is chosen as the main reliability optimization 

method in this study. 

4.2.1 Reliability index approach (RIA) and performance measure approach (PMA) 

The main difference between the deterministic and reliability optimizations is the 

design constraint [20]. In reliability approaches, the design constraint is expressed as a 

failure probability limitation. The common form is 𝑃(𝐺𝑖(𝑥) < 0) ≤ 𝑃𝑓,𝑖, where 𝐺𝑖 is the 

𝑖th constraint function, and 𝑃𝑓,𝑖 is the 𝑖th constraint failure limitation. 

There are two ways to rewrite the probabilistic constraint, both require the help of 

the reliability index as 𝛽𝑡 = −𝛷−1(𝑃𝑓). Below are the equations for the two methods. 

𝛽𝑠 = −𝛷−1(𝐹𝐺(0)) ≥ 𝛽𝑡     (18) 

𝑔∗ = 𝐹𝐺
−1(𝛷(−𝛽𝑡)) ≥ 0     (19) 
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The first listed equation represents the Reliability Index Approach (RIA) [56], and 

the second one is the Performance Measure Approach (PMA) [20]. 

A linear example is used to test the robustness of the two methods. The 

optimization formulation is shown below. 

𝑀𝑖𝑛𝑑 𝑑1 + 𝑑2

𝑠. 𝑡. 𝑃𝑖[𝑔𝑖(𝑋) > 0] ≤ 𝑃𝑓,𝑖

0.1 ≤ 𝑑𝑗 ≤ 10, 𝑖 = 1, 2
    (20) 

Where, 

𝑔1(𝑋) = −𝑋1 − 2𝑋2 + 10

𝑔2(𝑋) = −2𝑋1 − 𝑋2 + 10
     (21) 

The allowable failure probabilities are 2% and 3%, respectively. The standard 

derivation of both design variables is 1/√3. 

 

Figure 35 Linear example optimal solution. 

The linear example optimization can be graphically demonstrated in above figure. 

However, the two methods behave differently with different initial guesses. 
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Table 5. RBDO using RIA and PMA with initial solution of d0 = [5, 5]. 

RBDO Cost d1 d2 Convergence 

RIA 10 5 5 No 

PMA 8.353 4.1230 4.2300 Yes 

 

Table 6 RBDO using RIA and PMA with initial solution of d0 = [3.5, 3.5]. 

RBDO Cost d1 d2 Convergence 

RIA 8.9506 4.3251  4.6255 No 

PMA 8.353 4.1230 4.2300 Yes 

 

Table 7 RBDO using RIA and PMA with initial solution of d0 = [4, 4]. 

RBDO Cost d1 d2 Convergence 

RIA 8.3532 4.1234 4.2298 Yes 

PMA 8.353 4.1230 4.2300 Yes 

 

From the above table, RIA method is very sensitive to initial guesses. For four 

selected initial guess pairs (2, 2), (3.5, 3.5), (5, 5) and (4, 4), RIA only converged for 

initial guess (4, 4). But PMA can provide converged results regardless of the initial 

guesses. Based on this reason, we would use PMA as our primary method in this study. 
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4.2.2 Benchmark examples 

The PMA code is validated by running a nonlinear benchmark example. This is a well-

defined reliability-based design optimization problem [57]. In this problem, there are three 

nonlinear probabilistic constraints. Also, the optimal solution is to be determined. The 

mathematical formulation is listed below. The objective is to minimize the summation of 𝑑1 

and 𝑑2. The design constraints are 𝑔1(𝑋), 𝑔2(𝑋), and 𝑔3(𝑋). 

𝑀𝑖𝑛𝑑 𝑑1 + 𝑑2

𝑠. 𝑡. 𝑃𝑖[𝑔𝑖(𝑋) > 0] ≤ 𝑃𝑓

0.1 ≤ 𝑑𝑗 ≤ 10, 𝑖 = 1, 2, 3
    (22) 

where 

𝑔1(𝑋) = 1 −
𝑋1

2𝑋2

20

𝑔2(𝑋) = 1 −
(𝑋1+𝑋2−5)2

30
−

(𝑋1−𝑋2−12)2

120

𝑔3(𝑋) = 1 −
80

𝑋1
2+8𝑋2+5

   (23) 

The reliability results are shown in Figure 36. The blue, red, and purple solid lines 

represent the deterministic form of the three design constraints respectively. The dash lines 

are the probability design constraints that guide the reliability optimization. And the computed 

optimal solution [𝑑1, 𝑑2] = [3.44, 3.29]  matches with the benchmark results [57]. The 

objective and constraint functions are polynomial functions like this nonlinear example. For 

this reason, this benchmark nonlinear example can serve as validation of the reliability method 

as well. 
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Figure 36 Application of PMA on a nonlinear benchmark problem. 

4.2.3 PMA for microchannel cooling systems 

In Performance measure approach, one reliability optimization formulation is 

divided into two deterministic sub-problems. The first sub-problem aims to find the most 

probable points (MPP) in the transformed standard normal space (u-space). The MPPs 

𝑢1
𝑘+1 and 𝑢2

𝑘+1 will be employed to evaluate the target performance measure 𝑔1
∗ and 𝑔2

∗ in 

the second sub-problem. 
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Figure 37 Flowchart representation of the PMA in microchannel cooling 

application. 

The detailed optimization process is illustrated in Figure 37. In this figure, the 

system constraints are taken into consideration through the system performance functions in 

u-space 𝐺𝑈. The initial guesses of the MPPs, 𝑢1
0 𝑎𝑛𝑑 𝑢2

0, together with the optimal solution 

guess 𝑑0 are provided to the MPP sub-problems. In MPP, the objective function is the 

transformed constraint functions in the u-space. The target reliability index 𝛽𝐺 is used as the 

constraint. The prescribed failure probability 𝑃𝑓 is closely related to the target reliability 

index 𝛽𝐺 in the form of 𝛽𝐺 = −𝛷−1(𝑃𝑓). 𝛷 is the Standard normal cumulative distribution 

function (CDF). In the microchannel cooling application, there are two probability 

constraints, one for the pressure drop and the other for the hot-spot temperature; thus, two 

MPP sub-problems are solved.  

Using the updated MPPs and the optimal solution from the last iteration, the 

probability constraints are evaluated as linear deterministic constraints. Moreover, this sub-

problem can be easily solved in the same method of the deterministic optimization process. 

The converged solution 𝑑∗ is the optimal reliability solution.  

4.3 SINGLE- AND MULTI- OBJECTIVE OPTIMIZATION 

The three design variables to be optimized are the flow rate, the number of channels 

(channel width) and heat flux. The uncertainties of flow rate and heat flux are considered 

in the optimization. Reliability optimization were performed for two different sets. In Set 

(I), the flow rate and the number of channels are the two design variables. In Set (II), the 

flow rate and heat flux are the design variables. The reliability optimization results and 

some important conclusions are made based on the probability optimization outcome.  
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4.4 PARETO FRONT OPTIMIZATION 

The probability optimization formulation for the first set is shown in the equation 

below. Two conflicting functions, dimensionless thermal resistance, and dimensionless 

pumping power are listed as the objectives. Hot-spot temperature and pressure drop served 

as two probability constraints. The failure probability is chosen as 0.13% based on three-

sigma rule. A varying factor 𝜔 is steadily adjusted from 0 to 1 with the intervals being 0.01. 

In total, the reliability optimization formulation is repeated 100 times. Thoese one hundred 

optimal solutions lead to the Pareto frontier. Compared to the Pareto frontier, there is no 

other solution that shows smaller thermal resistance and pumping power at the same time. 

The Pareto frontiers are the most efficient solutions. 

𝑀𝑖𝑛𝑉̇,  𝑊

𝑠. 𝑡.
   

𝜔
𝜃

|𝜃𝑚𝑎𝑥|
+ (1 − 𝜔)

𝑃𝑜𝑤𝑒𝑟

|𝑃𝑜𝑤𝑒𝑟𝑚𝑎𝑥|

𝑃1[𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 ≥ 3 𝑎𝑡𝑚] ≤ 0.13%

𝑃2[𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 ≥ 90℃] ≤ 0.13%

5 ≤ 𝑉̇ ≤ 100 𝑚 𝑙 𝑚⁄ 𝑖𝑛
20 ≤ 𝑊 ≤ 100 𝑢𝑚

0 ≤ 𝜔 ≤ 1

   (24) 

The optimization results for Set (I) in the design variable space are shown in Figure 

38. The blue solid line is the deterministic pressure constraint, and the red solid line is the 

deterministic hot-spot temperature constraint. On the upper side of the pressure constraint, 

the design has a low flow rate and high channel width. The pressure-drop does not exceed 

the pressure-drop constraint. On the right-side of the temperature constraint, the design has 

a low channel width and a high flow rate. The hot-spot temperature does not exceed the 

hot-spot temperature constraint. The dotted points represent the Pareto frontier. 
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Figure 38 Deterministic and probabilistic Pareto frontiers for Set (I) in the design 

variable plane. 

In above figure, three series of Pareto frontiers are compared. The black circle dots 

represent the deterministic Pareto frontiers. The green and purple square dots are the 

probabilistic Pareto frontiers with uncertainty levels of 5% and 10%. The red and blue solid 

lines are the deterministic hot-spot temperature and pressure drop constraints. The Pareto 

frontier with uncertainty lies farther away from the design constraint.  Such shift prevents the 

system failure with a 5% design variable fluctuation. When the uncertainty level is increased 

from 5% to 10%, the Pareto frontier moves even farther away from the design constraint. 
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Figure 39 Deterministic and probabilistic Pareto frontiers for Set (I) in the objective 

plane. 

Another perspective is to project the Pareto frontiers in the objective plane. The figure 

above shows the required pumping power and the corresponding thermal resistance for the 

Pareto frontiers. Compared to deterministic optimization results, higher pumping power is 

needed under design uncertainties. Thus, this figure can be used by a designer or operator to 

use trade-off between pumping power and thermal resistance to choose the desired operating 

point. Higher pumping power is needed for lower thermal resistance, as expected, and lower 

pumping power for higher thermal resistance. Depending on the available pumps and desired 

operation of the system, one could choose the most appropriate operating conditions.  

Set (II): Flow rate and heat flux 

In the second optimization set, the flow rate and heat flux are the design variables. 

The equation below shows the optimization formulation. 

 



58 

 

 

 

𝑀𝑖𝑛𝑉̇,  𝑞′′

𝑠. 𝑡.
   

𝜔
𝜃

|𝜃𝑚𝑎𝑥|
+ (1 − 𝜔)

𝑃𝑜𝑤𝑒𝑟

|𝑃𝑜𝑤𝑒𝑟𝑚𝑎𝑥|

𝑃1[𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 ≥ 3 𝑎𝑡𝑚] ≤ 0.13%

𝑃2[𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 ≥ 90℃] ≤ 0.13%

5 ≤ 𝑉̇ ≤ 250 𝑚 𝑙 𝑚⁄ 𝑖𝑛

20 ≤ 𝑞′′ ≤ 80 𝑊/𝑐𝑚2

0 ≤ 𝜔 ≤ 1

   (25) 

 

 

Figure 40 Optimal solution for minimizing the thermal resistance. 

The Pareto frontiers are shown in Figure 40. With the existence of pressure drop 

and hot-spot temperature constraints, there is a maximum feasible heat flux, which is the 

intersection point of the two constraints. Moreover, this maximum feasible heat flux shifts 

to lower values under design uncertainties. Compared to the deterministic case of 64.6 

𝑊/𝑐𝑚2, the maximum feasible heat flux reduces to 59.4 𝑊/𝑐𝑚2 and 55.1 𝑊/𝑐𝑚2 for 

uncertainty levels of 5% sigma and 10% sigma, respectively. The maximum feasible heat 

flux is the maximum heat flux value that the system can sustain without any danger of 
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system failure. In this study, the considered system failure factors are hot-spot temperature 

and pressure drop constraints. 

4.5 MAXIMUM FEASIBLE HEAT FLUX 

The default pressure-drop constraint value is taken as 3 atm, and the default hot-spot 

temperature constraint value is taken as 90 ℃. Under these constraints and default design 

conditions, the obtained maximum feasible heat flux is 59.4 𝑊/𝑐𝑚2. The design constraint 

effect on the maximum feasible heat flux is shown in Figure 41. In Figure 41 (a), the 

temperature constraint is set at constant values of 80, 90, and 100 ℃ , and the pressure 

constraint is changed from 0.1 atm to 10 atm. In  Figure 41 (b), the pressure constraint is set 

at constant values, and the temperature constraint is changed from 60 ℃ to 120 ℃. The same 

approach is repeated multiple times to collect the maximum feasible heat flux responses. 

 

(a)       (b) 

Figure 41 Effects of the design constraints on the maximum feasible heat flux. 

The maximum feasible heat flux increases almost linearly at smaller pressure drop 

ranges and reaches its plateau value at larger pressures. Any further pressure constraint 

increase, larger than ~ 6 atm, has almost no influence on the maximum feasible heat flux value. 
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On the other hand, the temperature constraint has a linear relation with the maximum feasible 

heat flux regardless of the pressure constraint. 

 

Figure 42 Explanation of the effects of the design constraints on the maximum 

feasible heat flux. 

The Fourier's law of heat conduction can explain Figure 42. With an extremely high 

pressure drop constraint, the substrate part in direct contact with the fluid has about the same 

temperature of the fluid. Assume the entire substrate bottom reaches the hot-spot temperature, 

the heat conduction circuit is reduced to the maximum heat flux situation, as shown in Figure 

42. According to Fourier's law, the heat conduction relation can be simplified written as the 

equation below: 

𝑞 𝑚𝑎𝑥
′′  =

𝑇ℎ𝑜𝑡−𝑠𝑝𝑜𝑡−𝑇𝑓𝑙𝑢𝑖𝑑

𝑅𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒
∝

(𝑇ℎ𝑜𝑡−𝑠𝑝𝑜𝑡−𝑇𝑓𝑙𝑢𝑖𝑑)𝑘

𝐿
 (𝑊/𝑚2)   (26) 

Therefore, the maximum feasible heat plateau value exists and can be roughly estimated, and 

this plateau value has a linear relation to the hot-spot temperature constraint as is exhibited in 

Figure 41 (b). 

This maximum feasible heat flux is calculated based on the single-phase liquid cooling. 

However, this feasible heat flux plateau value is not only applicable to the single-phase liquid 
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cooling but also useful for multi-phase cooling systems. To achieve higher feasible heat flux 

values, we recommend to either seek higher thermal conductivity substrate materials or 

fabricate thinner substrate bases. Both solutions require better fabrication techniques. 

4.6 OPTIMAL CHANNEL CONFIGURATION 

In session 3.3, the concept and physical meaning of maximum feasible heat flux are 

proposed. This value is obtained with fixed specific channel geometries, such as the number 

of channels (channel width). By changing the channel geometry, differing maximum feasible 

heat flux values are collected. 

 

(a)       (b) 

Figure 43 (a) Optimal channel configuration with and without design 

uncertainties; (b) Optimal channel configuration under different pressure constraints. 

In Figure 43 (a), the maximum feasible heat flux values under deterministic (black 

circle) and reliability (green square) conditions are shown. The design constraints are set 

as default values of 3 atm for pressure and 90 ℃ for temperature. As expected, the design 

under uncertainty can only sustain lower heat flux conditions compared to the deterministic 

design. The optimal geometry remains the same for deterministic and probability cases.  
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In Figure 43 (b), the maximum feasible heat flux with different pressure constraints 

are displayed.  The hot-spot temperature constraint remains at 90 ℃. With higher pressure 

constraint, a higher maximum feasible heat flux can be achieved, and the optimal system 

geometry gradually moves to the direction of smaller channel width region. The detailed 

maximum feasible heat flux and its associated optimal channel configurations are shown 

in Table 8. 

Table 8 Maximum feasible heat flux and associated system configuration. 

Pressure Constraint 

(atm) 

Max heat flux ( 𝑊/

𝑐𝑚2) 

The number of 

channels 

Channel Width (𝜇𝑚) 

1 53.69 62 80 

3 63.52 83 60 

5 66.07 125 40 

10 70.16 125 40 
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5 OPTIMIZATION OF OTHER APPLICATIONS 

The optimization method developed in this study can not only be applied to 

microchannel cooling system but also to any general thermo-fluid systems. Optimization 

of the SLM gas flow system, and the CVD system have been carried out to illustrate this 

point.  

5.1 SELECTIVE LASER MELTING (SLM) GAS CHAMBER 

This study developed a comprehensive fluid-particle interaction CFD model to 

simulate the gas flow effect on spatter distribution. The spatter motion trajectory is studied 

to better understand the particle dynamics inside the gas flow chamber. Several influential 

process and design parameters of the gas flow system, such as flow rate, inlet height and 

width, as well as material density, have been investigated to enhance the removability of 

the process emissions. 

 

 

Figure 44. Graphic description of problem. 

5.1.1 Numerical methods 

In this study, the objective is to maximize the removal efficiency of process 

emissions during the SLM process. Therefore, the design of the gas flow system, including 
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gas inlet width, inlet height, volume flow rate, and processing materials, will be thoroughly 

investigated. A generic baseline SLM build chamber design (Renishaw AM250) is shown 

in Figure 45 (a). A CFD simulation of gas-spatter interaction has been performed to 

investigate the effect of gas flow on spatter distribution inside the SLM build chamber. The 

build chamber fluid flow is assumed to be steady, incompressible and turbulent flow; 

therefore, standard Navier-Stokes equations and k-𝜀 turbulent model are used to describe 

the fluid characteristics.  

A Discrete Phase Method (DPM) model was developed to study the spatter 

distribution within the SLM chamber. Spatters are generated by DPM method and fully 

coupled with the gas phase. To efficiently model the gas-spatter interaction inside the 

chamber, several assumptions have been made: 

(1) Instead of generating the spatters from the melt pool level, the spatter source are 

modeled as five lines evenly distributed on the powder bed to cover the entire build area, 

as shown in Figure 45 (a).  

(2) The spatter particles are ejected with three different ejection angles to the 

horizontal substrate: 60°, 90°, and 120°.  

(3) All the ejection sources have Gaussian distributed particles ranging from 

diameter 20 𝜇𝑚 to 80 𝜇𝑚 with an ejecting speed of 3 m/s.  

Different boundary conditions have been applied to different domains of the model. 

To calculate the spatter-chamber wall surface contact, “Wall” boundary condition with 

DPM settings are used. The DPM particles will be rebounded off from the “reflect” wall 

boundaries with a modified momentum. The trajectory calculations are terminated and 

recorded as “trapped” if the particles fall on “trap” wall boundaries. In this simulation, only 
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the powder bed surfaces, including the five spatter source lines, are listed as DPM “trap” 

boundary conditions. Other chamber wall surfaces are marked as “reflect” boundaries. The 

inert gas firstly enters the inlet rail with given flow rate, then flows into the main build 

chamber through a row of cylindrical nozzles with 12 mm in diameter. The gas and spatter 

flow out of the domain through outlet. Therefore, the gas inlet is set to be “mass flow rate” 

while “outflow” boundary condition is applied for the outlet. The inert gas used in the 

simulation is argon with a viscosity of 2.1252 × 10−5 kg/m-s and a density of 1.6228 

kg/m3. The mass flow rate is set as 0.00677 kg/s (250 L/min). Figure 45 (b) shows the 

model mesh information, the entire domain has ~1.5 million elements. The spatter material 

is SS316L with a density of 7950 kg/m3. For all simulated cases in this study, there may be 

small variations in the total amount of element which is caused by the slight change of gas 

chamber geometry. To solve the coupled fluid-particle momentum and pressure equations, 

the SIMPLE (Semi-Implicit Method for Pressure Linked Equations) solution method was 

used. 

    

(a) Geometry of gas chamber 
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(b) Mesh used for computational domain 

Figure 45. Model geometry and mesh information. 

5.1.2 Overview of all design variables 

In this part, one baseline design simulation is used to show the gas flow variations 

and particle behaviors. Afterwards, three different design parameters, inlet width, inlet 

height and flow rate, are adjusted to show their influence on the system and spatter removal. 

Finally, different spatter material, namely, AlSi10Mg, Ti64 and SS316L, have been 

simulated to study the particle density effect. To quantify emission removal performance, 

a “clear rate” is used to describe the spatter removal efficiency. The clear rate is defined as 

the ratio of the number of spatter particles removed out of the build region (powder bed) 

to the total number of spatters. 

Figure 46 shows the simulation results for gas-spatter interaction in the baseline 

design chamber. The spatters firstly ejected to the gas chamber from the build region, then 

the incoming gas flow blew the particles toward the outlet. However, not all spatters can 

be removed from the build chamber, they may re-deposited to the chamber substrate due 

to gravity. 
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Figure 46. Typical simulation results. 

 

Two perspectives of the velocity contours inside the system are discussed below. 

Figure 47 (a) is a side view of the chamber gas flow velocity contours located in the middle 

of the chamber. It is seen that high gas velocity streams come out of the inlet nozzles and 

flow down toward the substrate. The spatter trajectories are affected by the gas flow and 

spatters move toward the outlet. It is seen that the spatter generated in the region closest to 

the outlet are mostly removed.  Figure 47 (b) is an isometric view of the gas flow velocity 

contours on the center-plane (center of inlet nozzle), where a high velocity concentration 

region is observed around the inlet region with a near triangular shape. The spatter 

distribution map shows that the substrate region close to inlet has little spatter concentration 

while the region close to outlet has high spatter concentration. The spatter re-deposition 

map generally follows the velocity contour: high velocity region has little re-deposition 

phenomenon.  With the decrease of the inlet gas flow velocity, the spatters fall down to 

substrate region that is away from the inlet region, as shown in Figure 47 (b). The overall 

clear rate of the baseline design is 60.4%. With inert gas flow, more than half of the spatters 

are removed out of the built area. However, there is still around 40% spatters redeposited 
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on the powder bed region. And those redeposited spatters have a higher concentration on 

the part that is closer to the outlet. 

 

  

         

(a) Side view                                             (b) Center-plane view 

Figure 47. Velocity contours and spatter distribution of the baseline chamber 

design. 

5.1.3 Inlet flow rate effect 

The movement of the spatter is largely decided by gas flow and particle condition. 

Therefore, a strong inlet gas flow may help to improve spatter clear rate. Three different 

inlet flow rates, 0 L/min, 250 L/min and 500 L/min, were tested to investigate flow rate 

effect on spatter distribution. A flow rate of 0 L/min means no gas flow is applied. The 

spatters simply eject outward then fall back under the gravity force. The drag force imposed 

on the particles is little due to the negligible gas flow rate. With the increase of flow rates, 

the gas flow starts to affect the particle motion and the spatter trajectory changes 
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significantly, e.g., the spatter motion trajectories are hard to reach outlet for 0 L/min case 

while majority of the spatters go toward the outlet for 500 L/min case, as shown in Figure 

48. The clear rate for the three cases are: 0%, 60.4%, 81.1% for 0 L/min, 250 L/min, and 

500 L/min respectively. Therefore, higher flow rate is helpful for spatter removal. 

 

 

 

(a) 0 L/min                              (b) 250 L/min                         (c) 500 L/min 

Figure 48. Spatter re-deposition maps and trajectories with different flow rates. 

5.1.4 Inlet width effect 

The inlet width has been varied proportionally to study the inlet width effect, all 

other parameters are kept unchanged as the baseline case, e.g., a flow rate of 250 L/min is 

used. The nozzle to nozzle distance has been adjusted accordingly. The effects of three 

inlet widths of 225 mm, 250 mm and 275 mm were compared, as shown in Figure 49. The 

flow field differences between different inlet width cases are subtle. In all cases, the flow 

velocity is stronger in the middle of the chamber, but this effect is particularly noticeable 

for a smaller inlet width. Larger inlet widths such as 275 mm, results in a lower gas flow 

velocity above the build area which diminishes the particle removal efficiency.  An inlet 

width with same or similar width as the build region (powder bed) width of 250 mm is 
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shown to be most effective, as the highest particle clear rate of 60.4% with the inlet width 

of 250 mm, compared to the rate of 60.0% for a narrower width of 225 mm and 59.3% for 

a wider width of 275 mm. 

 

  

 

(a) Width = 225 mm            (b) Width = 250 mm               (c) Width = 275 mm 

Figure 49. Spatter re-deposition maps and velocity contours with different inlet 

widths. 

5.1.5 Inlet height effect 

The inlet height effect on spatter re-distribution is also investigated. Inlet height is 

defined as the distance from the center plane of inlet nozzles to the substrate plane. Three 

designs with different inlet heights: 50 mm, 67.5 mm and 85 mm are compared in this 

section while all other parameters are the same as the baseline case. Figure 50 shows the 

re-deposition maps and velocity contours at center vertical plane. It is found that the case 

with inlet height equal to 67.5 mm (Figure 50 (b)) removes the most particle emissions 

(60.4% clear rate). Lower inlet height design (Figure 50 (a)) has a clear rate of 59.8%, and 

higher inlet height design (Figure 50 (c)) has a clear rate of 57.7%. It demonstrates that a 
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moderate inlet height is preferred to remove the most particles. It is observed that the high 

gas velocity region moves up and down together along with the inlet height modifications. 

The spatters have pre-defined initial ejection velocities, and it falls after reaching a peak 

height due to gravity. Therefore, spatters may penetrate the high velocity region with a low 

inlet height design. On the other hand, the high gas velocity region may be too high to 

exhibit influence on the spatter particles for a high inlet height design case. 

 

 

  

       (a) Height = 50 mm                (b) Height = 67.5 mm                       (c) Height = 85 

mm 

Figure 50. Spatter re-deposition maps and velocity contours with different inlet 

heights. 

5.1.6 Spatter material property effect 

To examine the effects of the spatter material property, three materials are chosen 

and compared using the baseline case. The three common SLM materials are AlSi10Mg, 

Ti64, and SS316L. The corresponding densities are about 2700 kg/m3, 4400 kg/m3 and 

7950 kg/m3. Even though the interactions between the particle and gas fluid are considered 
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in the simulations, the influence of the particle on the gas fluid field is minor such that the 

velocity fields remain almost the same for these three cases. Figure 51 shows the spatter 

particle trajectories of the three materials. It is shown that the spatter material is also a 

significant factor for the system design. The particle trajectory with lighter material shows 

higher flow pattern similarity to the gas flow velocity field. This can be explained that the 

ratio between the flow drag force and the gravity will be larger for a lower density spatter 

material. Therefore, the individual particle motion is dominated by fluid drag force. The 

clear rate is higher for lighter materials, e.g., 69.4% for AlSi10Mg, 68.3% for Ti64 and 

60.4% for SS316L. 

 

 

 

(a) AlSi10Mg                                (b) Ti64                        (c) SS316. 

Figure 51. Spatter re-deposition maps and trajectories with different processing 

materials. 

5.1.7 Optimization of SLM gas chamber 

The design variables or operating conditions of inlet pattern, volume flow rate, 

inlet height, inlet width, and build materials have been weighted. A summary of the 

important findings is in the table. 



73 

 

 

 

Table 9. SLM gas flow system design and optimization considerations. 

Design 

variable 

Objectives Optimal value 

Inlet pattern Provide uniform gas flow  Pattern 2 

Volume flow rate 

Large enough to remove the spatter generation 

but not to 

move the powder in the powder bed 

250 L/min 

Inlet height 

Moderate height at which the spatter particle 

acceleration is 

small.  

 

60 mm 
Lower height has minor effects to modify the 

upward motion 

of spatter. With a high inlet height design the 

particles cannot 

travel high enough to the main gas flow layer. 

Inlet width 

Same or similar width with the build area width.  

300 mm 

With a smaller inlet width, the flow is non-

uniform over the build plate. A larger inlet width 

results in a lower particle removal 

capability. 

Secondary inlet 

Help in removing the particles and prevention of 

contamination of the lens 

N/A 
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In addition to the above design and optimization table, one sample optimization 

formulation is given as the equation below. 

𝑀𝑖𝑛𝑥

𝑠. 𝑡.
   

𝜔 ∗ 𝐶𝑙𝑒𝑎𝑟𝑅𝑎𝑡𝑒 + (1 − 𝜔) ∗ 𝐸𝑠𝑐𝑎𝑝𝑒𝑅𝑎𝑡𝑒

𝑢𝑚𝑎𝑥,1𝑚𝑚 ≤ 𝑢𝑙𝑖𝑚𝑖𝑡

0 ≤ 𝜔 ≤ 1

   (27) 

In above equation, 𝑢𝑚𝑎𝑥,1𝑚𝑚 is the maximum velocity of the 1mm above substrate 

plane. This constraint is listed to prevent the risk of additional blown-up particles. Under 

this formulation, we can obtain the Pareto Frontiers of the SLM gas flow system. Due to the 

complexity of the SLM simulation and our limited computational resources, the Pareto 

frontiers are not calculated in this study. 

The major findings can be summarized as follows:  

(1) The flow rate has considerable effect on the spatter particle removing process. 

It is observed that a higher flow rate can significantly affect the spatter moving trajectory 

toward the outlet, which can contribute to obtain a higher clear rate, e.g., a clear rate of 

81.1% for a flow rate 500 L/min while it is 60.4% for a flow rate of 250 L/min. 

(2) Three inlet widths were compared using the developed model. It is found that 

the inlet width has minor effects on the clear rate. An inlet width that is similar to the width 

of the build area (powder bed region) shows best performance for clear rate. 

(3) The effect of inlet height has been investigated. Spatters may penetrate the high 

velocity region (low inlet height design), or the high gas velocity region may be too high 

to blow away spatters (high inlet height design). A moderate height is preferable for spatter 

removals. 

(4) The spatter material have a noticeable effect on particle motion trajectory and 

clear rate. A higher similarity to the gas flow velocity stream field is shown for the 
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trajectory of lighter spatters. It is because the spatter motion is dominated by fluid drag 

force for low density spatter. Therefore, higher clear rate is expected for lighter spatters, 

e.g., clear rate is 69.4% for AlSi10Mg while it is 60.4% for SS316L. 

5.2 CVD SYSTEM 

The film growth rate and uniformity are two major issues in the metal organic 

chemical vapor deposition (MOCVD) mass production. Our simulation has shown that 

they cannot be improved at the same time, so the optimization of MOCVD system is 

needed. 

 

Figure 52 MOCVD system representation. 

In this study, the MOCVD process is numerically simulated using CFD method 

[58, 59]. The conservation of mass, momentum, energy, and species are solved. The 

sophisticated species transport and chemical reactions in the CVD process are also 

computationally modelled. 

5.2.1 Parametric modelling of CVD system 

There are multiple ways to perform the parametric modelling of the CVD system. 

One is polynomial fitting, the other one is the radial basis function (RBF) fitting. The 
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equations used are detailed introduced in session 4.2 and will not be repeated here. Both 

fitting models are tested with the same data sets. The two chosen operating conditions are 

the TMG flow rate (slm), and the chamber Pressure (torr). A 5*5 data set is collected 

over the entire design domain. 

 

Figure 53 Polynomial parametric modelling of CVD system. 

The MOCVD system has various local behavior patterns. From the figure above, 

the Polynomial modelling has negligible errors on multiple regions. These errors remain 

even if higher-order quadratic function is used. This is due to the limitations of 

polynomial models. With a lower degree model, the equation cannot capture the complex 

response variations. And the polynomial equation overfits the response with higher 

degree models. The disadvantages of polynomial models made it difficult for the 

response modelling of the CVD systems. 
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Figure 54 Radial basis function (RBF) parametric modelling of CVD system. 

Compared to the polynomial model, the RBF model performs a lot better in the 

local response behavior. From the figure above, the RBF model always passes through 

the data sets points, and the resulting function captures the response in a better manner. 

We will use the RBF modelled results for the CVD optimization. 

5.2.2 Optimization of CVD system 

Two single-objective deterministic optimizations are completed. One is to 

minimize the film thickness standard derivation, the other one is to maximize the film 

growth rate. To maximize an objective function, we can simply minimize the reverse of 

the objective function. 

𝑀𝑖𝑛𝑇𝑀𝐺,𝑃

𝑠. 𝑡.

   
𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑟𝑖𝑣𝑎𝑡𝑖𝑜𝑛

𝑈𝑛 ≤ 0.5
    (28) 
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𝑀𝑎𝑥𝑇𝑀𝐺,𝑃

𝑠. 𝑡.

   
𝐺𝑟𝑜𝑤𝑡ℎ 𝑅𝑎𝑡𝑒

𝑈𝑛 ≤ 0.5
     (29) 

 

Figure 55 Single-objective deterministic optimization of the CVD system: (left) 

Maximization of the film Growth rate; (right) Minimization of the system Standard 

derivation. 

Figure 55 shows the location of the two optimization solutions. It is obvious that 

these two objectives are not consistent, meaning that they cannot be met at the same time. 

If we examine the objective contours more carefully, the solution that maximize the film 

growth rate has a very high standard derivation. Similarly, the solution that minimize the 

standard derivation has a poor growth rate. This finding implies that a multi-objective 

formulation is necessary to provide more useful optimization solutions.  
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6 CONCLUSIONS AND FUTURE WORK 

6.1 SUMMARY 

In this study, we carried out the numerical simulation and optimizations regarding 

microchannel cooling system, chemical vapor deposition system, and selective laser 

melting gas flow system.  

Numerical simulations of the microchannel system are carried out. The simulation is 

validated with analytical and experimental results. Based on the simulation results, 

response surfaces are obtained. For microchannel cooling systems, two important practical 

concerns exist. Hot-spot temperature may damage the device. Also, most of the hydro 

pumps, with dimensions comparable to the cooling area, cannot provide a pressure higher 

than 3 atmospheres. So, a hot-spot temperature of 90 ℃  and a pressure drop of 3 

atmospheres are taken as two constraints. In the single-objective optimization, these two 

targets are conflicting. If we try to minimize the pumping power, the optimal solution is 

close to the temperature constraint boundary, while it is close to the pressure constraint 

boundary when reducing the thermal resistance is the only goal. 

An acceptable and reliable microchannel heat removal system design requires 

minimization of pumping power and thermal resistance at the same time. So multi-

objective optimization is carried out. Different weight factors on pumping power and 

thermal resistance are taken. The optimal solutions form Pareto frontiers. These are the 

best designs for this microchannel heat removal system without considering design 

uncertainty. As one tries to reduce the thermal resistance, the pumping power increases. 

So, a trade-off is needed for a practical and realistic system. Under given pressure and 
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temperature constraints, there is an optimal geometry that can remove the maximum heat 

flux. Variations from the optimal geometry will lower the overall performance.  

The performance measure approach is used to carry out a reliability optimization for 

a microchannel cooling system. Design uncertainties of the flow rate and heat flux are 

considered. The two design constraints employed are the pressure drop constraint and the 

hot-spot temperature constraint.  

Besides the microchannel cooling system, the numerical simulations of the SLM gas 

chamber and CVD system are carried out. For the SLM system, a fully coupled CFD-DPM 

model has been developed to investigate the gas flow effect on spatter distribution inside 

the SLM build chamber. In addition, the spatter generation is modeled by DPM model. The 

influence of different build chamber parameters, such as inlet flow rate, inlet width and 

height, and spatter materials, have been studied. For the CVD system, the fluid flow, heat 

transfer, chemical reactions, and species transport are simulated. RBF are used to generate 

the response surfaces for CVD system. Using the same optimization technique, we can 

obtain the optimal solutions of the CVD system. 

Some of the important conclusions are: 

(1) The performance measure approach is proven to be a useful tool in the thermal 

system optimization under design uncertainties. 

(2) In the microchannel cooling system, compared to the deterministic designs, higher 

pumping power is required under design uncertainties to maintain the same thermal 

performance. 

(3) For a microchannel cooling application, there exists a maximum feasible heat flux. 

With the default design constraints, this maximum feasible heat flux is obtained as 
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63.52 𝑊/𝑐𝑚2  under design uncertainties. The physical meaning of this value is 

explained. This value is dependent on factors like design uncertainties, design 

constraints, and geometry designs. The plateau heat flux value is mainly limited by 

substrate thickness and substrate materials. 

(4) Under specific design constraints, there is an optimal geometry design that 

provides the highest thermal performance. Moreover, this optimal geometry favors 

smaller channel width designs as the pressure drop constraints is increased. 

(5) The parametric modelling and the optimization technique can be applied to other 

thermo-fluid systems such as SLM gas chamber and CVD systems.  

6.2 FUTURE WORK 

In this study, an optimal geometry design and a maximum feasible heat flux are 

found. Based on the physical explanation, the maximum feasible heat flux is limited by 

the thermal conductivity of the substrate material and the hot-spot temperature. Section 

3.4.4 further illustrates the importance of substrate materials. One interesting topic is to 

change the substrate material from silicon to other superior conductive materials. 

Examples are Silicon carbide (SiC), diamond, and copper. Under the same heat input 

condition, the hot-spot temperature of the microchannel systems with such better 

conductive substrate materials should be significantly lower compared to the silicon 

substrate case. And the hot-spot temperature constraint will be less severe than current 

cases. 

Another focus for the future work is on the bio-medical applications. The thermal 

effects on the microchannel-based bio-medical devices are rarely studied. Blood vessels 

can also be categized as microchannels. And the heat transfer within blood vessel flows 
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needs further detailed study. Other topics related with microchannels could be: channel 

shape effects, fluid property study and transient behaviors. 
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