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Abstract 

EXCITED STATE BEHAVIOR OF MOLECULAR AND HETEROGENEOUS 

SYSTEMS: ELECTRON TRANSFER AND VIBRATIONAL COOLING 

By MENGDI LIU 

Dissertation director: Dr. Piotr Piotrowiak 

This thesis consists of five chapters. Chapter 1 gives a brief introduction of the concepts 

and mechanisms regarding radiative and nonradiative decay processes of an excited state, 

followed by the discussion on how the overall electronic and optical properties of a system 

change upon alteration of these decay processes. Three examples in either molecular or 

heterogeneous materials that covered three projects were discussed in detail to enrich the 

context of this work, which can be found in Chapter 3 to Chapter 5. The experimental 

techniques used in this thesis were summarized in Chapter 2. 

In the first project (Chapter 3), excited state behavior of both single strand and bulk RR-

P3HT in contact with an Au nanowire array was studied. By utilizing pump-probe 

spectroscopy and single molecule fluorescence spectroscopy, information about electron 

transfer of photoexcited P3HT both in a bulk layer (P3HT@AuNR) and at single molecular 

level (SMP3HT@AuNR) was obtained. The results showed multifaceted influence of 

AuNRs on energy and electron transfer processes in P3HT@AuNR. While single molecule 

measurements show strong enhancement of fluorescence of P3HT, the average lifetime of 

singlet excitons is dramatically reduced due to efficient quenching by AuNRs.  
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The second project (Chapter 4) focused on the nonradiative, vibrational cooling in a series 

of oligovioloens consists of MV+• with different size and topology. Ultrafast transient 

absorption spectroscopy and classical molecular dynamics (MD) simulations were 

employed. The results show ballistic vibrational energy transfer at early times in all 

oligomers. Partially cooled molecules show more pronounced size dependence caused by 

diffusive vibrational energy transfer. Interference effects brought about by symmetric, 

equivalent pathways and slower cooling were observed in the meta linked “star” topology. 

Later we compared initial transient kinetics in singly reduced (MV+•-MV++) and doubly 

reduced (MV++-MV++) methyl viologen dimers to investigate the influence of electron 

transfer upon the rate of internal conversion of MV+•
 when coupled to MV++. The frequency 

mismatch between singly and doubly reduced methyl viologen moieties in MV+•-MV++ 

dimer was proved to cause a slower vibrational cooling rate. 

The final project looked into the excited state dynamics of an anthracenylboronic 

compound that contains sterically crowded anthracene and phenyl substituents. Transient 

absorption measurements and molecular orbital calculations as well as theoretical 

modeling by semi-classical Marcus-Jortner equation were employed to investigate solvent 

effect upon photoninduced intramolecular charge transfer and its emission. The results 

revealed the nature of the charge separated state in such compound: a slight electron density 

shift from anthracene groups to boron atom instead of a complete charge transfer. The 

corresponding fluorescence is quenched in more polar solvents, which is caused by the 

reverse of the dipole moment orientation in this compound upon the transition from S1 to 

S0. In addition, with the help of careful thermodynamic calculations and the comparison 

between transient decay kinetics in acetonitrile and in hexane, it was found that the 
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transition between localized singlet excited state (SA) and partially delocalized state (S1) 

and intersystem crossing from S1 to T1 accelerate in more polar solvents.  
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Chapter 1. Introduction of radiative and non-radiative 

decay of excited states 

The decay of an excited state of any system, as shown in the Jablonski energy diagram [1] 

in Figure 1.1, can be either radiative or non-radiative. In radiative transitions, photons are 

emitted in the form of fluorescence or phosphorescence. For non-radiative processes, 

excess energy is dissipated within multiple energy levels of the system in a form other than 

photon through several pathways such as the internal conversion from Sn+1 to Sn, internal 

vibrational relaxation from ν=n to ν=0, as well as intersystem crossing from Sn to Tm. If 

the system is coupled to other molecules, quenching of the excited state via collision, 

electron transfer or electronic energy transfer are also possible. These decay processes 

occur on different time scales as shown in Figure 1.2. The rate for each process is the 

reciprocal of corresponding lifetime κ=
1

𝜏
. 

 

Figure 1.1 Jablonski energy diagram. 
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Figure 1.2 Comparison of time scales of decay pathways of an excited state. 

The competition between radiative and non-radiative processes determines the emission 

quantum yield of the system, 

 ∅=
𝜅𝑟𝑎𝑑

𝜅𝑟𝑎𝑑 + 𝜅𝑛𝑟𝑎𝑑
 (1.1) 

where κrad and κnrad represent the rates of the radiative decay and non-radiative decay 

processes. The rate for nonradiative decay can be further written as 

 𝜅𝑛𝑟𝑎𝑑=𝜅𝑖𝑐+𝜅𝑖𝑠𝑐+𝜅𝑒𝑡+𝜅𝑒𝑒𝑡+𝜅𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 (1.2) 
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These decay processes are vital in determining the optical properties of materials and are 

intensely studied by researchers [2]. How to effectively alter the rates of the decay 

processes and ultimately control the optical properties of materials has been the key 

question asked by physical chemists. In the next few sections of this chapter, the detailed 

mechanisms regarding decay processes together with some of the property altering 

approaches will be discussed.  

1.1 Radiative transitions and plasmonic effects 

Emission can be spontaneous or stimulated (Figure 1.3). Spontaneous emission is most 

common in materials where quantized energy is emitted in terms of photons from higher 

electronic states to lower electronic states. On the contrary, in stimulated emission, the 

incoming photon of specific frequency can interact with an excited state, causing it to drop 

to a lower energy level and creating a new photon identical to the incoming photon. 

Stimulated emission together with population inversion and proper feedback are the bases 

for lasing. Figure 1.4 shows a schematic diagram of a 3-level system for lasing. 

 

Figure 1.3 Schematics for absorption and emission. 
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Figure 1.4 Schematic diagram of the 3-level lasing system of ruby. 

The rate of each transition can be expressed as follows [2, 3]: 

 (
𝑑(𝑁1)

𝑑𝑡
)

𝑎𝑏𝑠
= −𝐵12𝜌(𝜈)𝑁1 (1.3) 

 (
𝑑(𝑁2)

𝑑𝑡
)

𝑠𝑝𝑜𝑛𝑡𝑎𝑛𝑒𝑜𝑢𝑠
= −𝐴21𝑁2 (1.4) 

 (
𝑑(𝑁1)

𝑑𝑡
)

𝑠𝑡𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑
= −𝐵21𝜌(𝜈)𝑁2 (1.5) 

where B and A are the Einstein’s coefficients for absorption and emission, N represents 

the populations of the representative states and ρ(ν)  is the radiation density at the 

frequency of the transition. In addition, we have  

 𝜏𝑟𝑎𝑑 =
1

𝜅𝑟𝑎𝑑
=

1

𝐴
 (1.6) 

and 

 𝐴 =
16𝜋3𝜈3𝑛3

3𝜀0ℎ𝑐3
|𝜇12|2, 𝐵 =

2𝜋2

3𝜀0ℎ2
|𝜇12|2 (1.7) 

where ε0 is vacuum permittivity, n is the index of refraction, h represents Planck’s constant, 

c is the speed of light and 𝜇 the transition dipole moment. Therefore,  

 𝜅𝑟𝑎𝑑 ∝ | 𝜇 |2  (1.8) 
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From Equation 1.8, we can easily conclude that by applying changes to the transition dipole 

moment of the system, the radiative transition rate will be affected and alter the emission 

properties of the molecule. This type of the alteration can be accomplished through a 

variety of electronic field effects. Among all, surface plasmon enhancement effects by 

nanostructured metals has been an active field of research for many years [4-6]. In Chapter 

3, an example of multifaceted influence of gold nanorod array on excited state behavior of 

P3HT will be discussed. 

1.1.1 Plasmons and surface plasmon resonance effect 

When electromagnetic radiation is incident on a metal, it induces a collective oscillation of 

electrons and generates a strong electric field. In thin metal films (SPR), the oscillating 

electron waves, also called plasmons, can propagate tens to hundreds microns along the 

interface. If the resonance takes place in metal nanoparticles with size much smaller than 

incident wavelength, the plasmons are localized around the nanostructure and give rise to 

an intense, highly localized electromagnetic field. This phenomenon is called localized 

surface plasmon resonance (LSPR) [7]. LSPR is common in nanostructured noble metals 

such as silver nanoparticles, gold nanoparticles etc. Both SPR and LSPR are capable of 

altering the excited state behavior in semiconductors and molecules in close proximity and 

are frequently coupled to chromophores such as conjugated polymers or quantum dots. 

 

Figure 1.5 Schematic diagram for SPR and LSPR. 
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1.1.2 Effects on radiative decay 

One of the most interesting applications of SPR or LSPR is the enhancement of  the 

luminescence of chromophores [5], including both fluorescence and phosphorescence. The 

luminescence intensity of a chromophore is proportional to absorbed light intensity P0 and 

the quantum yield ∅ [8, 9]. Therefore, the overall enhanced luminescence I in presence of 

a nanobody can be expressed as 

 

𝐼(𝜔, 𝜔′, 𝒓) ∝ 𝑃0𝐺(𝜔, 𝒓)𝛷(𝜔, 𝒓)

= 𝑃0 |
𝑬(𝜔, 𝒓)

𝑬𝟎(𝜔)
|

2 𝛾𝑟𝑎𝑑(𝜔′, 𝒓)

𝛾𝑟𝑎𝑑(𝜔′, 𝒓) + 𝛾𝑛𝑜𝑛𝑟𝑎𝑑(𝜔′, 𝒓)
 

(1.9) 

where ω and ω’ is the excitation and emission radiation frequency. From Equation 1.9, one 

can easily conclude that the enhancement of luminescence of a chromophore in the 

presence of a metal nanoparticle comes from two sources: the change of the intensity of 

incident photon and quantum yield of the chromophores. The enhancement of excitation 

light in the presence of metal nanoparticles can be expressed in terms of the intensity 

enhancement factor G:  

 𝐺 = |
𝑬(𝜔, 𝒓)

𝑬𝟎(𝜔)
|

2

 (1.10) 

where E and E0 represent the electric field of incident light with frequency ω in the 

presence and in the absence of the metal nanobody. If we consider the G factor near a 

spherical nanoparticle of radius a and at a distance r, we obtain the electric field generated 

by the nanoparticle 

 𝑬𝑃 = −
𝒅𝑝

𝑟3
+ 3

(𝒅𝑝𝒓)𝒓

𝑟5
 (1.11) 

where dp is the induced dipole moment of the nanoparticle  
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 𝒅𝑝 = 𝛼𝑬0 (1.12) 

with 𝛼 =
𝑎3(𝜀−1)

𝜀+2
  being the polarizability of spherical particle with dielectric permittivity 

of ε. Since 𝑬 = 𝑬0 + 𝑬𝑃, applying Equation 1.11 and 1.12 to Equation 1.10, yields 

 

𝐺𝑛𝑜𝑟𝑚 = |1 + 2 (
휀 − 1

휀 + 2
) (

𝑎

𝑟
)|

2

 

𝐺𝑡𝑎𝑛𝑔 = |1 − (
휀 − 1

휀 + 2
) (

𝑎

𝑟
)|

2

 

(1.13) 

where the two G factors represent the radial and tangential orientation of E0 field with 

respect to the nanoparticle. 

The presence of metal nanoparticle also alters the rate of spontaneous emission by adding 

induced dipole moment δd to the dipole of the chromophore. Therefore, the enhancement 

factor of spontaneous emission rate η can be expressed as:  

 𝜂 =
𝛾𝑟𝑎𝑑

𝛾0
=

|𝒅𝟎 + 𝛿𝒅|2

|𝒅𝟎|2
 (1.14) 

where γ0 is the radiative decay rate without the metal nanoparticle and d0 is the dipole 

moment of the chromophore in vacuum. 

The induced dipole moment of a chromophore in the presence of a metal nanoparticle can 

be derived as 

 𝛿𝒅 = 𝑎3(
휀 − 1

휀 + 2
) [−

𝒅0

𝑟3
+ 3

(𝒅0𝒓)𝒓

𝑟5
] (1.15) 

Combining Equation 1.14 and 1.15, the enhancement factor of spontaneous emission rate 

η can be expressed as Equation 1.16. 
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𝜂𝑛𝑜𝑟𝑚 = |1 + 2
(휀 − 1)

(휀 + 2)
(

𝑎

𝑟
)

3

|
2

 

𝜂𝑡𝑎𝑛𝑔 = |1 −
(휀 − 1)

(휀 + 2)
(

𝑎

𝑟
)

3

|
2

 

(1.16) 

Therefore, ∅′ =
𝜂𝛾𝑟𝑎𝑑

𝜂𝛾𝑟𝑎𝑑+𝛾𝑛𝑜𝑛𝑟𝑎𝑑
. 

Experimentally, according to Beer’s law,  

 𝐴 =  𝑘𝑏𝑐 = 𝑙𝑜𝑔𝑃0 − 𝑙𝑜𝑔𝑃 (1.17) 

with k corresponding to molar absorption coefficient, P0 and P is the incident light intensity 

before and after passing through the material, respectively. The corresponding fluorescence 

intensity of a chromophore can be written as 

 𝐼 = ∅ ∙ 𝑃0 ∙  (1 − 10−𝜀𝑏𝑐) ≈ ∅ ∙ 𝑃0 ∙ 𝑘𝑏𝑐 (1.18) 

with ∅ being the quantum yield of the chromophore. When coupled to the nanostructured 

metal, the fluorescence is enhanced and 

 𝐼𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑 = (𝐺 ∙ 𝑃0)∅′ ∙ 𝑘𝑏𝑐 (1.19) 

Equation 1.13 and 1.16 show that the enhancement effects of nanostructured metals are 

highly dependent on the sizes of nanoparticles as well as the distance between emitter and 

nanoparticles. Numerous experiments have been done with metal nanoparticles of different 

size and shape such as spheres, nanorods, etc. and demonstrated enhancements from 2 to 

30 fold. In some specially designed nanostructures that can generate “hotspots”-super 

intense local electric fields, the enhancement of luminescence can be as large as thousands 

[10-12]. Several other studies also show magnitudes of enhancement of phosphorescence 

in chromophores [13]. 
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1.2 Non-radiative transitions 

Non-radiative decay in molecular systems encompasses multiple processes, which allow 

the excited states to relax to lower energy levels without emitting photons. When an excited 

state passes through a conical intersection via internal conversion (IC), and lands onto a 

non-zero vibrational state of the lower electronic state, the molecule contains certain 

amount of excess vibrational energy and therefore can be considered “hot”. The excess 

energy contained by such “hot” molecules can be equivalent to a local temperature of 

thousands of kelvins, which would be very difficult to achieve by routine experimental 

techniques, especially in solution. The excess energy can be further dissipated into the 

manifolds of vibrational levels through intramolecular vibrational relaxation (IVR) and 

eventually equilibrated with the surrounding environment. Depending on the molecule and 

the environment, the time scales of IC and IVR can vary from tens of femtoseconds to a 

few picoseconds. The overall relaxation of such hot molecules with not fully equilibrated 

vibrational energies can be described by several heat transfer models. Understanding these 

processes is vital in the study of vibrational cooling. In Chapter 4, vibrational cooling in a 

series of oligoviologens studied by both pump-probe spectroscopy and MD simulations is 

reported. 
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Figure 1.6 IC, IVR and VC in a hot molecule. 

1.2.1 Phonons and heat transport 

Phonons are quantized lattice vibrations and the major carrier in heat transport. In bulk 

materials, heat transport is frequently described by Fourier’s Law of heat conduction, 

 𝑄 = −𝜅𝛻𝑇 (1.20) 

where 𝑄 is the heat flux, κ is the thermal conductivity and 𝛻𝑇 the temperature gradient 

between the heat baths [14, 15]. However, as the size of system decreases (nanostructures 

or molecular level) so that the characteristic length becomes comparable to or even smaller 

than the phonon mean free path, heat conduction can significantly deviate from Fourier’s 

law. Like photons, phonons can be treated either as waves or particles. The division is 

determined by the comparison between the system’s characteristic length and the phonon 

coherence length. If the characteristic length is less than or comparable to the phonon 

coherence length, the phonon behaves similarly to a wave. Otherwise, they are treated as 
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particles. In most cases, the coherence length of phonons is very small. Therefore, phonons 

are often treated as particles.  

 

Figure 1.7 Flow chart of heat transfer mechanisms in molecular junctions. 

Under the particle regime, depending on the relative amplitude of phonon mean free path l 

versus the size of the system L, two limiting regimes, ballistic and diffusive models are 

best suited to describe heat conduction [16, 17].  

 

Figure 1.8 Schematic representation of ballistic and diffusive heat transport. 

1.2.1.1 Ballistic and diffusive heat transport 

As shown in Figure 1.8, diffusive transport occurs via random walk IVR, which is driven 

by the anharmonic interactions between the relevant modes when the phonon mean free 

path l is much smaller than the size of molecule L. In other words, the IVR process should 
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generally be diffusive. For diffusive transport, the distance traversed by heat is linearly 

proportional to time. 

 
𝑑𝐸

𝑑𝑡
= −𝜅

𝜕𝑇

𝜕𝑥
 (1.21) 

Diffusive transport is frequently observed in bulk and disordered materials such as peptides 

and glasses. 

In the case of l > L, ballistic transport is possible. This type of transport requires states 

delocalized over the whole molecule and the excitation of a superposition of these states. 

It is dominant in ordered structures such as polymers with identical repeat units. The energy 

flow occurs in a one-step manner from the hot site of the molecule with temperature T2 to 

the cold site with temperature T1 and is independent of distance.  

 
𝑑𝐸

𝑑𝑡
= −𝜅′(𝑇2 − 𝑇1) (1.22) 

In relatively small molecules with sizes from 5 to 50 Å, distinction between diffusive and 

ballistic transport is not well defined. As a result, harmonic and anharmonic models are 

frequently used in these systems. In the harmonic model, the transport is coherent and 

shows ballistic current features. In the anharmonic model, a key signature is the 

temperature dependence of thermal conductance, which is observed when inelastic phonon 

scattering is dominant [18, 19].  

1.2.1.2 Thermal conduction in molecular junctions and quantum interference effects 

Thermal conduction in molecular junctions can be modeled by several theoretical methods 

including the generalized Langevin equation for the harmonic approximations or non-

equilibrium Green’s function for anharmonic effects. Both methods yield Landauer type 
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expression for the heat flux. Under the harmonic approximation which is prevalent in small 

molecules, the corresponding thermal conduction can be expressed as  

 𝜅(𝑇) =
ℏ2

2𝜋𝑘𝐵𝑇2
∫ 𝑑𝜔 𝜔2

∞

0

𝒯(𝜔)
𝑒

ℏ𝜔
𝑘𝐵𝑇⁄

(𝑒
ℏ𝜔

𝑘𝐵𝑇⁄
− 1)

2 (1.23) 

where 𝒯(𝜔) represents the frequency-dependent phonon transmission function and T is  

the average temperature of the molecular junction [19].  

Like in the case of electron transport, heat transport can also exhibit interference effects 

[20, 21]. The quantum interference (QI) effect is usually observed in cross-conjugated 

molecules which can bring destructive influence toward electronic conductance and is 

caused by the presence of nodes in the transmission functions [22-24]. A simple example 

is the para versus meta linked benzene molecule as shown in Figure 8. In a free benzene 

molecule, six out-of-plane phonon modes can be observed. The different size and color of 

the dots in Figure 1.9 represent modes with different amplitude of displacement and phase. 

Among all modes, modes 1,6 as well as 3,4 and 2,5 are three pairs of eigen-modes. When 

two leads are connected to benzene in meta positions, the linear combinations of eigen-

modes 3,4 or 2,5 or 1,6 can form localized phonon modes (LPM) that closely resemble the 

situation of a Fano resonance (Figure 1.9 bottom), where a localized state (3+4) is coupled 

to a continuum (3-4). Such LMP topology is known to cause transmission node at the 

vibrational frequency of LPM. In the case of para linked benzene, transmission nodes are 

absent. 
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Figure 1.9 The out of plane phonon modes for free benzene molecule and eigen-

modes 3,4 are superposed to form LPM. 

Even though the concepts of QI induced destructive effect upon electronic conductance 

and interference effect upon thermal conductance in cross-conjugated molecules are 

similar, the magnitude of such effects is different. It has been reported that the electronic 

conductance in cross conjugated molecules shows 1-3 orders of magnitude of reduction 

whereas only a factor of 2-5 in thermal conductance was observed. This is due to the 

intrinsic difference between Fermi- and Bose-Einstein distribution functions. Phonon 

transmission encompasses contributions from a broader range of modes, while electronic 

transmission is determined in a narrow energy window around the Fermi level [19, 20].  

1.2.2 Quenching of excited states via electron transfer 

All non-radiative transitions are governed by Fermi’s golden rule [25], which states that 

the probability of a transition is proportional to time, the square of diagonal element and 

the respective Franck-Condon weighted density of states. The rate of transition can be 

expressed as 
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 𝜅𝑖𝑓 =
2𝜋

ℏ
|𝑉𝑖𝑓|

2
𝜌𝑖𝑓 (1.24) 

where 𝑉𝑖𝑓 is the off-diagonal element, 𝜌𝑖𝑓 is the density of states. 

Depending on different nature of coupling and the representation of the density of the states, 

the golden rule can be further elaborated for electron transfer and energy transfer. 

1.2.2.1 Marcus theory for electron transfer 

 

Figure 1.10 The Marcus parabola and three regions defined by the Marcus theory. 

In 1956, Marcus developed the classical model for the electron transfer rate [26, 27] based 

on Fermi’s golden rule and Libby’s model [28], which states that  

 𝑘𝑒𝑡 = (
1

4𝜋𝜆𝑘𝐵𝑇
)

1
2⁄  |𝑉|2𝑒𝑥𝑝 [−

(Δ𝐺° + 𝜆)2

4𝜆𝑘𝐵𝑇
] (1.25) 

where V is the electronic coupling between donor and acceptor, ∆G◦ is the driving force 

and λ is the reorganization energy.  

The comparison between the driving force ∆G◦ and the reorganization energy λ gives rise 

to three regions for electron transfer rate: 
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1) Normal region: -∆G◦ is smaller than reorganization energy λ and the electron 

transfer rate shows positive correlation with driving force. 

2) Activationless region: -∆G◦ is similar to reorganization energy λ. The reaction is 

therefore barrierless and the electron transfer rate is at maximum. 

3) Inverted region: -∆G◦ is larger than reorganization energy λ and the electron 

transfer rate shows negative correlation with driving force. 

The limit of this classical model is that the nuclear reorganization is implicitly assumed to 

proceed only through low frequency rotational and vibrational modes, however, if high 

frequency modes are included, the nuclear tunneling effects cannot be neglected. Jortner 

and co-workers expanded the classical Marcus theory and developed the semi-classical 

Marcus-Jortner equation, which allows the inclusion of high frequency modes into the 

overall reorganization energy while the low frequency modes are still treated classically 

[29]. In this model, the reorganization energy is divided into λinner for high frequency 

vibrations of the donor as well as the acceptor and λsol for low frequency motions of the 

solvents.  

The solvent can be treated as a dielectric continuum, the corresponding reorganization 

energy λsol can therefore be approximated by the two-sphere model 

 𝜆𝑠𝑜𝑙 =
𝑒

4𝜋휀0
(

1

2𝑟𝐷+
+

1

2𝑟𝐴−
−

1

𝑟𝐷+𝐴−
)(

1

𝑛𝑠
2

−
1

휀𝑠
) (1.26) 

where  𝑟𝐷+ , 𝑟𝐴− and 𝑟𝐷+𝐴− represent the radii for donor, acceptor and the center to center 

donor-acceptor distance. 𝑛𝑠, 휀𝑠  represent the refractive index and the solvent dielectric 

constant, respectively. 
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The overall rate expression becomes 

 𝑘𝑒𝑡 = (
𝜋

ℏ2𝜆𝑠𝑜𝑙𝑘𝐵𝑇
)1/2 ∙ |𝑉|2

∙ ∑ [
𝑆𝑤

𝑤!
exp (−𝑆)] ∙ 𝑒𝑥𝑝

∞

𝑤=0

[−
(𝑤ℎ𝑣 + ∆𝐺° + 𝜆𝑠𝑜𝑙)2

4𝜆𝑠𝑜𝑙𝑘𝐵𝑇
] 

(1.27) 

where 𝑤 is the vibrational quantum number and 𝑆 =
𝜆𝑖𝑛𝑛𝑒𝑟

ℎ𝑣
, 𝑣 corresponds to the frequency 

of the most strongly coupled mode in the single mode approximation. 

The semi-classical Marcus equation can also be used in the interpretation of charge transfer 

absorption and emission spectra. The application in both cases is conceptually similar, 

except for differences in the pre-exponential parameters and signs. For charge transfer 

absorption, the molar absorptivity can be expressed as [30]  

 휀𝑣

=
8𝑁𝜋3

3000ℎ2𝑐𝑣 𝑙𝑛10
𝑛3𝑉2 ∑ exp (−𝑆)

𝑆𝑖

𝑖!
exp [−

(∆𝐺0 − ℎ𝑣 + 𝑖ℎ𝑣𝑉 + 𝜆𝑠)2

4𝜆𝑘𝐵𝑇

∞

𝑖=0

] 

(1.28) 

where 𝑣 is the peak absorption frequency, and 𝑣𝑉 is the frequency of the most strongly 

coupled mode in the single mode approximation. 

For charge transfer emission, the intensity can be expressed as[30] 

 
𝐼𝑣 =

64𝜋4

3ℎ3𝑐3 𝑙𝑛10
𝑛3𝑣𝑉2 ∑ exp (−𝑆)

𝑆𝑖

𝑖!
exp [−

(∆𝐺0 + ℎ𝑣 + 𝑖ℎ𝑣𝑉 + 𝜆𝑠)2

4𝜆𝑘𝐵𝑇

∞

𝑖=0

] 
(1.29) 

where 𝑣 is the maximum frequency of the emission spectrum, and 𝑣𝑉 is the frequency of 

the most strongly coupled mode in the single mode approximation. 
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In Chapter 4, we apply the semi-classical Marcus-Jortner equation to a mixed valence 

dimeric methyl viologen system and calculate the electron transfer rate in such molecular 

construct. The result is in a surprisingly good agreement with the experimental value. In 

Chapter 5, semi-classical Marcus equation for charge transfer emission is fitted to a charge 

transfer emission spectra of a boron-nitrogen compound containing sterically crowded 

anthracene side groups. Driving forces and solvent reorganization energies are extracted 

from the spectra, which allows for a more quantitative analysis of the solvent effects on the 

charge transfer rates in such molecule.  

1.2.2.2 Long distance electron tunneling  

Electron transfer over long distances that are significantly larger than the sum of van der 

Waals radii of the donor and the acceptor is possible via electron tunneling [31, 32]. In this 

case, the electrons from the donor can tunnel through the potential barrier and reach the 

acceptor site in a single step. The electronic coupling between donor and acceptor is 

dependent on the separation of donor and acceptor, 

 𝑉(𝑅𝐷𝐴) = 𝑉0𝑒𝑥𝑝[−𝛽(𝑅𝐷𝐴 − 𝑅0)] (1.30) 

Therefore, the rate of electron tunneling is determined by the distance between donor and 

acceptor RDA as well as the damping factor β.  

 𝜅𝐸𝑇 = 𝑘0𝑒𝑥𝑝[−2𝛽(𝑅𝐷𝐴 − 𝑅0)] (1.31) 

The damping factor β has been determined for a variety of media. For instance, saturated 

hydrocarbon spacers show β ≈1 Å-1. Phenylene bridges, depending on the dihedral angles 

between two adjacent aromatic rings, show β factors between 0.4-0.8 Å-1 . For polyene and 

phenylenevinylene bridges, the β factor is as small as 0.04 Å-1, which results in a very 
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efficient electron transfer over long distances [31]. In Chapter 3, except for the observation 

of plasmonic enhancement effect of AuNR toward the emission of P3HT by single 

molecule measurement, the macroscopic, pump-probe measurements show a dominant 

quenching of charge carriers in P3HT by electron tunneling. The effect is very sensitive to 

the distance between charges and the gold just as described in equation 1.31.  
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Chapter 2. Experimental methodology 

In this thesis, time-resolved femtosecond pump-probe spectroscopy was used as the major 

tool to study the excited state dynamics of different molecular systems. In addition, we 

combined computational simulations such as molecular orbital calculations and molecular 

dynamics simulations to obtain comprehensive understanding behind spectroscopic 

behavior. Other tools such as steady state absorption spectroscopy and single molecular 

fluorescence microscopy were also used in the projects described in this thesis to gain 

insights of these molecular systems from multiple points of views. 

2.1 Pump-probe spectroscopy 

The development of ultrafast laser and spectroscopy has enabled researchers to study 

photo-physical processes such as vibrational relaxation and charge transfer that fall in the 

range of picosecond or even femtosecond time scales. Among many implementations of 

ultrafast laser spectroscopy, pump-probe spectroscopy is one of the widely used techniques 

in the field of laser spectroscopy.  

A pump beam is used to excite the sample to higher electronic states and a probe beam 

(white light continuum) spatially overlapping with the pump detects the absorption change 

of variable delay times. Two pump-probe spectroscopy set-ups were used in the context of 

this work. One relied on a home build multi-pass amplifier and lock-in detection. The other 

one is a commercially available instrument with regenerative amplification and photodiode 

array detection [1]. 
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2.1.1 Transient absorption system 1 

 

Figure 2.1 Scheme of the pump-probe set-up using multi-pass amplifier and lock-in 

detection. 

A pulsed laser beam (70 fs, 795 nm) was produced by a mode-locked Ti-sapphire oscillator 

(Spectra-Physics Tsunami) and was amplified by a home-built 1.25 kHz multipass 

amplifier. The output of the amplifier was split into two stream of pulses. One of these was 

converted to white-light continuum in a 2 mm sapphire plate and used as the tunable probe. 

The other was used to drive a noncollinear optical parametric amplifier (NOPA, Topas 

White, Light Conversion) and used as the pump beam (525 nm, 120 μW). The pump pulses 

were delayed with respect to the probe by a computer-controlled translation stage. The 

pump and probe beams were spatially overlapped on the sample films. The pump was 

modulated with a mechanical chopper at 50 Hz and the resulting signal was recorded by a 
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computer controlled digital lock-in amplifier Stanford Research, SR810), with a 

monochromator (Oriel MS257) scanning the desired probe wavelength.  

2.1.2 Transient absorption system 2 

 

Figure 2.2 Scheme of the pump-probe set-up using regenerative amplifier and 

photodiode array detection. 

In this case, 177 fs, 1030 nm pulsed output was generated by an integrated femtosecond 

laser system with variable repetition rate (PHAROS, Light Conversion). The output of 

PHAROS (2 kHz) was split into two pulses, one was used to pump a non-collinear optical 

parametric amplifier (ORPHEUS-N 3H) containing a third harmonic generator to deliver 

a pump beam at 550 nm which was modulated with a mechanical chopper at 50 Hz. The 

other stream of pulses was directed into an ultrafast spectroscopic system (HARPIA-TA) 

to generate white light continuum as the probe beam, which was spatially overlapped with 

the pump pulse at sample. A photodiode array and a monochromator were used to detect 

signal. 
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2.2 Computational simulations 

In addition to experimental measurements, two types of computational simulations were 

applied in this thesis: molecular orbital calculations and molecular dynamics simulations. 

2.2.1 Molecular orbital calculations 

There are several widely used approaches in computational chemistry to calculate 

molecular energies and orbitals. Among all, density functional theory (DFT) is most 

popular due to its low-cost in computational effort and accuracy. DFT calculation falls in 

the category of quantum mechanical methods that treat molecules as collections of nuclei 

and electrons and solve Schrödinger equations in terms of motions of electrons. Since the 

Schrödinger equations can only be solved analytically for one-electron systems, several 

approximations are needed to simplify the calculations for multi-electron molecules. In 

DFT, the molecular energy is expressed in one-electron density instead of a wave function 

and the ground state energy of the system depends uniquely on the electron density 

according to the Hohenberg-Kohn Theorems. The key problem left is to employ the proper 

exchange/correlation functions. In local density models, functionals based on the local spin 

density approximation are used, where the energy is assumed to depend locally on the 

density in the same way it does for a uniform electron gas. In gradient-correlation models, 

the functionals based on generalized gradient approximations or the “exact” Hartree-Fock 

exchange are employed. The results obtained by DFT are dependent on these 

exchange/correlation functionals and better forms of functionals are still being developed 

[3]. In the context of this work, all molecular orbital calculations were carried out by the 

commercially available software package Spartan 16 using DFT at B3LYP/6-31G* level.  
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2.2.2 Molecular dynamics simulations 

Classic molecular dynamics (MD) is a popular tool to simulate the motions and interactions 

of a collection of atoms or molecules. The basic machinery behind it is Newton’s second 

law that states: 

 
𝐹𝑖 = 𝑚𝑖𝑎𝑖;  𝑎𝑖 =

𝑑2𝑥𝑖

𝑑𝑡2
 

(2.1) 

Where mi, ai and xi represent mass, acceleration and position of atom i. The calculated 

potential energy surfaces are dependent on the force fields. Force fields are sets of functions 

and parameters extracted from either ab initio calculations or experimental data. Some 

commonly used force fields in MD simulations include AMBER, CHARMM OPLS-AA 

and so on. The subsequent time evolution of atom i can also be monitored and recorded as 

trajectories. Despite the convenience and insightful results classical MD gives, there are 

several major limitations of this method that should not be neglected. First of all, the use 

of classical forces automatically neglects the quantum nature of atoms. This limitation is 

especially pronounced when simulating very light systems such as H2 and in low 

temperature regime. Second, even though more advanced force fields are being used in 

MD simulations and the agreement between experimental results and MD is getting better, 

there is always a deviation from reality. Lastly, MD is insufficient in simulating very large 

system and slow processes (microsecond to millisecond time scale). This is quite often the 

case for proteins and polymers. Nevertheless, MD simulations are able to provide highly 

useful insights into the behavior of beyond what experiments alone can accomplish [4]. 

In this thesis, we took the advantage of MD simulations and applied the tool in a series of 

oligomeric viologens. The simulations were carried out using commercial software 
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YASARA with AMBER 14 force field under no pressure and temperature controls both in 

vacuum and in solvents.  

2.3 Single molecule fluorescence spectroscopy 

In contrast to bulk measurements, single molecule experiments allow the investigation of 

the behavior for individual molecules. Single molecule fluorescence microscopy is used in 

Chapter 3 and the fluorescence for single strand P3HT on both gold nanorod substrate and 

cover glass was recorded.  The experiments were carried out in Dr. Martin Vacha’s 

laboratory in Tokyo Institute of Technology. 

 

Figure 2.3 Scheme of the single molecule fluorescence microcope. 

The set-up used in this work consists of an inverted wide-field microscope (Olympus IX 

71). The sample was excited by a cw solid-state laser (TDG532-500, Changchun New 

Industries Optoelectronics Tech., 532 nm, 200 μW). Emission from the sample was 

collected by a dry objective lens (UMPlanFL100x, N.A. 0.95, Olympus). The fluorescence 

imaging was carried out in an epi-fluorescence mode with a dichroic mirror (Di02-R532, 
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Semrock) and a long-pass filter (BLP01-532R, Semrock). The images were detected with 

an electron-multiplying (EM) CCD camera (iXon, Andor) with bin time of 0.1 s. Single-

molecule fluorescence spectra were measured using an imaging spectrograph (Bunkou 

Keiki CLP-50, 0.5 nm resolution) inserted between the microscope and the EM-CCD 

camera.  

2.4 Steady state spectroscopy and others 

All UV-Visible absorption spectra were collected using a Cary 5000 UV-Vis-NIR 

spectrometer. For samples in solution, 1 cm quartz cuvette was used. Baselines were 

subtracted for solvents and empty cuvette. 

All fluorescence measurements were collected using a Cary Eclipse fluorescence 

spectrometer. For samples in solution, 1 cm quartz cuvette was used. Baselines were 

subtracted for solvents and empty cuvette. The excitation wavelengths were selected 

depending on the target material monitored. 

All other sample preparation procedures will be discussed in detail in the individual 

chapters.  
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Chapter 3. Excited state behavior of single strand and bulk 

P3HT in contact with an Au nanowire array  

In this chapter, the multifaceted influence of hexagonally packed Au nanowires on the 

excited state behavior of closely located regioregular (RR) P3HT both in bulk form and 

single strands is studied by pump-probe spectroscopy and single molecule fluorescence 

spectroscopy. 

An average 5-fold increase of fluorescence intensity was detected for single strands of 

P3HT in the presence of the nanowire array, with the strongest emitters exceeding the 

brightness of their counterparts on glass by a factor of 40. The single molecule trajectories 

show that the same polymer strand is capable of exhibiting a wide range of enhancement 

levels. The “off” periods on the Au substrate are exceptionally long and erratic. This 

behavior is attributed to sporadic electron transfer events between the strand and the metal. 

Bulk P3HT deposited on the same Au nanowire array shows a dramatic reduction of the 

yield and lifetime of singlet excitons in comparison with glass support, indicating that the 

proximity of the metal greatly accelerates both exciton dissociation and charge 

recombination. Interestingly, a large increase of the triplet exciton population is observed 

in the presence of the metal, indicating a much faster loss of the spin-spin correlation. The 

bulk P3HT results suggest that the large fluorescence enhancement observed in the single 

molecule experiments occurs only for a few emitters which have been fortuitously placed 

at the optimum distance and orientation with respect to the metal.  



- 33 - 

 

 

 

 

Figure 3.1 Schematic representation of P3HT@AuNR. 

3.1 Introduction 

As described in Chapter 1, the proximity of a metal surface can dramatically alter the 

radiative and nonradiative decay pathways and the corresponding lifetimes, rad and nr of 

the excited state of a molecular or polymeric emitter, especially when the metallic 

substrates exhibit localized surface plasmon resonance (LSPR). In such systems, the 

competing short and long-distance interactions contribute to the overall response which 

can range from substantial enhancement to total quenching of the intrinsic 

photoluminescence [1-4]. In this work, we report the behavior of regioregular 

polyhexylthiophene (RR-P3HT), both in the form of a bulk film and dispersed at a single 

molecule level, coupled to a dense array of 60 nm long hexagonally packed Au nanorods 

(NRs) with a pitch of 29 nm and diameter of 12 nm (Figure 3.1), which we prepared with 

the help of a unique bottom-up wet chemistry methodology [5]. Because of the high Au 

nanorod content (~30% by volume) and the correspondingly large polymer-metal contact 

area, the photoresponse of the P3HT@AuNR system is expected to be determined to a 
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large degree by the interactions at the interface and to differ sharply from the reference in 

which a layer of P3HT has been deposited on a chemically and optically inert glass 

substrate (P3HT@glass). 

3.1.1 Properties of RR-P3HT 

Poly (3-hexylthiophene) is one of the most frequently used semiconducting polymers in 

the field of organic electronics [6, 7]. Depending on the sequence of 2-(head) and 5-(tail) 

positions in the two adjacent thiophene rings when coupled, P3HT shows different 

regiochemistry shown in Figure 3.2. Regioregular P3HT contains only head to tail (HT) 

coupling thus exhibiting planar conformation and extended π conjugation, which makes it 

perfect for applications in charge transport. On the other hand, in regiorandom (RRa) P3HT, 

the coupling between two thiophene rings is irregular (HH or TT). Therefore, the 

conformation deviates from being planar and shortens the conjugation length [8].  

 

Figure 3.2 Structure of RR-P3HT and RRa-P3HT. 
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Regioregular P3HT is not conductive in neutral state and becomes conductive upon doping. 

The energy levels for P3HT can be determined by cyclic voltammetry (CV) and calibrated 

to the HOMO and LUMO levels in Fermi energy scale using the following equations, 

    𝐸𝐻𝑂𝑀𝑂 = − (𝐸(𝑜𝑥,𝑣𝑠.𝐹𝑐+/𝐹𝑐) + 5.1)  𝑒𝑉 (5.1) 

 𝐸𝐿𝑈𝑀𝑂 = − (𝐸(𝑟𝑒𝑑,𝑣𝑠.𝐹𝑐+/𝐹𝑐) + 5.1)  𝑒𝑉  

which yield -5.12 eV -2.84 eV for HOMO and LUMO in RR-P3HT [9].  

RR-P3HT is readily soluble in many solvents and exhibits broad, featureless absorption 

that is dominated by isolated polymer chains. In thin films, RR-P3HT can form highly 

crystalline layers. The morphology is strongly affected by molecular weight of the RR-

P3HT used and the processing conditions such as the deposition protocols (spin coating, 

drop casting etc.). In this work, we prepared RR-P3HT solution in toluene, a relatively fast 

evaporating solvent, and applied drop-casting technique to fabricate RR-P3HT thin films 

on both AuNR and glass substrates. The packing of such RR-P3HT film is edge-on, which 

is generally favored thermodynamically in comparison to the other, face-on packing which 

is more favored in P3HT with lower regioregularity [8].  
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Figure 3.3 Edge-on and face-on packing of crystalline RR-P3HT. 

3.1.2 Charge carrier generation in P3HT@AuNR 

One of the unique properties of semiconductors is the generation of charge carriers upon 

photo-excitation. These charge carriers play central roles in the optical performance of 

conjugated polymers [10].  Singlet excitons and polaron pairs, electron-hole pairs bound 

by Coulomb interaction, are generated at the initial stage of photon excitation. There are 

two types of excitons: Mott-Wannier and Frenkel excitons. Mott-Wannier excitons are 

generated in materials with large dielectric constants which give rise to larger exciton radii 

and hence smaller binding energies (<0.01 eV). On the other hand, Frenkel excitons are 

generally more compact with larger binding energies (0.1-1 eV) and are formed in 

materials with lower dielectric constant. Excitons are not static, they tend to delocalize 

within delocalization radius and overcome the binding within the electron-hole pair to 

dissociate. When excitons dissociate, polarons, free moving electrons and holes, are 
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generated. The mechanism of dissociation is frequently described by the hot-exciton 

dissociation model, in which the excess energy carried by excitation photon leads to lattice 

phonon excitation and can be used to break the binding within the electron-hole pair. As a 

result, the yield of polarons and polaron pairs often exhibits pronounced dependence on 

the energy of the absorbed photon [11-13].  

 

Figure 3.4 Competing radiative and non-radiative processes in a polymeric material. 

In P3HT@AuNR, exoergic tunneling of electrons and holes between the photoexcited 

P3HT and the AuNR is possible. For excitons generated sufficiently close to the metal 

surface, excess excitation is therefore unnecessary in order to overcome the electron-hole 

binding. Free moving polarons generated by dissociation can follow a number of possible 

dynamic pathways such as diffusion, recombination, electron transfer or tunneling. In our 

case of P3HT@AuNR, the polarons are not only able to recombine with their charged 

counterparts in the polymer but can also rapidly recombine with electrons or holes 

tunneling from gold in the reverse direction. The image charges generated in the metal are 

likely to further accelerate the rapid electron exchange and charge recombination at the 

interface. Due to the dense continuum of energy states in gold, the electron or hole can 
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always find a matching final electronic state to which the transfer is thermodynamically 

favored. It has been shown that photoinduced electron transfer from chromphores anchored 

to metallic surfaces can be as fast as 10 fs [14].  

Because electron tunneling is highly distance dependent, the initial behavior of the excitons 

formed further away from the interface should resemble these in P3HT@glass. As the 

distance to the Au surface increases, the transition from the “direct contact” to the “bulk-

like” excited state behavior of in P3HT@AuNR is likely to be steep but gradual. 

Nevertheless, it is convenient to divide the area around the Au nanorods into two distinct 

zones defined by the delocalization length of the exciton (Figure 3.5 Right). The zone 

which lies within the delocalization length from the surface of the nanorod (light pink) 

defines the volume of strong interaction between the components of the photoexcited 

assembly. The area which extends further than the delocalization length (dark pink) 

corresponds to the volume where the initial behavior of the exciton is expected to be similar 

to pristine bulk P3HT. This simplified picture will be used to interpret the results of both 

the bulk and single molecule measurements on the nanostructured Au substrate. 
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Figure 3.5 (Left) Schematic representation of the nanowire array filled with P3HT. 

The side view of P3HT@AuNR is shown on the left, a horizontal slice on the right. 

(Right) Top view of the Au-nanowire array with two-zone division. 

In this chapter, we will demonstrate that when coupled to AuNR, not only the dynamics of 

existing charged carriers in RR-P3HT (singlet excitons, polaron pairs and polarons) is 

severely altered, there is also evidence of formation of triplet excitons, which are usually 

absent in RR-P3HT and only appears in RRa-P3HT. 

3.2 Sample preparation 

Gold nanorod array films: Au nanorod array substrates were fabricated using block 

copolymer templated electroplating method, which was modified from the fabrication 

methods of CeOx and conducting polymer nanorod arrays [5, 15]. An electrode was 

prepared by sputtering Cr and Au on a cover glass. A 3% toluene solution of liquid 

crystalline block copolymer PEO114-b-PMA(Az)66 was spin-coated on the Au/Cr-sputtered 

glass electrode. The coated electrode was thermally annealed in vacuum for 6 h at 140℃ 

to form vertically oriented cylindrical PEO domains surrounded by liquid crystalline 

PMA(Az) domains. Electroplating was performed in 1 mM HAuCl4 aqueous solution by 

using a potentiostat/galvanostat (Ivium CompactStat, Ivium Technologies, Netherlands) 

with potential scanning method in a range between -1.0 V and 0.5 V vs. Ag/AgCl.  The 

template was removed from the electrode by oxygen ion etching (Shinko Seiki, Japan) with 

a radio frequency power of 50 W at a pressure of 15 Pa for 140 s [5].  

Samples: For pump-probe measurements regioregular (RR) P3HT (Sigma Aldrich, Mw 

55k) was dissolved in toluene (Sigma Aldrich) to make a solution of 0.12 mg/ml and drop 



- 40 - 

 

 

 

cast on the cover glass and Au nanorod arrays. For single molecule measurements the 

regioregular (RR) P3HT was dissolved in PMMA (3% weight in toluene) to make a 

solution of approximately 3×10-8 molar and spin-coated on the cover glass substrates and 

gold nanorod arrays at 3000 rpm for 30 s. 

3.3 Results and discussion 

The electronic spectrum of P3HT@AuNR exhibits relatively minor non-additive effects. 

Only at short wavelengths (350–450 nm), the spectra on glass and on AuNR significantly 

diverge. As the difference spectrum A= AP3HT@AuNR 
– AAuNR shows, the main features of 

the P3HT band in the ~500-650 nm range are retained (Figure 3.6). The altered intensity 

of the vibronic peaks and slight broadening are evident but not dramatic. This suggests that 

the packing of the P3HT strands on the AuNR substrate is similar to that on glass and that 

the average electronic interaction between the metal and the polymer is modest. A strong 

interaction with the substrate is likely manifest itself in the form of major changes of the 

absorption spectrum of the molecular component, such as the appearance of charge transfer 

transitions at the interface [16-19]. Furthermore, the magnitude of the A= AP3HT@AuNR 
– 

AAuNR absorbance difference suggest that the P3HT@AuNR samples contain only a 20-

30% more P3HT than the amount needed to fill the voids of the nanorod array. As a result, 

transient spectra discussed below originate primarily from P3HT embedded between the 

Au nanorods with a smaller contribution from a layer deposited on top of the array. 
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Figure 3.6 Absorption spectrum of P3HT@glass and the difference spectrum 

A=AP3HT@AuNR-AAuNR. All spectra were collected at normal incidence. 

3.3.1 Pump-probe measurement 

The selected pump wavelength of 525 nm coincides with the third vibronic feature of 

P3HT@glass and the maximum of the AP3HT@AuNR – AAuNR difference spectrum (Figure 

3.6). While selective excitation of the P3HT component in the P3HT@AuNR assembly is 

impossible, this wavelength maximizes the fraction of photons absorbed by the polymer 

rather than the substrate. Unambiguous assignment of all spectral features of photoexcited 

bulk P3HT to all plausible excitonic and polaronic species is not trivial, as evidenced by 

the large and not always consistent literature [8, 20, 21]. The challenge is well illustrated 

by the calculated spectra of the hole, excess electron, T1, S1 and S0 states of short strands 

of P3HT (Figure 3.7). The evident spectral congestion becomes even more complex in bulk 

P3HT, where the strands interact with one another and a wide distribution of conformations 

modulates the delocalization length of the excitons and charge carriers. As a result, the 
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same species, e.g. a polaron or an exciton may exhibit a broad range of absorption 

wavelengths depending on the length of the unperturbed segment. In the interpretation of 

our results we followed the spectral assignments of Guo, Ohkita et al.[22], which we find 

particularly thorough and consistent. 

 

Figure 3.7 Computed positions and intensities of low-lying electronic transitions of 

the S0, S1 and T1 states, as well the radical cation and radical anion of a regioregular 

tetramer (a) and octamer (b) of 3-methylthiophene. The DFT (B3LYP, 6-31G*) 

calculations were carried out using Spartan’16 by Wavefunction, Inc. 

As expected, the excited state spectra of P3HT@glass and P3HT@AuNR differ markedly 

from one another, especially in the near IR (Figure 3.8). P3HT@glass shows a very broad 
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absorption band the intensity of which steadily rises from 800 to the 1100 nm limit of our 

measurements (Figure 3.8a). Its maximum lies further in the near IR and is consistent with 

the 1250 nm band assigned by Guo et al to the singlet excitons. This prominent band is 

almost completely absent in P3HT@AuNR, however, a new peak at 800-850 nm appears 

along with another, weak and broad feature with a poorly defined maximum at ~900 nm 

(Figure 3.8b). The disappearance of the 1250 nm band indicates an extremely rapid 

consumption of singlet excitons in P3HT@AuNR. The most likely dominant decay 

mechanisms are exciton dissociation via electron exchange at the polymer-metal interface 

and energy transfer. These processes appear to be faster than sub 100 fs time resolution of 

our measurements. 
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Figure 3.8 Transient absorption spectra of (a) P3HT@glass; (b) P3HT@AuNR. Data 

collected under 525 nm excitation at different delay times. 

The strong peak at 800-850 nm is consistent with triplet excitons in RRa-P3HT [22, 23] 

and represents one of the most interesting findings of this project. The triplet population 

generated in pristine RR-P3HT is usually negligibly small because the formation of 

polarons and polaron pairs is faster than the intersystem crossing (ISC). In regiorandom 

(RRa) P3HT, the observation of triplets upon excitation well above the bandgap (h  2Eb), 

has led some to propose that singlet fission may be involved [22]. In P3HT@AuNR, the 
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proximity of the metal opens new channels of triplet formation, regardless of the energy of 

the pump photons (in our case ~2.4 vs the ~2.0 eV bandgap). Firstly, the rapid,  < 100 fs, 

electron exchange at the metal-polymer interface, leads to a similarly fast loss of the spin-

spin correlation between the electron and the hole (the spin polarization of an electron in a 

metal is lost essentially instantaneously). Subsequent charge recombination of the 

uncorrelated spins to the T1 state is statistically three times as probable as the 

recombination to the S0 ground state. The endoergic recombination to the S1 state is too 

slow to be relevant. Furthermore, the moderately exoergic formation of the T1 state (G0 

 -0.4 eV) is kinetically favored over the recombination directly to the S0 state, which lies 

deep in the Marcus inverted region (G0  -2.0 eV). Acceleration of the intersystem 

crossing in the original S1 singlet exciton by plasmonic field effects is also possible. 

Examples of such enhanced ISC and phosphorescence can be found in the literature [24-

26]. Unlike the short range electron exchange, which is limited to a thin layer adjacent to 

the metal, the field effects extend for tens of nanometers and could modulate the ISC rate 

across the entire P3HT@AuNR sample. This is a very appealing possibility, however, the 

reported acceleration of the ISC and phosphorescence is small, with the highest measured 

plasmonic enhancement factor of 2.4 [27], which is much too low to account for the 

formation of the P3HT triplet on a subpicosecond timescale. As a result, if such effects are 

present in P3HT@AuNR, they are most likely of secondary importance. 

The weak band at ~900 - 1000 nm in Figure 3.8b belongs to free polarons (the spectra of 

electrons and holes are nearly identical in P3HT). Upon closer inspection, this feature is 

also seen in the spectrum of P3HT@glass (Figure 3.8a), where it appears as a broad 

shoulder on the high energy side of the 1250 nm exciton band. Both in P3HT@glass and 
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P3HT@AuNR, there is strong stimulated emission overlaid with the bleach of the ground 

state at wavelengths shorter than 650 nm and a well-defined band at 660 - 670 nm which 

belongs to the polaron pairs. In P3HT@AuNR, this band exhibits a broad low-energy 

shoulder extending to 750 nm. This feature is consistent with the spectrum of polaron pairs 

in RRa-P3HT [22] and may indicate increased conformational disorder in the presence of 

the Au nanowires. 

 

Figure 3.9 Normalized transient absorption decay profiles and the fits (red) obtained 

for P3HT@glass (blue) and P3HT@AuNR (green) at probe wavelengths of: (a) 668 nm; 

(b) 876 nm; (c) 1032 nm. 
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In order to better understand the dynamic behavior of the system, time profiles were 

collected at 668 nm (polaron pairs), 876 nm (triplet excitons and free polarons) and 1032 

nm (singlet excitons and free polarons). A double exponential function A(t) = A1 exp(-

t/1) + A2 exp(-t/2) + A was used to fit the decay curves shown in Figure 3.9. The 

evolution of the interconverting transient species in P3HT does not follow first order 

kinetics but double [24] or triple [18-19] exponential fitting is a frequent compromise used 

to analyze the temporal response in systems exhibiting complex multi-order kinetics. When 

comparing the results presented here with these of Guo, Ohkita et al. [22] and Hwang et al. 

[23], it should be noted that the pump pulses employed in our experiments were 3 to 4 

times shorter, and the overall time resolution ~2-times better. Consequently, the sensitivity 

to the fastest components of the decay was considerably higher. 

 

Table 3.1 Double exponential decay fitting parameters for transient dynamics probed 

at 650, 850 and 1000 nm in P3HT@AuNR and P3HT@Glass. 

Several trends are apparent in the data shown in Figure 3.9 and Table 3.1. Firstly, the 

amplitude A which represents the longest lived population of any detected species is lower 

for P3HT@AuNR than for P3HT@glass by as much as 35 to 63%. The decrease is most 

pronounced at 1032 nm where the absorption is dominated by singlet excitons. At 876 nm, 



- 48 - 

 

 

 

where triplet excitons are the strongest absorbing species, the decrease is smallest. The 

reduction of A  is accompanied by a commensurate increase of A1, the amplitude of the 

fastest decaying component, 1  0.5–1 ps. In this case the change is also the greatest in the 

near IR (47%), underscoring the notion that the singlet excitons are most affected by the 

presence of the Au substrate. The smallest, 10% increase of A1 is observed at 876 nm, once 

again suggesting the rapidly disappearing singlet excitons and polarons are replaced by the 

longer lived the triplet excitons. The two-zone model shown in Figure 3.5 is helpful in 

rationalizing the above observations. Based on the literature value of the exciton radius, 

4.3-6.7 nm [22, 28, 29] and the geometric parameters of the nanorod array, the ratio of 

volume where singlet excitons are in contact with gold to the volume where direct contact 

is not possible is 6:4 and implies that 60% of the excitons can undergo electron exchange 

with the metal immediately upon photoexcitation. The ΔA∞ of -63% observed for 

P3HT@AuNR at 1032 nm agrees surprisingly well with the estimated interaction volume.  
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Figure 3.10 Single molecule fluorescence blinking profiles for P3HT embedded in 

PMMA deposited on the Au-nanorod array (a-d) and on glass (e-f). Each trace shows the 

photon count of a randomly selected emitter plotted versus time. 

3.3.2 Single molecule spectroscopy 

Single molecule spectroscopy has been successfully applied to study spatial and dynamic 

heterogeneity of polymers [30-32], including polythiophene [33-36]. We conducted 

measurements on single P3HT chains dispersed in a PMMA and deposited on glass 

(SMP3HT@glass) as well as the nanorod array (SMP3HT@AuNR). While the spatial 

resolution of single molecule spectroscopy is not sufficient to resolve the subwavelength 

features of the Au nanowire array, useful insights about the behavior of P3HT coupled to 

the metal can be extracted from this data. The most striking feature of the single molecule 
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trajectories (Figure 3.10) recorded for SMP3HT@AuNR is the strikingly broad range of 

photon counts and the exceptionally erratic pattern of the “on” and “off” states in 

comparison with the relatively smooth blinking curves and lower intensities of 

SMP3HT@glass. The latter resemble typical trajectories of conjugated polymers in good-

solvent matrices [31]. The behavior of SMP3HT@AuNR exacerbates the difficulty in 

identifying a representative set of trajectories, a task which is always challenging in single 

molecule spectroscopy, even in the case of well-behaved fluorophores.  As seen in Figure 

3.10, traces 3.10a through 3.10d, the photon count in the “on” state of the bright emitters 

coupled to Au exceeds the strongest emitters on glass substrate (traces 3.10e and 3.10f) by 

a wide margin, pointing to the presence of plasmonic enhancement effects. In some 

instances, e.g. 3.10b, the intensity is 25 to 40-times higher than in the absence of the metal, 

however, these ultrabright bursts occur only for a brief period and are followed by extended 

off intervals. More commonly, the enhancement is only ~3 to 8-fold, however, it persists 

for longer periods of time (traces 3.10c and 3.10d). 

Given that the fluorescence quantum yield of P3HT in solution is ~0.3, such high 

enhancement factors observed upon cw excitation reflect not only the increased quantum 

yield but also accelerated cycling between the excited state and the ground state (the 

quantum yield cannot exceed 1, however, the radiative rate can be arbitrarily high). 

Another feature observed for SMP3HT@AuNR is the presence of the abrupt changes in 

the photon count (traces 3.10a and 3.10b), which fall short of complete on-off switching. 

For example, in 3.10a, the signal drops to a sustained plateau with ~8-times lower photon 

count before completely switching off. In 3.10b the initial plateau is ~3 times higher than 
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the typical signal for SMP3HT@glass and exhibits no fading. It culminates with an 

extremely bright burst immediately after which it switches off for extended period of time. 

The sharp steps in the photon count may be caused by sudden conformational changes of 

the P3HT chain, which in the presence of Au can lead to different levels of enhancement 

and quenching. The dynamics of single fluorescent polymer chains in glass-like matrices 

has been probed in the past and the possibility of large conformational jumps is well 

documented [37, 38].  Such conformational change may put certain sectors of the polymer 

strand in a position of optimum radiative enhancement and lead to the sharp emission 

spikes seen in 3.10b and 3.10d. A conformational jump can also bring the chain in contact 

with the metal, triggering interfacial electron transfer (ET) and quenching of the emission, 

which can be restored only upon charge recombination. In this context it is important to 

keep in mind that molecular weight of 55 kD is equivalent to ~330 hexylthiophene repeat 

units, which in the all-trans configuration would span ~120 nm, a much longer distance 

than the 29 nm spacing between the Au nanorods. As a result, multiple points of contact 

between a strand and the metal may exist. Given that the exciton length of 8.6-13.4 nm [22] 

is much shorter than the length of the strand, independent ET events can take place at 

different locations along the chain and lead to the observed stepwise blinking, even if the 

conformation of the polymer remains static. Indeed, in our view such position dependent 

P3HT-to-metal and metal-to-P3HT ET processes play critical role in SMP3HT@AuNR, 

regardless of conformational gating. 

As mentioned earlier, both electron and hole transfer between photoexcited P3HT and gold 

are thermodynamically possible. The corresponding tunneling rate follows exponential 

distance dependence, kET  e-R controlled by the damping factor  which has been 
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determined for a range of intervening media, including a variety of polymers [39]. Given 

that in PMMA  1 Å-1, the quenching of fluorescence by ET will show steep dependence 

on the separation between the P3HT strand and the Au surface.  For example, if at a certain 

distance R1, the rate of electron transfer is 10-times slower than the intrinsic decay of the 

excited state of P3HT, quenching by ET will on the average occur once per 10 excitations. 

At a distance R2 = 3R1 the ET rate will be 20 times slower than at R1 and thus it will occur 

only once per 200 excitations. As the ET quenching events grow more sporadic with 

increasing distance, so does the restoration of the emission because charge recombination 

follows analogous exponential distance dependence. The combination of these two low 

probability events (ET quenching and charge recombination) is the most likely cause of the 

sparse fluorescence trajectories in SMP3HT@Au. The trapping of the charges will further 

slow down the recombination and extend the “off” period. Conversely, P3HT strands for 

which the rate of ET to a nearby Au nanorod exceeds the intrinsic excited state decay rate, 

will undergo quenching upon most excitations and only rarely emit a photon. In either case, 

the presence of the ET channel will reduce the net “on” time of the fluorophore and 

counteract the enhancement effects, in some cases suppressing them altogether. 

One way to analyze the dynamical events in single molecule spectroscopy is to calculate 

intensity autocorrelation function from the time trajectories of individual  
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Figure 3.11 The average autocorrelation curves of P3HT embedded in PMMA on Au 

nanorod array (blue) and on glass (green). 

molecules to extract the characteristic relaxation times [26]. Here, the 

autocorrelation function was applied to the averaged blinking trajectories recorded 

on glass and on the Au substrate rather than to individual traces. This compromise 

solution was adopted because the individual trajectories of SMP3HT@Au are too 

sparse to yield a well-behaved autocorrelation. The resulting autocorrelation curves 

are well reproduced by a double exponential decay function as shown in Figure 

3.11. Both time components of the autocorrelation decay are nearly twice as fast 

for SMP3HT@Au as for SMP3HT@glass (Table 3.2). The faster loss of 

correlation for SMP3HT@Au points to a higher randomness of blinking, 

consistent with the presence of additional quenching channels and broader 

distribution of the duration of the “off” periods. Notably, the fast time constant 1 

accounts for a much larger fraction (~23% vs 13%) of the amplitude in 

SMP3HT@Au. The total autocorrelation amplitudes in SMP3HT@Au and 

SMP3HT@glass are 0.55 and 0.91, respectively, suggesting that in the case of the 
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former a large fraction of correlation is lost within the duration of the sampling 

window. 

 

Table 3.2 Time constants recovered from the autocorrelation curves shown in Figure 

3.11. 

The fluorescence spectra for SMP3HT@Au show on the average an approximately five-

fold enhancement of intensity in comparison with P3HT@glass (Figure 3.12a), thus 

confirming a substantial plasmonic enhancement in the presence of Au nanorods. As above, 

because of the extremely erratic blinking and long off-periods in SMP3HT@Au, 

collecting complete single molecule spectra with a consistent signal to noise ratio was 

challenging. As a compromise, we analyzed averaged fluorescence spectra of 10 individual 

emitters on the Au substrate and 6 on glass. Aside from the enhancement, the spectrum of 

SMP3HT@Au (black) is very similar to that of SMP3HT@glass (red). This suggests that 

the coupling between the emissive strands of P3HT and the Au nanorods is moderate, i.e. 

sufficient to accelerate the radiative rate but not large enough to cause gross spectral 

changes (Table 3.3). For chromophores which are strongly coupled to the metal, the 

quenching at the interface dominates over the radiative enhancement. While the 

instantaneous brightness of such strongly coupled chromophores at t = 0 may be high, 

under cw excitation they will appear less bright than the SMP3HT@glass. 

 

  A1 τ1 (s) A2 τ2 (s) A 

P3HT@AuNR 0.23±0.02 5.3±0.91 0.68± 0.02 29±0.93 0.094±0.001 

P3HT@glass 0.13±0.007 9.6±0.81 0.86±0.007 53±0.44 0.019±0.0007 



- 55 - 

 

 

 

 

Figure 3.12 (a) Averaged single molecule emission spectra measured on glass (red) 

and the Au nanorod substrate (black); (b) Normalized double Gaussian fits of the spectra 

in (a) plotted together with the spectrum of the Au nanorod array (blue). 

The parameters of the Gaussian fit of the fluorescence spectrum (Figure 3.12b and Table 

3.3) of SMP3HT@AuNR reveals different degree of enhancement for the 0-0 and 0-

1vibronic peaks, with the latter gaining ~1.75-times more intensity as the former. Even the 

weak 0-2 peak becomes discernible as a shoulder at ~13500 cm-1 in the presence of the Au 

nanorods. The plasmon band of the nanorod array (Figure 3.12b) is approximately 1.5 

times more intense at 01 than at 00 and grows stronger at longer wavelengths possibly 

explaining the higher enhancement of the 0-1 peak. The blue shift of the 0-1 peak is also 

greater than of the 0-0 one by a significant amount (~200 vs ~50 cm-1). It is not clear how 

to interpret the implicit large difference of the vibrational frequency in terms of the 

coupling between fluorophore and the meta. 

 

Table 3.3 Fitting parameters retrieved from the fluorescence spectra in Figure 3.12. 

 

. 00 (cm-1) 01 (cm-1) FWHM00 (cm-1) FWHM01 (cm-1) A01/A00 

P3HT@AuNR 16066±9 14763±15  1151±17 1222±27 0.65±0.030 

P3HT@glass 16020±15 14578±29 1399±34 1151±55 0.37±0.028 
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3.4 Conclusions 

While comprehensive understanding of the dynamics in photoexcited P3HT coupled to a 

nanostructured gold substrate remains challenging, several important insights were gained 

as a result of the reported experiments. Expectedly, the behavior in bulk P3HT@AuNR is 

more complex than of P3HT@glass, primarily because additional pathways for charge 

separation and recombination are available in the former. The general trend is a significant 

reduction of the lifetime of excitons and charge carriers of the presence of metal. The 

overall population of transient species which survive past the 10 ps mark is approximately 

50% lower than for the samples on glass. We conclude that in the regions of P3HT which 

are within the exciton length of the interface, excitons and nascent polaron pairs dissociate 

rapidly via tunneling of one of the carriers to the metal, leading to nearly instantaneous 

quenching of the excited state. This behavior is common for the bulk P3HT and for single 

strands of the polymer dispersed in PMMA on the AuNR substrate. 

Very interestingly, the presence of the Au nanorod array greatly increases the yield of 

triplet excitons in the deposited bulk P3HT. We postulate that this effect is caused by the 

rapid loss of the electron-hole spin-spin correlation via efficient electron exchange at the 

polymer-metal interface followed by the statistically favored formation of triplet excitons 

rather than by the acceleration of intersystem crossing in the initial singlet exciton.  

The single molecule experiments show that fortuitously located excitons in can experience 

very large radiative enhancement in the presence of the Au nanostructure. Such enhanced 

emission by a small fraction of excitons may be present also in the bulk P3HT on the gold 

substrate, however, it is not discernible in the pump-probe transient absorption experiments. 

The unique feature observed in the single molecule experiments is the extremely erratic 
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blinking behavior, both in terms of the duration of the “off” periods and the abruptly 

changing fluorescence amplitude. We ascribe it to sporadic electron transfer events 

between the P3HT strands and the Au substrate, which quench sections of the chain for 

long periods of time. On the basis of the limited data set, the fluorescence of single strands 

of P3HT interacting with the Au nanorods appears to fall into two well defined extremes 

of either nearly total quenching or strong enhancement of the emission with the “off” 

periods modulated by interfacial electron transfer.  
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Chapter 4. Vibrational cooling and electron transfer in 

oligomeric viologens of different size and topology 

In this chapter, vibrational cooling was investigated in a set of homologous dimers and 

trimers with methyl viologen repeat units (MV2+). The rapid, < 500 fs decay of the D1 

excited state of monoreduced viologen (MV+) via a conical intersection allows the 

preparation of a vibrationally hot D0 ground state with large excess energy of 0.6 eV, which 

is equivalent to initial effective temperature of ~800 K.  The subsequent decay rates for the 

hot D0 states were probed by pump-probe spectroscopy and corroborated by molecular 

dynamics (MD) simulations. The observed cooling rates depend on the size and topology 

of the oligomer, with the linear trimer exhibiting significantly faster thermalization than 

the branched one. The dynamics of the thermal equilibration in these systems appears to 

be consistent with the primarily ballistic propagation of the vibrational excess energy and 

exhibits interference between the equivalent pathways in the branched trimer.  

Later, it was found that in a covalently linked viologen dimer, MV++MV++, the 

photoexcited singly reduced mixed valence species MV+MV++ returns to the ground state 

considerably faster than either the monomeric MV+ or the fully symmetric, MV+MV+,  

doubly reduced form of the dimer. We postulate that the deactivation of the D1 excited state 

in the mixed valence species is accelerated by the competition between the local, 

intramolecular internal conversion in the excited MV+ moiety and photoinduced electron 

transfer to the MV++ unit.  The extracted electron transfer rate agrees well with the 

thermodynamic parameters and computational estimates of the viologen-viologen 

electronic coupling. 
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Figure 4.1 Molecular structure of oligomers. (a) Monomer. (b) Para (linear) dimer. 

(c) Para (linear) trimer. (d) Meta dimer. (e) Meta (star) dimer. 

4.1 Introduction 

As discussed in section 1.2, molecules with not fully equilibrated thermal energies or “hot” 

molecules generated by the IVR dominated processes are crucial in the study of vibrational 

cooling. The excess vibrational energy contained by such molecules can sometimes be 

equivalent to thousands of kelvins, which is very difficult, often impossible to achieve by 

routine experimental methodologies [1-5]. The dominating mechanism of the dissipation 

of the corresponding excess vibrational energy (ballistically or diffusively) can be 

described and determined by models of heat transfer in molecular junctions, which has 

been elaborated in section 1.2.1 [6-8]. While it is universal for all molecules returning to 

electronic ground state via internal conversion to contain excess vibrational energies, for 
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the application in the study of vibrational cooling, the internal conversion (IC) need to be 

very rapid. For instance, one of the molecules most widely used in the study of vibrational 

cooling is azulene, which exhibit rapid internal conversion from S1 to S0 in 2 ps [9, 10]. 

Other experimental and theoretical studies have been carried out on a broad variety of 

systems such as large chromophores connected by bridges [9, 11], alkane chains [12, 13], 

biomolecules [14], nanostructures [8, 15] and SAMs [16]. 

Our interest in vibrational relaxation and cooling has been prompted by the pivotal role 

they play in intramolecular electron transfer processes occurring on sub-picosecond and 

short picosecond timescales [17]. Because such systems are not fully thermally equilibrated, 

neither internally nor with the surroundings, they cannot be expected to obey the 

predictions of the convenient and widely used closed-form theoretical models such as the 

Marcus or Marcus-Jortner equations, which are based on equilibrium thermodynamics. It 

has been demonstrated both in molecular systems and at interfaces that electron transfer 

from vibrationally hot states may be orders of magnitude faster, leading to unexpected 

results and interesting venues for the design of light harvesting materials [18]. 

Here we report the investigation of vibrational cooling and electron transfer in a series of 

oligoviologen arrays (Figure 4.1). In the context of this work, the methyl viologen radical 

cation moiety served as the building block to construct molecular junctions. By altering the 

number of viologen units and the linkage to the bridge (para and meta), the influence of 

molecular size and linear vs branched topology on the energy redistribution and 

equilibration with the solvent were probed in detail in section 4.3.1.  
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4.1.1 Properties of the methyl viologen radical cation 

Methyl viologen is commonly used in photochemistry, where due to its outstanding ability 

to accept electrons it often serves as a component of the donor-acceptor systems [19]. Upon 

accepting an electron, the methyl viologen cation becomes brightly colored monoreduced 

radical MV+. Most relevant to this study is the ultrafast internal conversion of the D1 

excited state of MV+ which within less than 0.5 ps decays via a conical intersection to the 

to highly vibrationally excited (~0.6 eV) ground state which can be readily detected by 

pump-probe spectroscopy. The formation of the latter has been detected by femtosecond 

resonance Raman spectroscopy (Huang and Hopkins) and subsequently by transient 

absorption spectroscopy (Häupl et al.) [20, 21]. It is therefore an ideal system that allows 

one to employ electronic excitation to set up nearly instantaneously a localized 

vibrationally hot state and monitor its subsequent evolution. 
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Figure 4.2 Schematic diagram showing the monoreduction of MV++ and the 

photoexcitation of MV+•. 

MV+• in D0 state exhibits a quinonoid planar structure. Upon photoexcitation to the D1 state, 

the two rings in the molecule twist to form a dihedral angle of approximately 30°. Figure 

4.3 shows the 3D plot of molecular energies of MV++ and MV+• versus varying dihedral 

angle and central bond length. The plot suggests that the D1 to D0 internal conversion is 

closely correlated to the relaxation rotation of the rings in the molecule.  As a result, the 

respective skeletal (high frequency) and torsional (low frequency) normal modes and the 

corresponding D0-D1 Franck-Condon factors have strong influence on the observed decay 

dynamics and spectral evolution. Furthermore, the similarities in the shape of energy plot 
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of MV++ and MV+• in D1 indicates a highly possible electron transfer between the two states 

in oligoviologens consisting of *MV+ and MV++.  

 

Figure 4.3 3D plot of energy versus varying dihedral angle and central bond lengths 

in D0 and D1 states of MV+ and the S0 state of MV++, calculated by DFT at B3LYP 6-

31G* level. 

In the simplest case of a mixed valence dimer (Figure 4.4 top) MV+MV++, the D1S0  

S0D0 electron transfer is spin allowed. Electron transfer in the *MV+MV++ system lies 

very close to the thermodynamic optimum, allowing it to be sufficiently fast to compete 

with the local internal conversion at the photoexcited MV+ site and could in principle 

accelerate the overall cooling rate of hot viologen moiety. The influence of electron transfer 
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and the vibrational cooling of hot D0 state in such mixed valence dimer is also studied. The 

discussion can be found in section 4.3.2. 

 

Figure 4.4 Structure of the singly (top) and doubly (bottom) reduced dimer. 

4.2 Sample preparation 

Fully reduced oligomers: Each compound (monomer, L-dimer, L-trimer and star trimer) 

was dissolved in degassed acetonitrile (>99.9%, Sigma-Aldrich) to make a concentrated 

solution of ~310-3 M. Excess of zinc powder was added and allowed to react for overnight 

to singly reduce every viologen units in each array. Each concentrated solution was diluted 

using degassed acetonitrile to reach a concentration of ~810-5 M and pipetted into a 1 cm 

quartz cell with an air tight seal for subsequent measurements. All steps were performed in 

a glove box. 

Mixed valence dimer: The singly reduced form MV+MV++ was made by mixing equal 

concentrated MV+MV+ and MV++MV++ with 1 to 1 ratio. All preparation steps were 
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performed in a glove box and spectroscopic measurements were done in a 1 cm quartz 

cuvette with an air tight seal. 

4.3 Vibrational cooling in linear and branched oligoviologens 

4.3.1 Steady state absorption measurements 

The D0-D1 ground state absorption spectra of all four reduced oligomers exhibit vibronic 

structure and peak position at 600 nm, which are nearly identical to these of the monomeric 

MV+ (Figure 4.5). The trimers show slightly more pronounced broadening of the high 

energy side of the spectrum which in the case of the linear para-bridged compound is 

magnified by the contributions of the inequivalent sites at the termini and in the center of 

the molecule. Overall, these differences are minor and do not merit further discussion. By 

correlating concentration and the measured absorption coefficient, it was concluded that 

every viologen unit in each oligomer was singly reduced. The close similarity of the spectra 

shows that the MV+• moieties interact only weakly with one another and that the electronic 

states of interest remain well localized on just one repeat unit. As a result, in the pump-

probe experiments, the excited state and the resulting vibrationally hot ground state are 

initially localized at a single MV+• site. Due to the low photon density employed in these 

experiments, the probability of exciting more than one reduced viologen unit per oligomer 

is negligibly small. The localization of electronic states is supported by the calculated 

electronic coupling between the LUMO orbitals of the MV++ sites, which is 68 cm-1 for the 

para and 97 cm-1 for the meta linkage. (HF, 6-311+G**, Spartan’16 by Wavefunction, Inc.). 

The larger interaction in the meta bridged systems indicates the dominance of the  

coupling pathway.  
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Figure 4.5 Ground state absorption of the reduced monomer (blue), linear dimer (red), 

meta dimer (light green), linear trimer (black) and star trimer (olive). 

4.3.2 Pump-probe experiments 

The transient absorption spectra of the five compounds are also similar to one another and 

display three discernible bands at ~710, ~770 and ~850 nm (Figure 4.6), which aside from 

the red shift mimic the appearance of the cw spectrum of MV+. This similarity and the 

spectral dynamics lead Häupl et al to assign the transient spectrum to the vibrationally “hot” 

electronic ground state rather than the D1 excited state.[21] The temporal evolution of the 

transient spectrum reflects the vibrational temperature of the molecule, with the red-most 

wavelengths reporting the hottest ground state species immediately after the internal 

conversion and the shorter ones encompassing a broader range of excess energy and 

persisting at more advanced stages of thermal equilibration with the solvent. Accordingly, 

the measurements were carried out at three values of probe: 845, 762 and 703 nm. On the 

other hand, similarly to monomeric viologen, the cooling dynamics in the oligomers is only 
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weakly dependent on the excitation wavelength and all results discussed below were 

carried out at a fixed exc = 550 nm.  In the MV+ oligomers, the evolving hot spectrum is 

a sum of contributions from the photoexcited moiety whose internal temperature decreases 

throughout the scan, as well as the remaining sites, whose vibrational temperature initially 

increases until the entire system begins to cool down and equilibrate with the solvent.  

 

Table 4.1 Rise time of populations probed at 703 nm, 762 nm and 845 nm in the 

linear dimer excited at 550 nm. 

The probe wavelength – internal temperature correlation is reflected both in the rise time 

and the decay of the hot spectrum. As expected, we observed the fastest, ~240 fs formation 

of the ground state, at the longest probe wavelength of 845 nm (Table 4.1). At shorter probe 

wavelengths the rate of formation of the hot ground state is slower because the overall rise 

of the signal is a composite result of direct population by internal conversion combined 

with vibrational energy redistribution (IVR) from the highest vibrational states. These 

results are consistent with our prior observations in monomeric MV+, confirming that the 

electronic interactions between the sites are weak and do not significantly alter the internal 

conversion process. As in the case of the monomer, the formation rates reported here are 

faster than the early literature value [20, 21] , most likely because of the superior time 

resolution of the present experimental setup. 

 

probe, nm 703  762 845 

Rise time, fs 562±22 317±13 239±17 
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Figure 4.6 (a) Normalized transient absorption spectra of the reduced monomer 

(blue), linear dimer (red), meta dimer (light green), linear trimer (black) and star trimer 

(olive) at 4 ps after excitation at 550 nm. (b) Overlay of ground state absorption and TA 

spectrum at 4 ps spectrum of the reduced dimer. 

The cooling profiles are collected in Figure 4.7. It is apparent that for all molecules the 

decay dynamics is by far fastest at the longest probe wavelength of 845 nm, which is 

sensitive to the hottest population of the ground state. Secondly, at all probe wavelengths 

the cooling process is perceptibly faster in the oligomers than in monomeric viologen, 

however, the differences among the oligomers are much more subtle. The lack of 

pronounced dependence on the number of repeat units is consistent with ballistic 
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propagation dominating over stochastic, heat-like energy redistribution and intramolecular 

equilibration [4, 6]. 

Parameters recovered from double exponential fitting of the decay profiles are gathered in 

Table 4.2. In order to achieve convergence, the fitting required the inclusion of an 

adjustable offset, A, of variable magnitude. The origin of this behavior is uncertain and 

we tentatively ascribe it to an artifact caused by residual thermal lensing.  Given the 

complexity of the cooling process, empirical fitting does not have direct mechanistic 

correspondence, however, the existence of two general cooling regimes can be identified. 

The initial, steep decay of the hot population occurs with  = 1.4 – 2.3 ps, while the slowest 

components extend all the way to 18 ps, consistent with IVR dominating the early times 

followed by slower dissipation to the solvent. The biphasic nature of the equilibration is 

most pronounced at the longer wavelengths, especially in the monomer, for which at 703 

nm the decay can be fitted only with a single exponential. This behavior is reasonable 

because in the monomer the cutoff between the internal vibrational equilibrated and 

subsequent heat transfer to the solvent should be most pronounced.  



- 75 - 

 

 

 

 

Figure 4.7 Transient absorption decay profiles for the monomer (blue), para 

dimer (red), meta dimer (light green), linear trimer (black) and star trimer (olive) 

excited at 550 nm and probed at different wavelengths: (a) 703 nm; (b) 762 nm; (c) 

845 nm. 
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Table 4.2 Double exponential decay fitting parameters of monomer, linear dimer, 

meta dimer, linear trimer and meta trimer excited at 550nm and probed at 703 nm, 762 

nm and 845 nm. 

The substantial crosstalk between the fitting parameters in Table 4.2 (both time constants 

and relative amplitudes of the fast and slow decay components) cautions one not to over-

interpret the differences between individual rates and amplitudes. With the τ1/τ2 ratio rarely 

exceeding 3, the time constants are not well separated and it is very helpful to examine the 

data plotted as survival time s of a certain fraction of the initial population (Figure 4.8). In 

 

probe      τ1 /ps A1 τ2 /ps A2  A∞ 

 

 

 703 nm 

Monomer 11±0.04 0.89±0.002     0.1±0.0005 

Linear dimer 8.3±0.6 0.49±0.1 15±1 0.57±0.1 -0.06±0.001 

Meta dimer 9±1.5 0.71±0.3  18±5 0.34±0.26 -0.04±0.002 

Linear trimer 5.0±0.3 0.57±0.05 14±0.8 0.56±0.05 -0.12±0.002 

Meta trimer 3.7±0.4 0.16±0.03 11±0.2 0.85±0.03 -0.06±0.001 

 

 

762 nm 

Monomer 8.6±0.1 0.49±0.3 15±0.3 0.51±0.03 -0.05±0.003 

Linear dimer 3.3±0.3 0.28±0.03 11±0.2 0.77±0.03 -0.05±0.001 

Meta dimer 3.5±0.2 0.22±0.07 11±0.5 0.74±0.09 0.01±0.006 

Linear trimer 3.9±0.2 0.38±0.03 12±0.3 0.67±0.03 -0.07±0.001 

Meta trimer 3.4±0.01 0.25±0.01 11±0.01 0.81±0.001 -0.06±0.001 

 

 

845 nm 

Monomer 1.7±0.07 0.44±0.01 9.1±0.2 0.57±0.01 -0.04±0.001 

Linear dimer 1.4±0.7 0.17±0.1 3.6±0.2 0.88±0.01 -0.04±0.003 

Linear trimer 2.2±0.04 0.75±0.01 10±0.4 0.28±0.01 -0.05±0.001 

Meta trimer 2.3±0.2 0.69±0.04 8.8±0.7 0.39±0.05 -0.08±0.002 
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this simplistic representation, at the longest probe wavelengths reporting initial stages of 

the equilibration, the behavior of all three oligomers is practically indistinguishable, 

reinforcing the notion of ballistic propagation of vibrational energy dominating the early 

stages of the cooling process. The greatest differences among the examined systems are 

seen at the shortest probe wavelength, probe = 703 nm, i.e. for the already somewhat 

internally equilibrated and cooled molecules. While the dimers are nearly indistinguishable 

from one another or the monomer, the trimers reach thermal equilibrium with the solvent 

up to 35% sooner. This difference is likely a combined outcome of the increased surface 

area of the trimers, which is partially balanced by lower temperature gradient between the 

molecule and the solvent upon the completion of intramolecular redistribution of the 

vibrational energy among three rather than two viologen moieties. Very interestingly, at 

703 nm the cooling profiles of the linear and star trimer diverge, with the latter exhibiting 

~15 % slower relaxation. This divergence cannot be rationalized in terms of simple surface 

area or number of vibrational modes arguments and suggests the possibility of vibrational 

interference between the equivalent pathways in the branched meta bridged system. 
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Figure 4.8 Survival time vs. population profiles at different probe wavelengths. Blue: 

monomer; Red: dimer; Black: linear trimer; Green: star trimer. 
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4.3.3 MD simulations 

Standard pump-probe spectra and decay profiles monitor only the average evolution of the 

ensemble and cannot unravel the full complexity of the intramolecular heat flow and the 

cooling process. Classical molecular dynamics (MD) simulations were carried out in order 

to augment our understanding of the underlying vibrational energy redistribution, 

especially at early times. In addition, we could monitor not only the energy loss of the 

initially excited site but also the vibrational energy gain of the remaining viologens and 

bridging units. The computational procedures were selected to realistically mimic the 

conditions and limitations of the experiment. Because our 1-D pump-probe measurements 

do not reveal any apparent coherence and, unless a strongly coupled dominant mode is 

present, are generally insensitive to such effects, it was chosen to “heat” a monomeric 

viologen moiety to 1000 K at the beginning of the simulation while the rest of the oligomer 

remained at room temperature. The initial temperature of the hot viologen was estimated 

on the basis of the known overall excess energy (18,200 cm-1) and the number of normal 

modes. By simulating the vibrational excitation via rescaling of atom velocities rather than 

depositing an equivalent amount of energy in a mode or modes which may be selectively 

populated upon passing through the conical intersection, the unintended mode specificity 

has been eliminated. More advanced four wave mixing experiments on these systems might 

reveal the existence of vibrational coherence at early times after the formation of the hot 

ground state and would necessitate a different ansatz and computational approach. 

Each trajectory shown in Figure 4.9 is an average of five individual simulations. The loss 

of energy by the hot viologen and the corresponding gain by the remainder of the molecule 

is evident in all traces. Given the simplicity of the model, the general agreement with the 
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experimental results, especially at early times after photoexcitation, is good. For example, 

the biphasic equilibration in the linear dimer (Figure 4.9a) consists of components with 1 

= 2.00.1 ps and2 = 11.00.4 ps. The former time constant agrees very well with the 

experimental 1 = 1.40.7 ps, while the latter is considerably slower than the measured 

value of 2 = 3.60.4 ps. This is likely to reflect anharmonicity and heat transfer to the 

solvent. The trajectories for the star trimer can be fitted only with a single exponential with 

  = 5.90.1 ps. 

 

Figure 4.9 Averaged MD trajectories of the hot viologen (black), cold viologen 

(blue) and the bridge (red) in: (a) para dimer; (b) linear trimer; (c) meta dimer; (d) 

star trimer. 
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Significantly, we observe similar time scales for the energy flow to the bridging units and 

the cold viologen moieties, again pointing to the ballistic rather than stochastic nature of 

the process, where the latter would lead to a more gradual propagation of the energy across 

the system. There is no indication that the excess energy is at any time localized on the 

bridge and only subsequently dissipated onto the cold viologens.   

 

Table 4.3 Fitting parameters for the cooling of hot viologen units as well as the 

heating of the bridge moieties and the cold viologens. Energy gain by bridging moieties 

of meta dimer is absent due to poor fitting convergence. 

Lastly, it is of interest to compare the behavior of the para (linear) vs meta bridged dimers 

and trimers. The linear dimer and trimer show qualitatively similar temporal profiles, with, 

as expected, the trimer equilibrating faster. Their meta bridged equivalents exhibit more 

distinct equilibration dynamics. The star trimer appears to lack the fast ~1 ps component 

which accounts for as much as ~60% of the relaxation in the dimer. Similarly as in the case 

   τ1  /ps A1 τ2  /ps A2  

Energy loss by the hot viologen 

Linear dimer 2.0±0.08 0.63±0.01 11±0.4 0.37±0.01 

Meta dimer 1.1±0.05 0.65±0.03 11±0.2 0.35±0.004 

Linear trimer 0.76±0.06 0.40±0.01 5.2±0.09 0.60±0.01 

Star trimer 5.9±0.05 1±0.006     

Energy gain of the  cold viologens 

Linear dimer 1.1±0.08 0.5±0.03 23±0.4 0.5±0.006 

Meta dimer 0.99±0.06 0.54±0.03 12±0.2 0.46±0.005 

Linear trimer 3.8±0.04 1±0.007     

Star trimer 8.4±0.06 1±0.005     

Energy gain by the bridging moieties 

Linear dimer 1.6±0.05 1±0.03     

Linear trimer 0.57±0.03 1±0.03     

Star trimer 4.0±0.1 1±0.02     
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of the experimental results, this suggests that the redistribution of energy in the trimer is 

hampered by symmetry and vibrational interference between the branching pathways. 

Similar quantum interference effects were predicted theoretically for electron transfer in 

symmetric branched systems consisting of a single donor and multiple acceptors [22]. 

4.4 Electron transfer competes with a conical intersection in 

MV+MV++ and MV+MV+ dimeric viologens 

4.4.1 Ground state absorption spectra 

The ground state absorption spectra of both fully reduced and singly reduced dimers show 

very similar features as the absorption for monomeric MV+• (Figure 4.10). Once again, it 

suggests that the interaction between the viologen sites is weak and the electronic states of 

interest remain localized on a single viologen unit. Calculations at the Hartree-Fock level 

carried out for the parent MV++MV++ dimer also confirms that the electronic coupling 

between the relevant localized orbitals is in weak coupling range of ~11 to ~68 cm-1, 

depending on the basis set.  



- 83 - 

 

 

 

450 500 550 600 650 700 750 800

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

N
o
rm

a
liz

e
d
 A

b
s
.

Wavelength, nm

 MV+�-MV+�

 MV+�-MV++

 MV+�

 

Figure 4.10 Normalized ground state absorption spectra of the MV+ monomer 

(blue), the MV+MV++ dimer (red) and MV+MV+ dimer (black). 

4.4.2 Pump-probe measurements 

The excitation of the MV+ leads to the formation of a short-lived D1 state which is known 

to very rapidly decay back to the ground state D0 as discussed in section 4.3.1. Figure 4.11 

shows the transient kinetics at early time scales under three wavelengths probing ground 

state with different vibrational temperatures in monomeric MV+ and the two dimers. The 

formation rates are gathered and compared in doubly reduced MV+MV+  and singly 

reduced MV+MV++ dimers in Table 4.4.   
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Figure 4.11 Transient decay kinetics at early times probed at 703, 762 and 845 nm. 
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The rates collected in Table 4.4 shows that regardless of the probe wavelength, the 

formation of the vibrationally hot ground state is always faster in the dimers than in the 

monomer possibly due to the higher density of state of the former.  Furthermore, there is 

also a consistent difference in the rate of return to the grounds state in the doubly versus 

singly reduced dimer with the latter exhibiting rates which are faster by 7.1x1011 to 

1.4x1012 s-1 (~15 to 25 %), with the largest discrepancy occurring at the longest probe 

wavelength 845 nm, which corresponds to the hottest ground state molecules.  

 

Table 4.4 The rates of the formation of the hot ground state in the studied viologen 

systems probed at several wavelengths. The kdecay is the difference between the hot 

ground state formation rate in MV+-MV++ and MV+-MV+. 

The formation of hot ground state in singly reduced dimer is likely to have accelerated by 

the competition between local IC in excited MV+ moiety and photoinduced electron 

transfer to MV++ as discussed in 4.1. A similar fast photo-assisted electro hopping process 

was reported by Lu et all in oligomeric perylene diimide radical anions [23]. The empty 

orbitals contained by the unreduced MV++ moiety provide additional destinations for the 

electrons to hop, while it is impossible for doubly reduced dimers (Figure 4.12). The 

electron transfer may be as fast as 1.4x1012 s-1 (700 fs) from the kdecay gathered in Table 

   703 nm 762 nm 845 nm 

MV+•, s-1 
1.69±0.081012 1.85±0.071012 3.33±0.111012 

MV+•MV++ , s-1 2.08±0.041012 3.57±0.121012 5.56±0.291012 

MV+•MV+• , s-1 1.79±0.071012 3.13±0.11012 4.17±0.321012 

kdecay , s
-1 2.91011 4.41011 1.41012 
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4.4, consistent with the estimated 290 fs based on the semi-classical Marcus-Jortner 

equation (Equation 1.27). All parameters including driving force, reorganization energy, 

most strongly coupled donor-acceptor vibrational frequency and electronic coupling 

between the viologen units are collected from DFT calculations carried by Spartan 18 

(Wavefunction.Inc) at B3LYP 6-311+G** level. Most intriguing to us, the calculated result 

290 fs is even faster than the experimental value of 700 fs, which not only confirms that 

the photoinduced electron transfer between  *MV+ and MV++ accelerates the formation of 

hot ground state but also suggests that such channel may dominate the process in 

comparison with intramolecular internal conversion. 

 

Figure 4.12 Schematic representation of the competing internal conversion (IC) and 

electron transfer (ET) deactivation pathways of the D1 excited state in the mixed-valence 

MV+MV++ and the doubly reduced MV+MV+ redox form of the dimer. 

It should be noted that there are two more electron transfer processes which are possible in 

the valence shell of MV+MV++: the D0S0  S0D0 ground state hopping, which is 

intrinsically irrelevant to the deactivation of the excited state, as well as the LUMO  

LUMO electron exchange, which in a mixed-valence system is synonymous with the D1S1 
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 S1D1 degenerate electronic energy transfer. These degenerate, G0 = 0, ET processes 

have to overcome the full G* = /4 activation barrier. As a consequence, they are both 

very slow, with estimated rates on the order of 1x106 – 1x107 s-1 [17],  i.e. several orders 

of magnitude too low to be of significance in the context of our observations.  

Interestingly, when it comes to the vibrational redistribution and cooling of the hot ground 

state, the trend appears to be reversed. The doubly reduced dimer MV+MV+ equilibrates 

faster than either the monomer or the mixed-valence species MV+MV++.   

 

Figure 4.13 Transient decay profiles of MV+MV+ and MV+MV++. 

In Table 4.5 we have gathered the cooling parameters obtained at the longest reliably 

measured wavelength of 845 nm, which probes the hottest population of the initially 

formed grounds state and the result represents a combination of IVR and the early stages 

of energy dissipation to the solvent. The monomer and the mixed-valence MV+MV++ 

exhibit strongly biexponential cooling, with the 1/2 ratio of 4.1 - 5.6. In the mixed-valence 

dimer the biexponentiality is much less pronounced, with the fast-to-slow ratio of only 2.6. 
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This behavior suggests that temporal separation between the intramolecular redistribution 

and cooling to the solvent is not as clear in the symmetric MV+MV+.  

 

Table 4.5 Kinetic parameters of the cooling of the hot ground state probed at 845 nm 

for monomer, para dimer and meta dimer. 

We attribute this behavior to the perfect vibrational frequency matching between the 

identical viologen sites in MV+MV+, which facilitates ballistic propagation of the excess 

energy in the ground state of the dimer, as it was seen in section 4.3.1 and other work [13, 

24]. As a result, the IVR within the originally excited hot viologen unit and vibrational 

energy transfer to the cold viologens are both rapid and temporally not well separated from 

one another. In contrast, in the mixed-valence compound, the geometry of the viologen 

moieties is different. The MV+ has a nearly planar quinonoid configuration, while MV++ 

exhibits the twisted structure of biphenyl (Figure 4.4). The resulting vibrational frequency 

mismatch between critical skeletal modes of the viologen sites in the MV+MV++ is on the 

average only ~10 cm-1 and just a few cases of the most affected force constants reaches 50 

cm-1.  Nevertheless, this modest mismatch appears to be sufficient to reduce the ballistic 

component of the vibrational energy redistribution in the mixed valence dimer. 

Species A1 τ1, ps A2 τ2, ps 

MV+•, s-1 0.44±0.01 1.7±0.10 0.56±0.01 9.1±0.2 

MV+•MV++ , s-1 0.64±0.01 2.0±0.04 0.36±0.01 8.2±0.19 

MV+•MV+• , s-1 0.16±0.01 1.4±0.71 0.84±0.01 3.6±0.24 
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Figure 4.14 Vibrational frequency matching between MV+ (green line on the 

left) and MV++ (red line on the right) normal modes based on B3LYP, 6-31G** 

calculations (Spartan ’16). The frequency overlap based on an arbitrary 15 cm-1 

linewidth is shown in solid blue on both sides of the graph. The high frequency CH 

stretching modes are of minor relevance to the cooling process and were not 

included. 

4.5 Conclusions 

The redistribution of vibrational energy undergoes acceleration upon the addition of 

viologen units to the monomer and points to a major ballistic component of the process. 

Perhaps most interestingly, equilibration in the branched star trimer is considerably slower 

than in its linear counterpart. The dependence on the branching topology reinforces the 
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notion of non-stochastic nature of the redistribution of process and suggests that the skeletal 

modes propagate ballistically along the oligomer backbone.  Branching in the meta linked 

star trimer leads to mode degeneracies and imposes symmetry barriers on the ballistic 

propagation. Molecular dynamics simulations carried out within the harmonic 

approximation corroborate the importance of ballistic effects and the significant influence 

of topology on the propagation of vibrational excess energy in these systems. These 

findings have fascinating implications for electron transfer processes in donor-acceptor 

systems in which one or both partners are far from thermal equilibrium, for example in the 

dendritic networks of electron acceptors which were recently studied by this group.18 

Depending on the details of the electronic coupling and the driving force, ballistic 

propagation of vibrational excitation may allow the heat front to propagate along the 

system considerably faster than the tunneling or hopping electron, thus dynamically 

altering the effective local temperature for the electron transfer event.  

The observed apparent acceleration of internal conversion in the covalently bridged 

MV+MV++ mixed valence dimer due to the *MV+MV++MV++MV+ electron 

transfer is likely to be a general phenomenon in similar open shell systems, regardless of 

the specific IC mechanism in the monomeric unit. The magnitude of the effect will be 

determined by the relative rates of internal conversion in the monomer and electron transfer 

between the coupled units. When the excited state lifetime of the monomer is long and the 

electron transfer fast, the latter may become the dominant channel of return to the ground 

state. Separately, the redistribution of the excess vibrational energy appears to be slower in 

the mixed valence dimer than in the corresponding fully symmetric, doubly reduced species. 

This is attributed to the vibrational frequency mismatch between the sites and hence 
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reduced efficiency of the ballistic propagation of the excess energy across the dimeric 

system. 
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Chapter 5. Excited state dynamics of an 

anthracenylboronic compound 

5.1 Introduction 

In the past decade, π -conjugated polymers and molecules have drawn great attention 

among chemists due to their metal-like properties which enable the design of new materials 

for potential applications in optoelectronics and organic light-emitting diodes (OLEDs). In 

particular, the incorporation of main group elements such as boron, nitrogen and silicon 

can allow further tuning of the electronic properties of these molecules [1, 2]. For example, 

in some polyboroles and polysiloles, the LUMO energy level can be significantly lowered 

due to effective interactions between the vacant p or σ* orbitals of the boron or silicon 

atoms and π* orbital of the π-conjugated system [3, 4]. In other π-conjugated molecules 

containing four coordinated boron or boron clusters, second order nonlinear optical 

properties were discovered [5, 6]. In this context, it is even more intriguing if two main 

group elements that exhibit donor-acceptor properties are incorporated into the π-

conjugated systems. An intensely studied example is boron-nitrogen compounds. 

Depending on the number of substituents and the bond order of the B-N bond, boron-

nitrogen compounds can be classified into three types: borazanes, borazenes and borazines 

[7, 8].  
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Figure 5.1 Structure of amine-borane adduct and aminoborane. 

Borazanes contain tercovalent boron atom bound to a tercovalent nitrogen atom by two 

unshared electrons on nitrogen. The structure is roughly comparable to alkanes, where the 

two carbon atoms are linked by a single bond. A known property of amine-borane is the 

conformational change from staggered to eclipsed form upon photoexcitation. 

 

Figure 5.2 Conformational change of amine-borane upon photoexcitation. 

In borazenes, boron and nitrogen atoms are linked by one covalent δ-bond. The two 

unshared electrons on nitrogen atom also participate in the bonding, therefore, the B-N 

bond in borazenes exhibits certain degree of double bond character. In this sense, borazenes 

are very similar to alkenes. Borazene compounds can also undergo geometry change that 

is closely related to the B-N bond twisting relaxation after photoexcitation. This could lead 

to charge transfer emission with an unusually large Stokes shift [7, 9-11].  

In this work, the excited state dynamics as well as charge transfer properties of a borazene 

compound bisanthryboryldiphenylamine containing sterically crowded anthracene groups 
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were carefully studied by steady state fluorescence spectroscopy, pump-probe 

spectroscopy together with theoretical modeling utilizing semi-classical Marcus-Jortner 

equation. The structure of the molecule is shown in Figure 5.3. For simplicity, from this 

point on, the molecule will be referred as BN. The B-N bond in BN exhibits approximately 

36% double bond character with a dihedral angle of 17.4 degrees between diagonal phenyl 

ring and anthracene group according to DFT calculations at B3LYP, 6-31G* level. 

 

Figure 5.3 Structure of the BN molecule. 

Ground state energy of BN was calculated and plotted with respect to dihedral angle and 

the bond order of the B-N bond. The correlation between the order of the B-N bond and 

the dihedral angle appears to be nearly linear (Figure 5.4 blue projection curve). At zero 

degrees, the B-N bond exhibits the highest double bond character, while at larger dihedral 

angles of about 30 degrees, the bond order decreases by about 5%. The overall energy 

change of 0.05 eV, however, is modest considering the 30 degree twist. This suggests 
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relatively easy change of bond order in the BN molecule. The small change of energy also 

implies that BN may exhibits a wide range of twist angles at room temperature in solution. 

The distribution of rotamers may be very sensitive to the influence of varying the solvent.  

 

Figure 5.4 3D plot of the ground state energy of BN plotted as a function of  the 

dihedral angle and the B-N bond order. 

5.2 Sample preparation 

This project is carried out in collaboration with Prof. Thilagar at the Indian Institute of 

Science. The BN molecule is used directly as received. All solvents used in this work are 

HPLC grade. The concentration of each solution was approximately 1×10-5 M.  
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5.3 Results and discussion 

5.3.1 Steady state absorption 

 

Figure 5.5 UV-Vis spectra of BN in different solvents. 

The UV-VIS spectrum of BN shows two regions of absorption: the 400 nm region exhibits 

signature features of anthracene absorption and the band around 470 nm is assigned to 

charge transfer state of BN. We carried out a series of DFT calculations at B3LYP 6-31G 

level in order to simulate the UV-VIS spectrum and decompose the transition into orbital 

contributions. The results show three bands centered at 335 nm, 404 nm and 431 nm. 
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Figure 5.6 Simulated UV-VIS spectrum of BN in vacuum. 

Based on the analysis of the orbital composition for each absorption band, the 335 nm peak 

originates from the charge transfer between the diphenylamine and one of the anthracenes, 

and consists almost completely of the HOMO-2 to LUMO transition. The electron density 

shifts entirely from the nitrogen atom and its substituents to the anthracene groups. This 

corresponds to charge transfer from the nitrogen side to boron side of BN molecule. 

However, this band is hidden beneath the strong anthracene absorption in the experimental 

UV-VIS spectrum. The 404 nm band consists of 80% HOMO to LUMO+1 transition, 

which is localized only on the anthracene groups and confirms the anthracene-like 

absorption at these wavelengths. The minor component of 20% is dominated by the 

HOMO-1 to LUMO transition, which exhibits some charge transfer character from 

anthracene groups to boron and nitrogen atoms. As for 431 nm band, the major component 

(~80%) is the transition from the HOMO to LUMO orbital, which clearly shows an electron 

density shift from the anthracene groups to boron atom. The remaining 20% of 431 nm 

band is dominated by the HOMO-1 to LUMO+1 transition that once again points to 
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anthracene-like absorption. Based on these results, we concluded that the 475 nm charge 

transfer band observed in the experimental UV-VIS spectrum originates from a relatively 

small electron density shift from anthracene groups to the boron atom instead of a complete 

charge transfer between boron and nitrogen atom. Indeed, the calculations show an increase 

of electron density on the boron of 2.68%, while the electron density on nitrogen decreases 

by a minor amount of 0.37%, confirming that the primary charge shift in this molecule is 

from anthracene to boron.  

 

Figure 5.7 Molecular orbitals of BN with arrows indicating the contributions to the 

low-lying electronic transitions. 
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Table 5.1 Molecular orbital composition of the calculated absorption bands of BN. 

The color shading corresponds to the transitions indicated in Figure 5.7. 

The origin of 475 nm “charge shift” band is also confirmed by Figure 5.8, which shows the 

calculated B-N bond lengths plotted versus the dihedral angle with green stars labeling the 

optimum geometries in the S0 and S1 state of BN molecule. From the plot, it is observed 

that the B-N bond elongates upon photo excitation, which points to a higher single bond 

character in S1 state of BN. Therefore, it is possible for the empty p orbital of boron atom 

to receive more contribution of electron density from adjacent anthracenes instead of 

nitrogen atom. 

 

Center wavelength, nm Orbital components Weight 

335 HOMO-2 to LUMO 97% 

404 HOMO to LUMO+1 80% 

HOMO-1 to LUMO 19% 

431 HOMO to LUMO 77% 

HOMO-1 to LUMO+1 23% 
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Figure 5.8 Calculated B-N bond lengths with respect to different dihedral angles in 

the S0 and the S1 of BN. Green stars show the optimum B-N bond length and the dihedral 

angle at both states. 

From the spectra and MO calculation results, it appears that the nitrogen atom and its 

substituents play a very subtle role in determining the optical properties of the BN molecule, 

especially the “charge shift” band at 475 nm.  

It is reasonable to carry out additional measurements on reference samples containing only 

anthracene and boron groups to compare the spectroscopic features. Three reference 

molecules were selected: 9-methylanthracene, 9-anthracene boronic acid and 9,10-

anthracenediboronic acid bis(pinacol) ester. The UV-Vis spectra for all three reference 

molecules show very similar yet slightly shifted bands around 300-400 nm featuring 
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anthracene absorption. None of the reference samples shows a sign of a charge 

transfer/shift band around 475 nm, even though the HOMO and LUMO orbitals of 9-

anthracene boronic acid also exhibit electron density shift from anthracene to boron atom 

(Figure 5.9).  

 

Figure 5.9 Structures of the reference molecules and the HOMO, LUMO orbitals for 

9-anthracene boronic acid. 



- 106 - 

 

 

 

 

Figure 5.10 UV-Vis spectra of the reference molecules in hexane. 

The measurements on these reference samples offer important hints as to the appearance 

of the “charge shift” band in BN. Two possible reasons are postulated. First of all, the 

presence of two anthracene groups in BN molecule facilitate the charge shift between the 

anthracenes and the boron atom. The LUMO orbital is delocalized on these two 

anthracenes and therefore lowered the transition energy. Second, the sterical crowding in 

the BN molecules may also be vital. With the participation of two anthracene groups and 

two phenyl groups on the nitrogen side, any geometry change of BN in S1 could be difficult. 

Therefore, the pre-twisted conformation that favors the charge shift between the 

anthracenes and the boron atom can be easily maintained.  

5.3.2 Charge transfer emission of BN 

Excitation of the 475 nm band of BN leads to strong charge transfer fluorescence in the 

emission spectrum shown in Figure 5.11. The weaker peak at around 420 nm corresponds 
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to the local anthracene fluorescence, while the strong band around 520 nm originates from 

the charge transfer state. Solvent dependence of the fluorescence was investigated by direct 

excitation of charge transfer band at 467 nm in seven solvents with different polarity. The 

resulting spectra are plotted in Figure 5.12. As the solvent polarity increases, the charge 

transfer emission of BN is dramatically quenched. In addition, there is a moderate red shift 

of the peak in more polar solvents. 

 

Figure 5.11 Emission spectrum of BN in hexane. 
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Figure 5.12 Charge transfer emission spectra of BN in different solvents. Inset: 

Normalized charge transfer emission spectra of BN. 

To better understand these trends, Marcus-Jortner equation (Equation 5.1) for charge 

transfer emission is applied and fitted to all spectra to obtain driving forces and solvent 

reorganization energies. This equation describes the radiative charge recombination 

process between boron atom (donor) and anthracene groups (acceptor), 

 𝐼(𝑣) =
2𝜋

ℏ
𝑉2

1

√4𝜋𝑘𝐵𝑇
∑ exp(−𝑆)

𝑆𝑖

𝑖!

∞

𝑖=0

𝑒𝑥𝑝 [−
(Δ𝐺0 + 𝜆𝑆 + 𝑖ℎ𝑣𝑉 + ℎ𝑣)2

4𝜆𝑘𝐵𝑇
] (5.2) 

where 𝑆 =
𝜆𝑖𝑛𝑛𝑒𝑟

ℎ𝑣𝑉
 . The summation is carried out from i = 0 to i = 2.  The internal 

reorganization energy 𝜆𝑖𝑛𝑛𝑒𝑟 = 0.07𝑒𝑉 was obtained by fitting of emission spectrum of 

BN in hexane. The small value for 𝜆𝑖𝑛𝑛𝑒𝑟 confirms once more that the charge separation 

and recombination in BN amounts to a slight electron density shift between anthracene 
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groups and the boron atom. As a result, the geometry change of both donor and acceptor 

should be relatively subtle. The in-plane skeletal breathing mode is selected for the most 

strongly coupled donor-accepter vibrational frequency with 𝑣𝑉 = 1330 cm−1   obtained 

from calculated IR spectrum. 

 

Figure 5.13 Charge transfer emission spectra of BN in various solvents and the 

corresponding fits by the Marcus-Jortner equation. 

The fitting results are summarized in Table 5.2. The driving force in all seven solvents 

changes remarkedly little, with the maximum difference of less than 400 cm-1. The solvent 

reorganization energies in general increased as the solvent became more polar, however, 
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there are a few discrepancies in this trend. From acetonitrile to propylene carbonate, the 

solvent reorganization energy decreased by about 600 cm-1 even though the dielectric 

constant was almost doubled. This can be explained by the two-sphere model for solvent 

reorganization energy (Equation 1.26), which also takes into account the influence of 

refractive index. With other parameters being the same, the solvent reorganization energy 

should be linearly dependent on the difference between 
1

𝑛𝑠
2 and

1

𝜀𝑠
. If this difference is 

defined as parameter A =
1

𝑛𝑠
2 −

1

𝜀𝑠
, the value of A for all seven solvents agrees very well 

with the trend of solvent reorganization energies, except DMSO and propylene carbonate. 

The viscosity of the solvent also plays an important role in determining the solvent 

reorganization, albeit when it comes to the dynamics rather than energetics of the process. 

In more viscose solvent like propylene carbonate, the motions of solvent molecules are 

slower than in DMSO, not to mention that the propylene carbonate is a bigger molecule 

than DMSO. The molar volume of DMSO is 71.1±3 cm3, while the molar volume of 

propylene carbonate is 87.3±3 cm3 (values predicted by ADC/Labs). Therefore, it is 

reasonable that the apparent solvent reorganization energy in propylene carbonate maybe 

smaller than in DMSO. 

 

Table 5.2 Charge transfer fluorescence fitting parameters obtained by using the 

Marcus-Jortner equation. 
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The driving force is a function of the magnitude of the transition dipole moment, while the 

solvent reorganization energy is related both to the magnitude and the orientation (Equation 

5.2). Therefore, the nearly constant driving force recovered from fitting suggests that the 

magnitude of the transition dipole moment does not change much in different solvents 

(Δ|�⃗�| = 0) The substantial change in the solvent reorganization energy in response to 

varying polarity indicates the change in orientation of dipole moment in all solvents.  

From the DFT calculations, the dipole moment of BN in S0 state is pointing from nitrogen 

to boron. In the S1 state, the dipole moment almost completely reverses, pointing from 

anthracene to the boron as shown in Figure 5.14 (𝜇1⃗⃗⃗⃗⃗ ≈ −𝜇0⃗⃗⃗⃗⃗) . Therefore, it was concluded 

that the change in charge transfer emission spectrum in all solvents originates from the 

change in the orientation of the dipole moment and the associated reorganization energy, 

which also explains the relatively small red shift of the fluorescence spectrum in increasing 

polar solvents. 

 

Figure 5.14 Schematic diagram showing the change of dipole moment orientation with 

arrows in BN molecule. 

Based on the fitting parameters, it is observed that the absolute value of driving force is 

much larger than solvent reorganization energy. As shown in Figure 1.10 presenting the 

Marcus parabola and the three regions defined by the Marcus theory, the radiative charge 

 

𝛥𝐺0 = 𝑓(|𝜇1⃗⃗⃗⃗⃗| − |𝜇0⃗⃗⃗⃗⃗|) 

λ𝑠 = 𝑓(|𝜇1⃗⃗⃗⃗⃗ − 𝜇0⃗⃗⃗⃗⃗|) 

(5.2) 
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recombination process from S1 to S0 of BN lies in the Marcus inverted region. Therefore, 

the charge recombination rate accelerates as 𝜆𝑆 increases. In other word, the charge transfer 

fluorescence quenches in more polar solvents. The above analysis corroborates very well 

with the experimental results that the fluorescence intensity in propylene carbonate 

decreased approximately 96% in comparison with the fluorescence intensity in hexane. 

5.3.3 Transient absorption measurements 

Pump-probe spectroscopy was applied to study the transient species of BN in both 

acetonitrile and hexane. Two excitation wavelengths, 390 nm and 450 nm were used. When 

exciting at 390 nm, anthracenes in BN are excited to the presumably localized singlet 

excited state SA. According to the DFT calculation of the relevant energy levels in BN 

(Figure 5.15), the transition to the charge separated/shifted S1 state is possible. Upon 450 

nm excitation, the charge separated/shifted state S1 is directly populated, followed by 

possible intersystem crossing to triplet state of BN. Therefore, these three states are 

expected to dominate the transient absorption spectrum of BN. 

 

Figure 5.15 Energy level diagram of BN obtained by DFT calculations. 
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As shown in the 2D transient absorption map, the excited state of anthracene SA gives rise 

to a broad band around 550-650 nm (Figure 5.17a,c). In acetonitrile, the band is broader 

than in hexane. When BN is excited with 450 nm light, the transient absorption spectra in 

acetonitrile show two very long-lived bands centered at 550 nm and 700 nm (Figure 5.16 

b,d). Since the lifetimes of these two peaks are very similar, they should originate from the 

same electronic state, which we assigned it to the absorption by T1 state in BN. The T1 state 

of BN is very similar to the triplet state of anthracene. As shown in Figure 5.16, the spin 

density of BN calculated by DFT localize almost entirely on the anthracene groups and 

also show similarities with the HOMO orbital of S0. Therefore, the solvation of T1 is 

expected to resemble the solvation of S0 in BN.  

 

Figure 5.16 DFT calculated spin density of the triplet state in comparison with the 

HOMO orbital of S0 of BN. 
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Figure 5.17 2D transient absorption maps of BN molecule in acetonitrile and hexane 

obtained upon 390 nm and 450 nm excitation. The transient spectrum of the reference 

compound 9-anthracene boronic acid in hexane obtained upon excitation of 390 nm is 

shown at the bottom. 

(a) (b) 

(c) (d) 

(e) 
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1D transient absorption spectra at different delay times are extracted from the 2D maps. 

Figure 5.18 shows the spectra for BN with 390 nm excitation. Except for the broader 

absorption band in acetonitrile, an apparent rise at around 650 nm is observed in both 

spectra. 

 

Figure 5.18 1D transient absorption spectra of BN with 390 nm excitation in 

acetonitrile and in hexane. 

The rising absorption is assigned to the formation charge separated/shifted state S1. This 

assignment can be bolstered by the comparison of the transient absorption maps of BN and 
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9-anthracene boronic acid in hexane with 390 nm excitation (Figure 5.17c, e). The 

additional absorption feature observed for BN at around 650 nm can be attributed to the S1. 

The broader band for transient spectra in acetonitrile can be explained by the 

thermodynamic parameters obtained from the fitting of the charge transfer emission 

described in 5.3.2. The driving force for the transition from SA to S1 is ∆𝐺0,𝑆𝐴→𝑆𝑐𝑠
 = -0.5 

eV. A comparison with solvent reorganization energies in acetonitrile (0.33 eV) and in 

hexane (0.13 eV) indicates that the transition in both solvents lies in the Marcus inverted 

region. As shown in the diagram (Figure 5.19), with the energy level of S1 remains the 

same, a larger solvent reorganization energy in acetonitrile corresponds to a lateral 

displacement away from SA, which leads to a broader range of S1 transient absorption with 

respect to SA. 

 

Figure 5.19 Schematic diagram of the energy levels involved in the deactivation of the 

SA state in BN molecule. 
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Being in the Marcus inverted region also implies that the transition from SA to Scs (S1) is 

faster in acetonitrile due to the relatively larger solvent reorganization energy. This is 

confirmed by the decay kinetics probed at 700 nm in both solvents (Figure 5.19). An 

apparent shorter rise time can be observed for the transient kinetics in acetonitrile. The 

corresponding single exponential growth fitting parameters summarized in Table 5.3 show 

that the formation time of S1 in acetonitrile is approximately 30% faster than the one in 

hexane. 

 

Figure 5.20 Transient decay kinetics of BN obtained upon 390 nm excitation in 

acetonitrile and in hexane, probed at 700 nm. 

 

Table 5.3 Single exponential growth fitting parameters gathered for transient decay 

kinetics upon 390 nm excitation of BN in acetonitrile and hexane. 
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Transient absorption spectra with excitation of 450 nm also exhibit initial growth, which 

is caused by the formation of triplet state of BN. In acetonitrile, this growth starts from 

negative absorption which is caused by strong stimulated emission around 550 nm. In 

hexane, the growth at early times extends to almost the entire spectrum, indicating a much 

slower formation of both T1 absorption peaks in such solvent.  
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Figure 5.21 1D transient absorption spectra of BN obtained upon 450 nm excitation in 

acetonitrile and in hexane. 

As stated earlier, the solvation of the triplet of BN should be very similar to the S0. As a 

result, the same thermodynamic parameters obtained above can therefore be used once 

more for the analysis of the transition from S1 to T1. 

The driving force for the transition, ∆𝐺0,𝑆𝑐𝑠→𝑇1
 = 0.3  eV, compared with the solvent 

reorganization energies in acetonitrile (0.33 eV) and hexane (0.13 eV) indicates that the 
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process is again in the Marcus inverted region. The S1→T1 intersystem crossing rate in 

hexane is thus slower than in acetonitrile. Furthermore, since the 𝜆𝑆, 𝐴𝐶𝑁 is nearly matching 

the driving force, the transition in acetonitrile is very close to the Marcus maximum, which 

means that the formation of T1 state in this solvent should be very fast. 

The transient decay kinetics probed at 700 nm in both solvents confirm the above analysis, 

with an almost immediate formation of T1 (0.6 ps) observed in acetonitrile while the time 

needed in hexane is on the scale of 10 ps. The electronic component of the S1→T1 

intersystem crossing process is determined by the spin-orbit coupling and therefore it is not 

expected to depend on solvent polarity. 

 

Figure 5.22 Transient decay kinetics of BN obtained upon 450 nm excitation in 

acetonitrile and in hexane, probed at 700 nm. 
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Table 5.4 Single exponential growth fitting parameters gathered for transient decay 

kinetics upon 450 nm excitation of BN in acetonitrile and hexane. 

5.4 Conclusion 

The solvent effects on the excited state dynamics in a borazene compound containing 

sterically crowded anthracene groups were carefully studied by pump-probe spectroscopy 

augmented by DFT calculations and fluorescence analysis by the semi-classical Marcus-

Jortner equation. A complex interplay between fully localized SA, partially delocalized and 

charge separated states S1, as well as intersystem crossing to T1 emerges from the analysis. 

The observed “charge shift” band at 475 nm in ground state UV-VIS spectrum originates 

from an electron density shift from anthracene to boron atom. The subsequent charge 

transfer fluorescence shows quenching effects in more polar solvents with only a modest 

Stokes shift. Fitting of these charge transfer fluorescence spectra allowed us to determine 

the driving forces and solvent reorganization energies in different solvents. The driving 

forces are nearly constant in all solvents, while the solvent reorganization energy increases 

in more polar solvents. The results show that the modest Stokes shift is caused primarily 

by the reversal of the orientation rather than change of the magnitude of the dipole moment 

upon transition from S1 to S0 state in theses solvents. 

Thermodynamic calculations regarding transitions between SA, S1 and T1 states were 

carried out using the parameters obtained from the fitting. The results show that both 

SA→S1 transition and S1→T1 intersystem crossing process lie in the Marcus inverted region 
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and therefore should accelerate in solvents with larger  𝜆𝑆  . Transient absorption 

measurements in acetonitrile and in hexane corroborate the prediction based on the 

calculations.  An almost 30% faster formation of the S1 state in acetonitrile in comparison 

with in hexane was observed with direct excitation to localized state SA at 390 nm and 

probed at 700 nm. Similar trend was also observed with 450 nm excitation and 700 nm 

probe, where rise of the T1 signal in acetonitrile was nearly immediate in comparison with 

a significantly much slower formation in hexane. 
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