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We have studied Kondo insulator states in the single and two-channel Kondo models.

The Kondo insulator state shows remarkable optical properties. Specifically, a dielec-

tric constant which is ≈ 100 times higher than for a regular insulator. Moreover, the

diamagnetic permeability does not seem to be affected by the onset of the Kondo

effect. This suggest that while the Kondo effect is very effective in suppressing the

longitudinal current fluctuations, it is largely ineffective in its influence on diamag-

netic currents.

In the two channel Kondo model, we observe the formation of a half-Kondo insula-

tor, where the spontaneous breaking of channel symmetry leads to the formation of a

Kondo insulator in one channel, while the other channel remains metallic. We discuss,

how this phenomenon can be understood using the concept of order fractionalization,

in which the channel magnetization breaks up into an emergent spinor order para-

meter. By integrating out the fermions we derive an effective action that describes

this symmetry breaking and its emergent collective modes. A remarkable observation

ii



is that topological defects in the order parameter carry a U(1) flux, manifested in

the Aharonov-Bohm phase picked by electrons that orbit the defect. By studying the

effective action, we argue that the phase diagram contains a non-magnetic transition

between a large and a small Fermi surface.
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Chapter 1

Kondo Insulators - The Simplest Heavy Fermion

Compounds

1.1 Introduction

Developing an understanding of quantum materials is one of the leading scientific

quests of the 21st century. Of particular interest are strongly correlated electron sys-

tems - systems where the many-body interactions largely exceed the kinetic energy.

Prominent examples are the cuprate high temperature superconductors and the frac-

tional quantum Hall systems. As will be elaborated below, strong correlations can also

lead to the formation of local magnetic moments, which have the tendency to form

magnets like the rare-earth magnets SmCo5 and Nd2Fe14B. These have found wide

success in technical applications as in computer hard drives or in MRI scanners. The

materials which are subject of this thesis, “heavy fermion” materials, are related to

these magnets as they also have local magnetic moments. However, in heavy fermion

materials the tendency to form a magnet is overcome by the competing tendency

of the local moments to entangle with the surrounding conduction electrons. While

direct technical applications of heavy fermion materials are yet to be found, they

provide an invaluable platform for research into quantum materials: for not only do

they possess a very rich phenomenology, but they can also be used as model systems.

For example, the heavy fermion superconductor CeCoIn5 is a “miniature” version of

the cuprate superconductors with a transition temperature that is 50 times smaller.

The advantage of the much smaller transition temperature is, that CeCoIn5 is more
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readily explored in the laboratory. In this thesis the focus is on a particular type of

heavy fermion systems - the Kondo insulators. In these compounds the formation of

“Kondo singlets” between local moments and electrons in the conduction sea leads

to a transition from a metal to an insulator. The nature of this insulator is hotly

Figure 1.1: Conduction electrons and local moments form Kondo singlets. Both spin and

charge excitations are gapped and the material becomes and insulator. Adapted from

Coleman [1].

debated. One point of view, regards these materials as narrow-band insulators, in

which the strong Coulomb interactions amongst the f-electrons have renormalized the

band gap to extremely small values. The opposing view argues that local moments

have no knowledge of their electronic origin, and that instead, the Kondo insulator

is the result of a “fractionalization” of the local moments, forming an emergent band

of heavy electrons. The hybridization of this flat band with the conduction band

creates a narrow gap. At half-filling the chemical potential is just in the gap such

that we have a Kondo insulator. This thesis explores the possible ramifications of the

fractionalization conjecture: whether it leads to observable differences between band

and Kondo insulators and exploring the interplay between fractionalization and spon-

taneous broken symmetry. However, first let us introduce the basic phenomenology

and concepts related to Kondo insulators.
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1.2 Phenomenology

Kondo insulators were the first heavy fermion compounds to be discovered. SmB 6

was discovered in 1969 [2], but has attracted renewed attention more recently, both

for its topological properties and for its unconventional quantum oscillations. Further

examples of Kondo insulators are YbB12, CeFe4P12, Ce3Bi4Pt3 and FeSi. In 1974, Sir

Nevill Mott first proposed that hybridization of f- and d-bands is responsible for the

formation of a small gap in SmB6 [6]. The term “Kondo insulators” was coined by

Gabriel Aeppli and Zachary Fisk [7] in the 1990s to emphasize the role of the Kondo

effect in their formation.

1.2.1 Magnetic Susceptibility

In common with all heavy fermion materials, Kondo insulators exhibit a Curie-Weiss

susceptibility (χ ∝ 1
T+Θ

) at high temperatures, which indicates the presence of a

dense lattice of localized magnetic moments. The inverse susceptibility of SmB 6 for

a wide range of temperature is shown in Figure 1.2. These magnetic moments derive

Figure 1.2: Inverse susceptibility of SmB6 for a wide range of temperature. Adapted from

Menth et al. [2].

from localized electrons in partially filled f- or, as in the case of FeSi, d-shells.
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1.2.2 Local Moment Formation

Figure 1.3: Photoemission and inverse

photoemission spectrum of Cerium com-

pounds. Adapted from Coleman [1].

Figure 1.4: Coulomb interaction pushes

the energy of a doubly occupied f-level in

Cerium above the Fermi energy.

Regular band theory, in f-electron materials, predicts partially f-bands located at

the Fermi energy. However, in these compounds the Coulomb repulsion between the

electrons inside the f-shell is so strong, that the f-shell is pushed below the Fermi

energy and a higher occupancy state of the f-shell appears above the Fermi energy,

while filling a d-conduction band. Hence, a partially occupied orbital is left behind

with a non-vanishing total magnetic moment. For example, in Cerium, a key element

of many heavy fermion materials, the 4f-level lies about 2 eV beneath the Fermi

energy [8]. This can be seen in photoemission measurements (Figure 1.3). Were
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the Coulomb interaction absent, it would be fourteenfold occupied. However, the

Coulomb interaction pushes double occupancy above the Fermi energy, such that the

next level to be occupied is the 5d shell (Figure 1.4).

1.2.3 Anderson’s Superexchange

The typical ionization energy of a rare earth atom is electron volts in scale, so that

at energy scales or temperatures well below (∼ 10, 000 K), thermally excited valence

fluctuations are frozen out. However, virtual quantum fluctuations of the valence

are still possible. For example, a conduction electron can jump into the f-shell and

reemerge with a flipped spin (the f-electron also flips spin) (1.1).

e−↑ + f 1
↓ ↔ f 2 ↔ e−↓ + f 1

↑ (1.1)

Secondly, an f-electron can jump into the conduction band and reemerge with a flipped

spin (the conduction electron on the corresponding site also flips spin) (1.2).

e−↑ + f 1
↓ ↔ e−↑ + e−↓ + f 0 ↔ e−↓ + f 1

↑ (1.2)

These virtual processes, known together as superexchange, occur in second order

perturbation theory (J ∼ V 2

U
) and therefore lower the energy. They thus induce an

effective antiferromagnetic interaction between conduction and f-electron at a given

site. This, “Kondo interaction” (1.3), lies at the heart of all heavy fermion physics.

The Hamiltonian

HKondo = Helectrons + J~σ(0) ∙ ~S, (1.3)

where Helectrons describes the conduction electrons and σ(0) is the conduction electron

spin at the location of the local moment, is called the “Kondo impurity model” [9].

1.2.4 Scaling in the Kondo Model

In condensed matter physics we are usually interested in phenomena on macroscopic

space and time scales and low temperatures. The framework which allows us to distill
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the macroscopically relevant degrees of freedom of a system from its microscopic rep-

resentation is called renormalization. In the renormalization procedure, we integrate

out successively high energy processes until we reach the relevant energy scale. Every

Hamiltonian H[g1, g2, ..., gN ] is defined by a set of coupling constants g1, g2, ..., gN ,

which characterize the strengths of the interactions contained in the system. At each

step, the coupling constants of the Hamiltonian are rescaled in such a way as to keep

the partition function constant. Some coupling constants will thereby diminish and

the corresponding interactions become irrelevant for the low energy physics. Others

will increase - the corresponding degrees of freedom of the Hamiltonian become rel-

evant for the low energy physics. For the Kondo model the strength of the Kondo

Figure 1.5: As the scaling parameter D is reduced, different Hamiltonians flow towards

common fixed points. As depicted, quantum critical points repel the renormalization group

flow.

coupling increases as one goes to lower temperatures [10]. This is reflected in many

physical quantities like the resistivity (Figure 1.10), shown below for many heavy

fermion compounds, which grows logarithmically until a characteristic temperature
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called “Kondo temperature TK”. The Kondo temperature is the scale at which the

Kondo coupling becomes so large that perturbation theory breaks down. As the

Kondo coupling grows, the conduction electrons start to form singlets with the local

moments thereby screening them. The scattering between electrons and local mo-

Figure 1.6: Schematic temperature-field

phase diagram of the Kondo impurity.

Adapted from Coleman [3].

Figure 1.7: Specific heat curve for the

Kondo impurity. Adapted from Coleman

[3].

ments reaches the unitary limit (phase shift δ = π
2
). According to Friedel’s sum rule

[11], the sum of phase shift, over π, counts the number (n =
∑

λ
δλ

π
) of bound states.

For a phase shift of δ = π
2

we have exactly one electronic bound state (Figure 1.6) or

from a more modern point of view, we have one emergent heavy fermion. This emer-

gent heavy fermion forms a local Fermi liquid with a Pauli spin susceptibility (Figure

1.6) and a finite linear specific heat coefficient (Figure 1.7). The area under the curve

in figure 1.7 between 0 K and the Kondo temperature is roughly equal to S = R ln 2

and reflects the reduction in entropy when the local moments are quenched.
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1.2.5 Kondo Lattice

Heavy fermions are systems with a dense lattice of local moments, embedded within

a metallic conduction sea. The simplest Hamiltonian that describes such a system is

the Kondo lattice Hamiltonian [12]

HKL = Helectrons + J
∑

~Rj

~σj ∙ ~Sj, (1.4)

where ~Sj and σj are the local moment and conduction electron spin operators at site

j of the lattice. As mentioned in the introduction, most local moment systems mag-

netically order. In fact, via a second order process, electrons mediate an interaction

between local moments called the “RKKY-interaction”. This interaction arises be-

cause, a magnetic moment induces Friedel oscillations in the surrounding conduction

electron spin density. Other magnetic moments couple to this oscillating spin density,

giving rise to a magnetic interaction. This interaction competes with the Kondo ef-

fect. Doniach proposed a phase diagram (Figure 1.8) according to which the system

either forms an antiferromagnet or a heavy fermion system depending on whether

the Kondo temperature TK or a characteristic energy scale of the RKKY-interaction

TRKKY is larger [12]. The transition is conjectured to be a continuous quantum phase

transition.

The difference between a system with a dilute amount of local moments and a

lattice of local moments, can be seen in the resistivity around the Kondo temperature

(Figures 1.9 and 1.10) . While in systems with a sparse amount of Kondo impurities

the resistivity saturates at this point, in a lattice of local moments the scattering

becomes coherent between different sites. Lattice momentum is then conserved by

Bloch’s theorem and the resistivity drops. An exception to this are the Kondo insu-

lators, where the resistivity continues to rise for several decades even after coherence

is developed.
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Figure 1.8: Doniach phase diagram for the Kondo lattice. Depending on the relative

strength of the RKKY-interaction compared to the Kondo temperature the system either

forms an antiferromagnet or a heavy fermion system. Adapted from Coleman [3].

1.3 Strong Coupling Expansion of the Half-Filled Kondo Lat-

tice

1.3.1 Ground State

Potentially the simplest approach to understand the formation of a Kondo insulator

is to consider the strong coupling limit [1]. In this limit the Hamiltonian becomes

H
t�J
−−→ J

∑

i

~σi ∙ ~Si + O(t) (1.5)

In the ground state, there is a singlet between a conduction electron and a local

moment formed at every site (Figure 1.1).

|ΨSinglet〉 =
1
√

2

(

| ⇑〉 ⊗ | ↓ e−〉 − | ⇓〉 ⊗ | ↑ e−〉

)

(1.6)
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Figure 1.9: Resistivity for differ-

ent concentrations of Kondo impurities.

Adapted from Coleman [3]. Figure 1.10: Temperature dependence of

the resistivity for various heavy fermion

compounds. Adapted from Coleman [3].

1.3.2 Excitations of the Kondo Singlet

What are the excited states of the Kondo singlet? First, there are spin excitations

from a singlet to a triplet configuration of the local moment and conduction electron

spin, which cost and energy of 2J (Figure 1.11). There are also charge excitations,

produced either by removal, or addition of a conduction electron. This process de-

stroys the Kondo singlet, gives rise to an empty site (“holon”) or a doubly occupied

site (“doublon”) with an unpaired local moment, costing an energy of 3
2
J (Figure

1.12). Since both charge and spin excitations are gapped, we have indeed an insula-

tor.
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Figure 1.11: Spin excitation out of the strong coupling ground state. Adapted from Coleman

[1].

Figure 1.12: Charge excitations out of the strong coupling ground state. Adapted from

Coleman [1].

1.3.3 Fermi Surface Volume

The strong coupling picture can also give us insight into the fractionalization of the

spins. Let us add the electron hoping t as a small perturbation. If we now dope the

system, creating a “holon” or a “doublon”, they will delocalize forming two dispersing

bands (Figure 1.13). From that point of view one can understand Kondo insulators

as a vacuum state from which heavy fermion materials are created through charge

excitations. Note that, if one creates δ holes, the Fermi surface volume of the created

heavy fermion metal will be 2−δ, which corresponds to 1−δ conduction electrons and

one spin. This is in accordance with the conjecture of spin fractionalization, giving

rise to f-electrons, which contribute to the Fermi surface volume.



12

Figure 1.13: Doping of the Kondo insulator gives rise to a heavy fermion metal. Adapted

from Coleman [1].

1.4 Fractionalization Picture of the Kondo Effect

1.4.1 Oshikawa’s Theorem

An attempt to put the enlargement of Fermi surface picture on more solid theoretical

footing was provided by Oshikawa [13] using topological arguments. The idea of the

proof is to assume periodic boundary conditions, making the material essentially a

torus, and to adiabatically pierce a flux quantum Φ of a gauge field, which couples

to one spin component of the electron and local moment spin, through the hole of

this torus. The Hamiltonian with an inserted flux is equivalent to a gauge transfor-

mation of the original one. However, by Faraday’s law, a current is induced and the

momentum of the electrons is shifted. By reversing the flux insertion through a uni-

tary transformation of the Hamiltonian the momentum shift can then be calculated.

Alternatively, it can be directly calculated from minimal coupling of the gauge field

to the momentum operator. Comparing the two results allows the calculation of the

Fermi surface volume. The result shows that the local spins contribute to the Fermi

surface volume, regardless of their origin.

Ne + NS

V
=

2vFS

(2π)d
(1.7)



13

In the case of a half filled conduction band, counting the spins we obtain two particles

per unit cell, which indeed corresponds to an (Kondo) insulator.

1.4.2 Adiabatic vs. Fractionalization Picture of the Kondo effect

One of the questions which motivate this thesis is, to what extent are Kondo insula-

tors distinct from band insulators? Indeed, from the viewpoint that we have chosen

so far they are quite remarkable, since they form in a system with a half-filled con-

duction band, which naively should give rise to a metal. However, in the case of

Kondo insulators the Kondo effect leads to the increase of the Fermi surface volume

until it fills out the whole Brillouin zone. Historically, there have been two differ-

Figure 1.14: Increase in Fermi surface due to the formation of Kondo singlets. Adapted

from Wugalter et al. [4].

ent approaches to understand this (Figure 1.15). One approach, to consider Kondo

insulators as renormalized band insulators. From this perspective, if the Coulomb

interaction, responsible for the formation of local moments, is adiabatically increased

[14], the system evolves continuously from a band insulator into a Kondo insulator.

This is similar to the way, a metal evolves adiabatically from a Fermi liquid into a

Landau Fermi liquid, with renormalized quasiparticles. From this perspective, both

the conduction and the f-electrons present in the underlying band insulator contribute

to the Fermi surface volume. In contrast to that, if we pursue the scaling approach
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Figure 1.15: Adiabatic and scaling approaches to the Kondo effect. Adapted from Coleman

[1].

that we have mostly pursued so far and follow the flow of the Hamiltonian as the

temperature is decreased, we arrive at an intermediate stage when we have local mo-

ments, which have no memory whatsoever of their electronic origin. Moreover, we

could, in principle, imagine a system, where the local moments are not of electronic

origin, but nuclear moments, with a fine structure constant that is for some reason

unusually large. This system should have the same low-energy physics, despite not

being adiabatically connected to a weakly interacting system.

Figure 1.16: The local moments dissolve in the conduction sea. Adapted from Coleman [1].

However, Oshikawa’s theorem provides no explanation of the mechanism by

which the Fermi surface expands in a Kondo lattice. Here we conjecture that the most
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likely interpretation, is through fractionalization of local moments into f-electrons

driven by the Kondo effect. From this perspective, the Kondo effect is a kind of

ionization of local moments into negatively charged f-electrons that contribute to

the Fermi surface, while leaving behind a positively charged Kondo singlet (Figure

1.16). In large-N calculations of the type as will be shown in the following chapters,

the fractionalization picture occurs organically, because the spins are quantized by

representing them through fermionic bilinears, known as “Abrikosov Fermions”

Sαβ = f †
αfβ −

δαβ

N
. (1.8)

More recently, support for the fractionalization picture was obtained from NRG cal-

culations for the SU(2) Kondo model, that show a fermionic bound state in the self

energy by Komijani et al. [15]. However, whether this picture is correct or not is still

an unresolved debate and further work to resolve it is necessary.

1.5 Outline of the Thesis

The structure of thesis is as follows.

In the second chapter, we discuss the optical properties of Kondo insulators

with emphasis on the difference between conventional and Kondo insulators. We ob-

serve a huge dielectric constant and an unusually unaffected diamagnetism.

In the third chapter we consider the two-channel Kondo model. This system

is a remarkable case study, as fractionalization happens simultaneously to channel

symmetry breaking - it is a model system for the recently introduced concept of order

fractionalization. Further, we study the fluctuations of this system and observe a

remarkable interplay of spatial textures in the channel order and the electromagnetic

field.
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Chapter 2

Optical Properties of Kondo Insulators

2.1 Introduction

2.1.1 Kondo Insulators - A Different Kind of Insulator

Conventional band insulators are the diametric opposites of metals: instead of con-

ductivity they are dielectrics, with a dielectric constant in the range of ε ≈ 1−10, and

their lack of conductivity leads to a strongly suppressed diamagnetism. Microscopi-

cally, band insulators consist of a completely filled valence band separated by a gap of

typically a few electronvolts from a completely empty conduction band. Kondo insu-

lators are quite different: they develop when local moments fractionalize into heavy

electrons, causing the Fermi surface thereby to expand, to filling the entire Brillouin

zone. The gap created by this process is typically on the order of ≈ 10 meV, a tiny

fraction of the original conduction electron bandwidth.

Kondo insulators are described by the Kondo lattice Hamiltonian at half filling

HKL =
∑

kα

εkc
†
kαckα + JK

∑

iαβ

c†iα~σαβciβ ∙ ~Si. (2.1)

Had we only a single Kondo impurity, the properties of the would be characterized

by the Kondo temperature scale

TK = De−
1

ρJ . (2.2)

Since this scale is nonperturbative in the bare Kondo coupling constant J , the model

can not be treated by conventional perturbation theory. Moreover, the presence
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of the local moments in the Hamiltonian means that conventional second-quantized

methods need to be adapted. We apply the large N approach, thereby the number

of spin components is increased for 2 to N and the spin operators are taken as

representations of the group SU(N) instead of SU(2). This allows us to perform a

controlled expansion in the small parameter 1
N

.

The first calculation of the optical conductivity of heavy fermion materials was

carried out by Millis et al. in 1987 [16]. However, this calculation focused on the heavy

fermion metals and did not consider the dielectric properties of Kondo insulators. We

are motivated to return to this subject by a resurgence of interest in Kondo insulators,

driven in part by the discovery of the topological nature of SmB6, with its unusual

quantum oscillations [17, 18]. Surprisingly, however, the most basic properties of

a Kondo insulator - its dielectric constant and diamagnetic susceptibility have, to

our knowledge, never been evaluated. Here, using the same large N approach that

has been previously been used to examine the optical properties of metallic Kondo

lattices, we evaluate the optical properties of Kondo insulators and how they differ

from those of regular band insulators. We are particularly interested in the ways

a Kondo insulator might differ from a regular band insulator. We have derived a

particularly simple form for the dielectric constant of a Kondo insulator, given by

εKI = 1 +
ω2

P

V 2
, (2.3)

where ωP is the plasma frequency of the underlying conduction band and V is the hy-

bridization strength, given approximately by the geometric mean
√

DTK of the single

ion Kondo temperature and the band width D. The appearance of the hybridization

rather than the Kondo temperature in εKI reflects the true lattice nature of the Kondo

insulator. With hindisight, we can understand this result from the Kramers-Kronig

expression for the dielectric constant

ε − 1 =

∞∫

−∞

dω

π

σ(ω)

ω2
. (2.4)



18

The total integral of the optical conductivity is given by the f-sum rule

2

∞∫

0

dω

π
σ(ω) = ω2

P =
ne2

ε0m
. (2.5)

Suppose, as a result of the Kondo effect, the bulk of the optical conductivity is pushed

above the direct gap, then we expect

ε − 1 = 2

∞∫

0

dω

π

σ(ω)

ω2
≈

1

V 2

2

π

∞∫

0

dω

π
σ(ω) =

ω2
P

V 2
. (2.6)

Moreover, we have also calculated the orbital permeability. Surprisingly, it turns

out to be unaffected by the onset of the Kondo effect

χOrb
KI = −

1

3
μ2

Bρ. (2.7)

Remarkably, while the Kondo effect suppresses charge fluctuations to produce an

incompressible dielectric, it appears to leave the diamagnetic susceptibility of the

underlying conduction sea unaltered. We return to this fascinating result in the

discussion.

2.1.2 Large N Mean Field Theory for a Kondo Insulator

For completeness we summarize the large N mean field theory for a Kondo insula-

tor. The Kondo insulator is a particular state of the Kondo lattice [1], a system of

conduction electrons interacting with localized spins. In the calculations presented

here, we consider a simple two dimensional Kondo lattice model, with a tight-binding

conduction band given by

HKL =
∑

kα

εkc
†
kαckα + JK

∑

iαβ

c†iα~σαβciβ ∙ ~Si, (2.8)

where εk = −2t [cos(kx) + cos(ky)] − μ. To develop a controlled mean field theory

for this model, we extend the number of spin components from 2 to N, thereby

generalizing the spin rotation group from SU(2) to SU(N). A controlled expansion
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in 1
N

is obtained about the large N limit, where N is taken to infinity. The SU(N)

generalization of the Kondo lattice model is most conveniently written in terms of a

Coqblin-Schrieffer Hamiltonian

HCS =
∑

kα

εkc
†
kαckα +

JK

N

∑

iαβ

c†iαciβSβα(i), (2.9)

where the coupling constant JK is rescaled with 1
N

to ensure that every term of the

Hamiltonian is extensive in the number of spin components. Furthermore, we shall

use an Abrikosov fermion representation of the spin operators

Sαβ = f †
αfβ −

Q

N
δαβ, (2.10)

to impose a faithful representation of SU(N), where we need to separately enforce

the constraint

nf = f †
αfα = Q. (2.11)

By combining Q fermions together in this way, we generate an antisymmetric rep-

resentation of SU(N), characterized by a column Young Tableau of Q boxes. (This

spin state can be loosely thought of as a many-electron atom, containing Q electrons

with spin j, where 2j + 1 = N .) It is sufficient to impose this constraint on average,

because the central limit theorem guarantees that the variance in the fluctuations of

nf are of order 1
N

:
〈δn2

f 〉

〈nf 〉2
= O

(
1
N

)
. However, doing so means that the spin operator

can really thought of as splitting up into “spinons” or excitations with fractional spin,

transforming under the fundamental representation of SU(N). In this way, the large

N limit may be regarded as a “fractionalization ansatz” for the Kondo lattice. Using

this representation permits us to write a path integral for the partition function of
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the SU(N) Kondo lattice system

Z = Tr
[
e−βH

]
=

∫
D[c̄, c, f̄ , f, λ]e−S (2.12)

SNKL =

β∫

0

dτ

{

c~kα(∂τ + ε~k)c~kα +
∑

iα

f iα(∂τ + λi)fiα−

−
J

N

∑

iαβ

(c̄iαfjα)(f̄iβciβ) −
∑

i

λiQ

}

, (2.13)

where we have introduced the Lagrange multiplier λi to enforce the constraint on

average on every site.

Inside the path integral the interaction can be decoupled using a hybridization

field V

Z = Tr
[
e−βH

]
=

∫
D[c̄, c, f̄ , f, V̄ , V, λ]e−S (2.14)

SNKL =

β∫

0

dτ

{

c~kα(∂τ + ε~k)c~kα +
∑

iα

f iα(∂τ + λi)fiα+

+
∑

iα

[
V̄ic̄iαfiα + h.c.

]
+

N

JK

∑

i

|Vi|
2 −

∑

i

λiQ

}

. (2.15)

Were we to integrate out the fermions, we would obtain an effective action in V̄ , V and

λ that scales extensively with N . As we take N to a large number, the path integral

is dominated by mean field configurations of those fields for which the action (or free

energy) becomes stationary. To make progress, we assume these configurations to be

static, spatially homogenous and real (Vi(τ) = V , λi(τ) = λ). The large N Kondo

lattice action, eq. (2.15), can then be written in the compact form

SNKL =

β∫

0

dτ
∑

kα

ψ̄kα

[(

∂τ +
εk + λ

2

)

1 + V τ1 +
εk − λ

2
τ3

]

ψkα+

+
NNSV 2

JK

− NSλQ, (2.16)
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where ψkα =






ckα

fkα




 = 1

NS

∑

i

ei~k∙~Ri






ciα

fi




 and τ1, τ2, τ3 are Pauli-matrices acting on

this spinor. Evidently, the spectrum contains two bands

E<
k =

εk + λ

2
−

√(
εk − λ

2

)2

+ V 2, (2.17)

E>
k =

εk + λ

2
+

√(
εk − λ

2

)2

+ V 2. (2.18)

If we further assume particle-hole symmetry, μ = λ = 0, so that the chemical poten-

tial is inside the gap between the two bands and we are squarely within the parameter

region of a Kondo insulator.

From the large-N mean field action (2.15) we can read off the inverse electronic

Green’s function

G−1
(
iωn

~, k
)

=

[(

iωn −
εk + λ

2

)

1 − V τ1 −
εk − λ

2
τ3

]

, (2.19)

which we can invert and project on the conduction electron component to obtain the

Green’s function which we will need to calculate the transverse conductivity

Gc

(
iωn

~, k
)

=
1

4
Tr
[
(1 + τ3) G

(
iωn

~, k
)]

=

=
iωn

(iωn − E<
k ) (iωn − E>

k )
. (2.20)

Finally, let us solve for the mean field value of the hybridization in terms of

the original model parameters, which will be useful for comparison once we turn on

Heisenberg interactions. At T � TK the lower band is fully occupied, while the upper

band is completely empty. Hence, in two spatial dimensions the free energy per spin

component per site is

F

NNS

=

∫

B.Z.

d2k

(2π)2 E<
K +

V 2

JK

. (2.21)
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Assuming a constant density of conduction electron states ρ, we can calculate the

momentum integral. To lowest non-vanishing order in V 2

t2

F

NNS

= −8ρt2 + ρ

[

−1 + log

(
V 2

16t2

)]

V 2 +
V 2

JK

. (2.22)

Therefore, the mean field equation is

ρ log

(
V 2

16t2

)

+
1

JK

= 0, (2.23)

which has the solution

V = 4te
− 1

2ρJK . (2.24)

2.2 Calculation of the Dielectric Constant

2.2.1 Relation Between Dielectric Constant and Transverse Conductivity

The dielectric constant of an insulator can be obtained from the transverse conductiv-

ity. We can divide a current into a divergence free and a curl-free component. These

are referred to as the transverse and longitudinal components of the current respec-

tively. It is the latter that gives rise to charge fluctuations. Similarly, the electric field

can be divided into a divergence free transverse and a longitudinal component. In

general, the conductivity response to the longitudinal and transverse fields is different

~jL = σL
~EL (2.25)

~jT = σT
~ET . (2.26)

In an isotropic system, the conductivity tensor can then be written

σab = σL(~q, ω) (q̂iq̂j) + σL(~q, ω) (δij − q̂iq̂j) . (2.27)

However, as ~q → 0 the concept of direction ceases to have a meaning and we expect

the conductivity tensor to become isotropic

σL → σT . (2.28)
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An applied electric field ~E (ω, ~q) induces a polarization [19]

~P (ω, ~q) = χ (ω, ~q) ~E (ω, ~q) . (2.29)

The total dielectric field ~D = ε0
~E + ~P is related to the applied field through the

dielectric function ε (ω, ~q)

~D (ω, ~q) = ε0ε (ω, ~q) ~E (ω, ~q) . (2.30)

Combining eqs. (2.29) and (2.30), we obtain a relationship between the dielectric

function and the susceptibility

ε (ω, ~q) = 1 +
χ (ω, ~q)

ε0

. (2.31)

A time dependent polarization will induce a polarization current

~j (t, ~r) = ∂t
~P (t, ~r)

⇒ ~j (ω, ~q) = −iω ~P (ω, ~q) = iωε0 [1 − ε (ω, ~q)] ~E (ω, ~q) . (2.32)

At the same time, the current is related to the applied electric field through the

conductivity

~j (ω, ~q) = σ (ω, ~q) ~E (ω, ~q) , (2.33)

which we can take to be a scalar in the ~q → 0 limit, as we argued. Therefore, we

can obtain the dielectric function from the transverse conductivity, which is easier to

compute, because it doesn’t couple to charge fluctuations

ε (ω, ~q) = 1 −
σ (ω, ~q)

iωε0

. (2.34)
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2.2.2 Kubo Formula for the Transverse Conductivity

For the dielectric constant, we only need the optical conductivity (~q = 0), which we

can obtain from the Kubo formula [1]

σαβ (iνr) = −
1

νr

[〈
jα (ν ′) jβ (−ν ′)

〉]ν′=iνr

ν′=0
, (2.35)

where the current operator is jα = e
∑

kσ

vα
k c†

k− q
2
σ
ck+ q

2
σ. Since we are in an insulator,

there is no Drude peak and static disorder has no effect, provided we neglect the

influence of disorder on the hybridization. Generally V will be suppressed by disorder.

Furthermore, there is the possibility of impurity in-gap states [20]. Plugging the

current operator into the Kubo formula and performing the Wick contractions, we

obtain for the conductivity

Figure 2.1: Feynman diagram for the conductivity. Vertex corrections stem from the fluc-

tuations in hybridization and constraint field. They are of order 1
N and therefore negligible.

σαβ (iνr) =
2e2

νr

∑

iωn,~k

vα
k vβ

k×

×

[

Gc

(

iωn −
iνr

2
~, k

)

Gc

(

iωn +
iνr

2
~, k

)

− (iνr = 0)

]

, (2.36)

with the Green’s function from section 2.1.2. The expression has this simple form to

leading order in large N , because the Hamiltonian is a essentially that of a noninter-

acting system with the hybridization and constraint fields taken at their stationary

values. Vertex corrections (Figure 2.1) come from fluctuations in those fields and are

of order 1
N

. We can carry out the Matsubara sum in the limit T � TK
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σαβ (iνr) =
4e2V 2

νr

∑

~k

vα
k vβ

k×

×



 1

(E<
k − E>

k )
[
ν2

r + (E<
k − E>

k )2
] −

1

(E<
k − E>

k )3



 , (2.37)

where, since we have a Kondo insulator, for the completely filled band, E<
k we have

set the Fermi factor nF (E<
K) = 1 and for the fully filled band, E>

k , nF (E>
K) = 0. We

can approximate the momentum summation through an energy integral, assuming

the velocities to be isotropic and the main contribution to come from states near

the Fermi surface e2
∑

~k

vα
k vβ

k → ρv2
F e2δαβ

d

∫
dε = ε0ω

2
P

∫
dε, where ρ is the density of

states at the Fermi energy, vF is the Fermi velocity and ωP is the plasma frequency.

Plugging back into equation (2.34) and taking the limit νr → 0 :

ε = 1 +
ωP V 2

8

∞∫

−∞

dε
1

[
ε2

4
+ V 2

] 5
2

= 1 +
ω2

P

3V 2
, (2.38)

where we have extended the integration limits to infinity, because the integrand falls

off as 1
ε5

for large energies. Most extensive data to date is on SmB6 (Figure 2.2).

For a plasma frequency ωP ≈ 1 eV and a hybridization V ≈ 20 meV, as in SmB6, we

obtain an estimate for the dielectric constant of

ε ≈ 835, (2.39)

which is in accord with the experimental value for SmB6 of ε ≈ 600 [5, 21]. Such high

value is reminiscent of polar insulators. In that sense, Kondo insulators are highly

polar dielectrics.

2.3 Calculation of the Magnetic Permeability

Magnetic permeability can also related to the current-current response function, now

evaluated at a finite momentum transfer. Assuming an isotropic system we get that
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Figure 2.2: Optical conductivity and dielectric function of SmB6. Adapted from Dressel et

al. [5].

~j = ∇× ~M = ∇× χ ~H = −χΔ ~A = Q̂ ~A, where χ is the magnetic susceptibility and

Q̂ is the current-current response function (we use the Coulomb gauge ∇ ∙ ~A = 0).

Permeability is then:

μ = μ0 (1 + χOrb) ; χOrb = lim
ω,~q→0

Q (ω, ~q)

q2
. (2.40)

Qαβ(q) =
[
〈jα(q)jβ(−q)〉

]q′=q

q′=0
= (2.41)

= −e2
∑

iωn,~k,σ

vc
kαvc

kβ

[

Gc

(

iωn, ~k −
~q

2

)

Gc

(

iωn, ~k +
~q

2

)

− (~q = 0)

]

, (2.42)

where the conduction electron Green’s function is given by (2.20). Expanding to

second order in momentum one gets
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Qαβ(q) ≈ −
∑

γδ

e2qγqδ

4

∑

iωn,~k,σ

vc
kαvc

kβ

{
[
∂γ∂δGc

(
iωn, ~k

)]
Gc

(
iωn, ~k

)
−

−
[
∂γGc

(
iωn, ~k

)] [
∂δGc

(
iωn, ~k

)]
}

= (2.43)

= −
∑

γδ

e2qγqδ

4

∑

iωn,~k,σ

vc
kαvc

kβ

{
[
Gc

(
iωn, ~k

)]4
vc

kγvc
kδ +

[
Gc

(
iωn, ~k

)]3
ηc

kγδ

}

, (2.44)

where ηc
kγδ = ∂γ∂δεk; linear in q terms are omitted as they vanish identically after k

integration due to inversion symmetry. We also ignore the f-electron dispersion here,

such that ∂γGc

(
iωn, ~k

)
= vc

kγG2
c

(
iωn, ~k

)
.

We now simplify the momentum integral assuming Qαβ = Q(q2)δαβ (isotropic

response at low momentum) and ηc
kγδ ∼ δγδ. Taking α = β = z and ~q = (q, 0, 0) we

use integration by parts to get

Q ≈
e2q2

12

∑

iωn,~k,σ

[
Gc

(
iωn, ~k

)]2
η2

k. (2.45)

Carrying out the Matsubara summation with a convergence factor eiωnδ, δ > 0

at a temperature much smaller then the indirect gap V 2/D (this is easy to observe

by deriving the linear response equation with perturbation theory for the Green’s

function) one obtains

Q(q) ≈ −
e2V 2q2

6

∑

~k,σ

η2
k

(ε2
k + 4V 2)3/2

. (2.46)

Evaluating the integral for constant DOS ρ and ηk = const we get:

Q(q) = −
e2q2ρη2

3
. (2.47)

Importantly, V is absent from this expression which actually corresponds to the con-

ventional Landau diamagnetism value:

χOrb
KI = −

e2pF

3πmc
= −

1

3
μ2

Bρ. (2.48)
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The orbital diamagnetism is not affected by the hybridization, which is expected to a

certain degree, since contributions to orbital magnetization come from Landau levels

also away from the Fermi surface, where the hybridization is negligible. We have cross-

checked this nevertheless surprising result by calculating the same quantity through a

summation over Landau levels, obtaining the same result. Note that this exact result

only holds for strictly constant DOS. Taking, for example, a quadratic dispersion with

EF ∼ D one gets:

Q(q) = −
e2V 2q2

6mπ2

∫ D

−D

dε

√
2m(ε + D)

(ε2 + 4V 2)3/2
, (2.49)

for which the leading corrections to the Landau value are of the order V 2/D2 log(D/V ) �

1.

2.4 Conclusions and Outlook

The implications of these results are quite remarkable. The Kondo effect suppresses

the longitudinal current fluctuations of the medium, but it leaves the diamagnetic

response essentially unaffected. It would be interesting to check this experimen-

tally. Heavy fermion systems typically have strong spin-orbit coupling, such that

the diamagnetism is usually hidden behind a pronounced Van Vleck paramagnetic

susceptibility. However, there is hope that in transition metal systems, such as FeSi,

where the Van Vleck paramagnetic contribution is largely absent, this diamagnetic

effect may be observable.

We can, of course, not leave this topic without making reference to the quantum

oscillations observed in SmB6, that have been taken as evidence of a neutral Fermi

surface. While our theory does predict a strong DC diamagnetic response of a Kondo

insulator, it is unable to explain the presence of quantum oscillations in the diamag-

netic susceptibility brought on by Landau quantization at a Fermi surface. However,

we have so far completely neglected the topological aspects of this problem. Future
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work should address whether the interplay of topology and unusual diamagnetism is

capable of accounting for quantum oscillations of the Lifshitz-Kosevich type.
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Chapter 3

Large-N Theory of the Two-Channel Kondo

Lattice

3.1 Introduction

The two-channel Kondo impurity and lattice models have a long history. The impurity

version of this model was introduced by Blandin and Nozières, [22] who demonstrated

that both the weak and strong-coupling fixed points of this model are unstable, flow-

ing to an intermediate coupling fixed point. This novel fixed point was later studied

using Bethe ansatz, [23, 24] conformal field theory, [25, 26] bosonization, [27, 28] nu-

merical renormalization group [29] and Majorana representation [30] establishing it

as a quantum-critical ground-state with non-Fermi liquid properties and a fractional

residual entropy S = 1
2
kB ln 2.

The lattice variant of this model, the two-channel Kondo lattice, was proposed by

Cox, [31] as a quadrupolar Kondo description of the heavy fermion superconductor

UBe13. Cox argued that the crystal-field-split 5f 2 ground-state of UBe13 is charac-

terized by a non-Kramers Γ3 doublet, whose degeneracy is protected by cubic crystal

symmetry, rather than the time-reversal symmetry of Kramers doublets. The key

idea of Cox’s model is that the criticality of the single-impurity model will nucleate

new forms of order in a lattice environment. Cox’s two-channel Kondo lattice also

forms the basis of proposed models for the hidden order compound URu2Si2, where

the entanglement of a magnetic Γ5 non-Kramers doublet with conduction electrons

leads to the formation of a spinorial hastatic order parameter. [32] The two channel
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Kondo lattice Hamiltonian

H =
2∑

a=1

∑

~kα

ε~kc
†
~kαa

c~kαa+

+
∑

jαβ

(
J1c

†
jα1~σαβcjβ1 + J2c

†
jα2~σαβcjβ2

)
∙ ~Sj , (3.1)

defines the coupling between a lattice of local moments ~Sj with two separate conduc-

tion seas, labelled by a = 1, 2, with coupling constants J1 and J2, respectively. The

operator

c†jaα =
1

√
Ns

∑

~k

e−i~k∙~Rjc†~kaα
, (3.2)

creates an electron at site j, channel a, with spin component α. Here Ns is the number

of sites in the lattice. We are particularly interested in the case of the symmetric two

channel Kondo model, where J1 = J2, which has channel exchange symmetry 1 ↔ 2.

Microscopically, this symmetry has its origins in either time-reversal symmetry, or

crystal point-group symmetry. For example, in a quadrupolar Kondo effect, the α are

pseudo-spin orbital indices while the “channel” index is actually the spin of scattered

electrons, so that channel exchange symmetry is actually time-reversal symmetry. In

fact at J1 = J2, the two channel Kondo lattice develops an SU(2) channel symmetry

under which the Hamiltonian is invariant w.r.t. continuous rotations between the two

channels.

Two recent developments provide a motivation to return to this model. The re-

cent discovery of a new class of “1-2-20” Praseodymium compounds, with formula

PrTr2Al20 (where Tr denotes a transition metal ion Tr= Ti, V) or PrTr2Zn20 (where

Tr=Ir, Rh) and a 4f 2 ground-state appear to form a new realization of Cox’s orig-

inal model. [33, 34] Unlike UBe13, the smaller hybridization of the Pr atoms makes

it possible to definitively confirm the Γ3 ground-state of these materials. Moreover,

they exhibit a wide variety of exotic ground-states, including triplet superconductiv-

ity, which appear consistent with novel patterns of entanglement between the non-

Kramers doublets and the conduction sea.
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Our second motivation is conceptual. Recent work [35] has proposed an interpre-

tation of the expansion of the Fermi surface associated with the Kondo effect as a

manifestation of spin fractionalization. This interpretation allows the Kondo effect to

be understood without attributing an anthropomorphic electronic origin to the neu-

tral local moments, whose original origin as microscopic qubits, whether electronic,

nuclear or otherwise, is entirely absent from the Kondo lattice Hamiltonian perspec-

tive. One of the interesting consequences of this interpretation, is that it develops the

phenomenon of “order fractionalization”, in which symmetry-broken ground-states

acquire half-integer, spinorial character.

A key property of the two-channel impurity Kondo model, is that its quantum

critical ground-state is unstable to a variety of relevant, symmetry-breaking Weiss

fields. [25] In the lattice, this incipient quantum criticality gives way to a rich phase di-

agram of competing phases, providing an ideal laboratory for studying the order frac-

tionalization proposal. Dynamical mean-field theory calculations of the two-channel

Kondo lattice have reported an incoherent metal, [36] odd-frequency pairing states as

well as antiferromagnetism. [37] Recently, however, there are various indications that

the two-channel Kondo lattice also contains a Fermi liquid phase in which the Kondo

effect spontaneously develops in one of the channels. [38–43] Experimental support for

this phase is provided by the measurements on PrIr2Zn20. [33] At high temperatures,

this material displays non-Fermi liquid properties, with temperature-dependent re-

sistivity ρ ∼
√

T , expected from dilute two-channel Kondo impurities. At lower

temperatures, there is a phase transition into a “dome” of Fermi liquid (FL), [33] a

strong candidate for the channel symmetry-broken state. At half-filling, this bro-

ken symmetry state results in a Kondo insulator in one channel, leaving behind a

conducting metal in the other. This state is the main focus of the current paper.
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3.1.1 Spin fractionalization and Oshikawa’s Theorem

We begin by reviewing the key arguments for fractionalization in the Kondo lattice,

before going on to details of our current study. The prototypical single-channel Kondo

lattice model is

H =
∑

~kα

ε~kc
†
~kα

c~kα + J
∑

jαβ

c†jα~σαβcjβ ∙ ~Sj . (3.3)

where

c†jα =
1

√
Ns

∑

~k

e−i~k∙~Rjc†~kα
, (3.4)

creates an electron at site j. Although this model has a complex phase diagram, for

sufficiently large Kondo coupling J it realizes a Fermi liquid (FL) in which the local

moments are screened by conduction electrons. Numerical and analytical studies of

the model have shown that FL phase is distinct from the original conduction electron

FL, for the Fermi surface (FS) is enlarged, as if the local moments have delocalized as

electrons. This observation has been placed on rigorous foundation by Oshikawa [13]

who argued, using a topological approach, that if the ground state of (3.3) is a FL, it

develops a large FS, in which the volume of the Fermi surface vFS counts the density

of both electrons and spins.

2
vFS

(2π)D
= ne + ns, (3.5)

where ne and ns are respectively, the density of electrons and local moments per unit

cell.

At half-filling, the expansion of the FS to fill the entire Brillouin zone leads to

a Kondo insulator. One of the ways to visualize this state is to consider the strong

coupling limit, where J is much larger than the bandwidth W of the conduction

electrons. When the number of spins and conduction electrons are equal, a local

singlet forms at each site, with an insulating gap of size J . Hole doping away from

half filling (Fig. 3.1) then gives rise to a small hole-like Fermi surface of heavy

electrons. The volume of the FS counts both electrons and spins.
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Figure 3.1: Schematic representation of a single-channel metallic Kondo lattice (bottom)

and corresponding Fermi surface (FS) (top). Local moments and conduction electrons are

marked in red/blue. (a) At weak Kondo coupling, the local moments are magnetically

correlated and decoupled from the conduction sea, which has a small Fermi surface. (b) For

large Kondo interaction, a paramagnetic state is formed in which the electrons and local

moments bind into Kondo singlets, forming a large Fermi surface. If there are less electrons

than local moments, the unscreened moments form a gas of mobile holes. At half-filling

(not shown) Kondo screening may drive a metal into an insulator.
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From a traditional stand-point, the FL phase and Kondo insulating phase of

the Kondo lattice are the renormalized counterparts of a FL and a band insulator,

respectively. From this traditional perspective, the Kondo lattice Hamiltonian (3.3)

is the result of a Wilsonian renormalization of an Anderson lattice model, which

describes hybridization between non-interaction c-electrons and f -electrons with on-

site Hubbard interaction U0

H =
∑

k

εkc
†
kαckα +

∑

j

[V0(c
†
jαfjα + h.c.) + U0n

f
j↑n

f
j↓]. (3.6)

In the non-interacting limit the Anderson model has a large FS and as long as the

interaction U can be switched on adiabatically, forming a Landau Fermi liquid, the

FS volume will be unaffected. [14]

However, the process of taking the low-energy limit of the Anderson model projects

out empty and double-occupancy of f -electrons (corresponding to the lower and up-

per Hubbard f -bands), reducing the four-dimensional Hilbert space of the physical

electrons fj to the two-dimensional Hilbert space of the local moment ~Sj . The final

Kondo model contains no trace of the electronic origin of its local moments. Yet

despite this irreversible loss of Hilbert space, emergent f -electron fields re-appear at

low-energies to expand the FS. Indeed, the high-energy origin of the local moments

is entirely irrelevant. The local moments could conceivably even be nuclear in origin,

antiferromagnetically coupled to electrons via a hyperfine interaction, which if suf-

ficiently large to overcome nuclear magnetism, would also give rise to a large Fermi

surface. This extreme example makes it clear that the f -electrons which develop

in the Kondo lattice are emergent, independently of the spins’ original microscopic

origin.

The large-N mean-field theory using the Abrikosov fermion representation of the

spin

Sαβ(j) → f †
jα

(
~σ

2

)

αβ

fjβ, (3.7)
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provides a simple interpretation of these results, [44, 1] predicting that at low ener-

gies the product of local moment and conduction electron operators behaves as an

emergent f -electron field

J(~σαβ ∙ ~S)cβ = V f̂α. (3.8)

Here, the horizontal line contracting the spin and the fermion implies that at long

times, this combination acts as a single composite fermion.

Eq. (3.8) can be regarded as an operator product identity in the sense that the

composite expression on the left can be replaced by the expression on the right in

long-time correlation functions. The emergent amplitude V and fermion f are only

defined modulo a U(1) phase; an internal gauge degree of freedom that implements

the elimination of charge fluctuations of the f -electrons. In the Kondo ground state

the internal gauge field locks to the external electromagnetic gauge field, providing

the emergent f electrons with an effective electromagnetic charge, which contributes

to the FS volume.

Re-inserting Eq. (3.7) back into Hamiltonian (3.3), we see that the formation of

the fermionic bound-state implies that the low energy physics of a Kondo lattice

is described by an Anderson model (3.6) with hybridization V and an interaction

U → 0 that is zero in the large N limit. [45] However, if this behavior is independent

of the high energy origin of the Kondo physics (whether it describes an electronic

or a nuclear spin), we are obliged to interpret the equations (3.7) and (3.8) as a

fractionalization of the Kondo spin into emergent f -electrons. While the mean-field

theory is only reliable in the large-N limit, recent numerical renormalization group

(NRG) studies have shown that this interpretation applies to the Kondo impurity

even for the case of spin-1/2 SU(2) spins. [35]



37

3.1.2 Order fractionalization and Two-Channel Kondo Lattice

The spin-fractionalization interpretation of the Kondo effect raises fascinating ques-

tions when applied to the two-channel Kondo lattice (Eq. 3.1). A formal application

of Oshikawa’s topological argument to this model simply leads to the conclusion that

the total FS volume of the two channels is expanded by the spins, i.e

ne1 + ne2 + ns =
2

(2π)3
(v

(1)
FS + v

(2)
FS). (3.9)

However, in order to form a Fermi liquid, the two channel Kondo lattice needs to break

the channel symmetry responsible for non-Fermi liquid behavior. Blandin-Nozieres

scaling arguments suggest that if J1 = J2 + ε, the asymmetry becomes relevant,

and the Kondo effect and the FS expansion will develop exclusively in the strongest

channel. In this channel asymmetric state,

ne1 + ns =
2

(2π)3
v

(1)
FS ,

ne2 =
2

(2π)3
v

(2)
FS . (3.10)

and if ne1 + ns = 2, a Kondo insulator forms exclusively in channel one. Since the

second channel remains conducting, we shall refer to this state as a “half Kondo

insulator”. Now suppose we restore the channel symmetry by sequentially taking

ε → 0 at each site in the lattice. Those sites where the channel symmetry is restored

will nevertheless feel a channel asymmetry derived from the channel polarization

of the Kondo singlets at neighboring sites. Like the Weiss field in a magnet, this

effect has the potential to preserve the channel magnetization in the ground-state,

even when ε = 0 has been restored to zero at every site. Providing the Weiss fields

are channel-ferromagnetic, the “half Kondo insulator” will survive the restoration of

channel symmetry. This then is an argument for the development of a spontaneous

broken channel symmetry.

In this paper we examine this argument within the large N expansion. Our results

confirm the stability of the “channel ferromagnet”, a state with spontaneously broken
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channel symmetry and a “channel magnetization”

~M(xj) =
〈
c†jaβ~τaa′

(
~σβδ ∙ ~Sj

)
cjaδ

〉
, (3.11)

Here, ~τ = (τ1, τ2, τ3) are a set of Pauli matrices in the channel space. ~M forms a

vector in the channel Bloch sphere, indicating with which channel (or their linear

combination) the spin forms the spin-singlet.

However, the channel symmetry breaking co-exists with the spin-fractionalization

of the Kondo effect. In the case where J1 > J2, the fractionalization of the spins

involves the formation of a bound-state in channel one,

J(~σαβ ∙ ~S)c1α = V f̂α. (3.12)

However, for J1 = J2 the presence of a perfect SU(2) channel symmetry implies that

in the general channel-symmetry broken state,

J(~σαβ ∙ ~S)caα = V zaf̂α. (3.13)

where za is two component unit spinor. Hence, the hybridization of the two-channel

Kondo lattice is now a two-component spinor Va = V za. The resulting channel

magnetization ~M can then be represented in terms of a fractionalized spinorial order

parameter z(x)

~M(x) ∝ z†(x)~τz(x). (3.14)

The development of an associated insulating behavior in one channel, implies

that this is more than a simple CP1 representation of the channel magnetization.

Conventional broken symmetries give rise to local, symmetry breaking scattering

potentials, such as the pairing field of an s-wave superconductor, or the Weiss field of

a ferromagnet (Fig. 3.5a). On length-scales larger than the order-parameter coherence

length ξ, the corresponding electron self energy is local, e.g

Σαβ(1, 2) = Mαβ(1)δξ(1 − 2) (3.15)
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where δξ(1 − 2) is a delta-function, coarse-grained on the scale of ξ. While we can

formally decompose Mαβ ≡ ~M ∙ ταβ = VαV̄β as a CP 1 product of spinors, in a

conventional ordering process the two spinors are confined, and always act together

at a single space-time point, as a vectorial Weiss field.

However, in the two channel Kondo lattice, the channel magnetization does not

create a local scattering potential. Instead, the electrons scatter resonantly off the

screened local moments, a process represented by the many-body hybridization with

the f -fields that arise from the Kondo spin-fractionalization. The electron self-energy

that this gives rise to, is highly non-local in space-time, a self energy of the schematic

form

Σαβ(1, 2) = Vα(1)Gf (1 − 2)V̄β(2), (3.16)

where Gf (1 − 2) is the bare f -electron propagator between 2 and 1 (Fig. 3.5b). To

form an insulator, the unhybridized f -band must lie within the insulating gap, and

the consequential absence of inelastic scattering at these energies guarantees that the

Green’s function Gf (1 − 2) is infinitely retarded in space and time, so there is no

coherence length-scale beyond which the two spinor variables V (1) and V̄ (2) coalesce

into a single vector order parameter. In this way, the channel magnetization has

fractionalized.

3.1.3 Collective modes and Topological Defects

Another key interest in this paper is to examine gapless modes of the two-channel

Kondo lattice in the channel symmetry broken phase, corresponding to the Goldstone

rotations of the three Euler angles of the spinor order parameter. We shall show that

as in the single-channel Kondo lattice, one of these modes is absorbed by a Higgs

mechanism that locks the U(1) gauge fields associated with the fractionalized f -

electron to the external electromagnetic field, giving the f -electrons physical charge,

and driving the large electronic FS.
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Figure 3.2: Feynman diagrams for (a)local scattering off a conventional Weiss order para-

meter field M(1) and (b) resonant scattering off a fractionalized order parameter, where

the dotted line represents the propagator of the fractionalized spin.

A key finding, is that the channel magnetization ~M admits topological configura-

tions: skyrmions in 2 dimensions or ‘hedgehog’ instantons in 2+1 dimensions, which

couple to the underlying gauge charges in the system. These topological excitations

modify the electronic spectrum. When the Kondo temperature becomes sufficiently

weak, the proliferation of such hedgehog defects is expected to lead to a ‘quantum

disordered’ phase, in which the coherence between the gauge field of spinons and the

external field is destroyed and the ground state has a small FS.

The structure of the paper is as follows. In section 3.2 we use the large-N mean-

field theory to study the ground state of the two-channel Kondo lattice. In subsection

3.2.4 we show that a natural description of the ground state in the ordered phase is

provided by the concept of order fractionalization. [35] In section 3.3, we integrate

out the fermions and derive an effective action that describes collective excitations

of the system, including the Higgs mechanism and the small to large FS transition

mentioned above. Finally, we conclude the paper in section 3.4 and list a number of

open questions. A number of appendices are included to provide additional derivations

and details used in the paper.
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3.2 Mean Field Theory of the two-channel Kondo Lattice

We consider a two-channel Kondo lattice, represented by Hamiltonian (3.1). As

written, the channel index is an orbital quantum number, while the local degrees of

freedom are spins. We note that in the equivalent quadrupolar formulation of the

two-channel Kondo model proposed by Cox, ~Sj represents a non-Kramers doublet.

In this case, α is a quadrupole index while the channel index corresponds to the “up”

and “down” spins of the conduction sea. To develop a controlled mean field theory,

we extend the number of spin components from 2 to N by taking the spins from an

irreducible representation of SU(N) instead of SU(2). This generalized version of the

model uses the Coqblin-Schrieffer form of the interaction [46, 44]

H =
∑

~kaα

ε~kc
†
~kaα

c~kaα + J
∑

jaαβ

c†jaαcjaβSβα(j). (3.17)

Here, Sβα(j) are representations of generators of the SU(N) group. This symmetric

two channel Kondo lattice model possesses an SUspin(N) × SUchannel(2) × Ucharge(1)

symmetry. We shall use an Abrikosov fermion representation of the SU(N) spin

operators,

Sαβ = f †
αfβ −

Q

N
δαβ, (3.18)

subject to the constraint

nf = f †
αfα = Q, (3.19)

where Q is an integer. To develop a controlled large-N expansion for the Kondo

lattice, the coupling constant is rescaled by a factor of 1/N to guarantee that each
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term in the Hamiltonian scales extensively with N . In terms of the Abrikosov repre-

sentation, the Hamiltonian becomes

H =
∑

~kaα

ε~kc
†
~kaα

c~kaα −
J

N

∑

jaαβ

(c†jaαfjα)(f †
jβcjaβ) (3.20)

+
∑

j

λj(nfj − Q) (3.21)

where the Lagrange multiplier λj is introduced to impose the constraint nf = Q at

each site. The Abrikosov factorization of the spin operator permits one to write the

partition function as a path integral

Z = Tr
[
e−βH

]
=

∫
D[c̄, c, f̄ , f, λ]e−S. (3.22)

Inside the path integral the interaction can be decoupled in each channel using a

Hubbard-Stratonovich transformation, [1, 47]

−
J

N

∑

αβ

(c†jaαfjα)(f †
jβcjaβ)

→
[
(c†jaαfjα)Vaj + H.c

]
+

N

J
|Vaj|

2,

where the “hybridization” field Va is to be integrated over inside the path integral,

Z =

∫
D[c, c, f , f, V a, Va, λ] e−S

with the action

S =

β∫

0

dτ

{
∑

~ka

c~ka(∂τ + ε~k)c~ka +
∑

jα

f j(∂τ + λj)fj +
∑

ja

[

cja(Vajfj) + (f̄jV̄aj)cja

]

+

+
∑

ja

N

J
|Vaj |

2 −
∑

j

λjQ

}

. (3.23)

Here, and in the following the summation over the spin indices α = 1 . . . N is implicit.

3.2.1 Symmetries and Gauge Transformations of the Hamiltonian

The symmetric two-channel Kondo lattice exhibits a number of global and local sym-

metries: The conduction electrons are invariant under global U(1)×SU(2) rotations
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in channel space

cja → gaa′cja′ , Vaj → gaa′Va′j .

The f -electrons possess a local U(1) gauge invariance associated with the conserved

f -charge nf (j) = Qj ,

fj → eiχjfj , Vaj → Vaj e−iχj , λj → λj(τ) − i∂τχj(τ).

In the single-channel Kondo impurity/lattice, this gauge transformation is used to

make the hybridization real with the price of transforming the original static λj into

a dynamical, time-dependent field. [1]

It is convenient to represent the hybridization fields as a spinor






V1(j, τ )

V2(j, τ )




 ≡ V (j, τ )






z1(j, τ )

z2(j, τ )




 (3.24)

where V (j, τ ) is a positive real number representing the magnitude of the hybridiza-

tion and z1 and z2 define a unit spinor with z†z = |z1|2 + |z2|2 = 1 which can be

written in terms of Euler angles

z ≡






z1

z2




 = eiϕ/2






cos θ/2

−eiφ sin θ/2




 . (3.25)

Since the underlying channel symmetry is SU(2), the full range of values in this unit

spinor involve a double covering of the SO(3) group, incorporated by doubling the

range of ϕ ∈ [0, 4π].

3.2.2 Uniform Mean Field Solution

In the limit N → ∞ the path integral is dominated by the stationary points of the

action characterized by static, uniform configurations of the hybridization spinor, such

that Vj = V , θj = θ, φj = φ, ϕj = ϕ and λj = λ are all constant. The overall phase
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Figure 3.3: (a) Channel ferromagnetic state: the localized spins (red) hybridize with one

out of two conduction channels (blue). (b) A schematic representation of the band structure

in a half Kondo insulator.

eiϕ/2 in the hybridization can be absorbed by a gauge transformation fj → eiϕ/2fj of

the f -electrons. Moreover, by rotating in channel space





c′k1

c′k2




 =






cos θ/2 e−iφ sin θ/2

−eiφ sin θ/2 cos θ/2











ck1

ck2




 , (3.26)

the mean-field action becomes

S =

β∫

0

dτ
∑

~kα

{

(c̄′~k1
, f̄~k)




∂τ +






ε~k V

V λ
















c′~k1

f~k




+ c′~k2

(∂τ + ε~k)c
′
~k2

+

+Ns

(
NV 2

J
− λQ

)}

, (3.27)

where we have defined f~k = 1√
N s

∑
j fje

i~k∙~Rj . For the case where Q = N/2 and a

particle-hole symmetric conduction band, we have λ = 0 by the symmetry.

In this basis, the second conduction electron channel decouples from the f -electrons

as shown schematically in Fig. 3.3(a). The system reduces to a “half Kondo insula-

tor”, with a first hybridized channel, forming a fully gapped Kondo insulator with
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upper and lower bands dispersing according to

E±
~k

=
ε~k

2
±

√(ε~k

2

)2

+ V 2, (3.28)

and a second decoupled conduction band with dispersion ε~k. This is shown in

Fig. 3.3(b). In two spatial dimensions, the free energy per site per particle is

F

NsN
= −T

∫
d2k

(2π)2

{
log
[
1 + e−βε~k

]
+
∑

±

ln
[
1 + e−βE±

~k

]}
+

V 2

J
. (3.29)

The solution for the magnitude of the hybridization V can be obtained self con-

sistently from the stationarity condition

1

NsN

δF

δV 2
=

1

J
−
∫

d2k

(2π)2




f(E−

~k
) − f(E+

~k
)

2
√( ε~k

2

)2
+ V 2



 = 0,

where f(E) = [1 + eβE]−1 is the Fermi-Dirac function. Using a constant density of

states ρ(ε) = ρθ(4t−|ε|), where ρ = 1/8t, we can solve for the hybridization at T = 0,

giving

1

J
= ρ

∫ 4t

−4t

dε
√

ε2 + 4V 2
= 2ρ sinh−1

(
2t

V

)

(3.30)

or

V −1 = 4ρ sinh

(
1

2ρJ

)

, (3.31)

or V = 4te−
1

2ρJ in the large band-width limit. The ground state energy is plotted

for different hybridization strengths for a constant density of states and for the exact

density of states for a conduction band with nearest neighbor hopping in figure 3.4(a).

The minimum of the ground state energy corresponds to the actual hybridization

strength.

Similarly, the mean-field transition temperature T = TK is determined by

1

Jρ
=

∫ 4t

−4t

dε
1/2 − f(ε)

ε
= ln

[
4t

TK

(
e−ψ(1/2)

2π

)]

(3.32)
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Figure 3.4: (a) Ground state energy of a two-dimensional half-Kondo insulator state using

constant (green) and exact (red) density of states. (b) Comparison of ground state energies

of the half-Kondo insulator (channel ferromagnet in red) and the staggered hybridization

solution (channel antiferromagnet in green).

From which it follows that

TK = 4t

1.13︷ ︸︸ ︷(
e−ψ(1/2)

2π

)

e−
1

ρJ =

(
1

3.53

)(
V 2

t

)

, (3.33)

where the integral is derived in appendix 16A in the book by Coleman [1]. Note that

while the direct gap is determined by V , the mean-field transition temperature, or

Kondo temperature is determined by the much smaller, indirect gap, Δ g = V 2/2t =

3.53
2

TK . In Appendix 3.A we compare this half Kondo insulator state with a channel

symmetry breaking pattern, for which the hybridization is staggered in channel space.

The ground state energies of the half Kondo insulator state and the staggered hy-

bridization state are compared in figure 3.4(b). We see that the half-Kondo insulator

state is energetically stable with respect to the channel antiferromagnet for all values

of the coupling. This is an important result, for it confirms that the channel Weiss

fields acting between different spin sites are ferromagnetic in nature at half filling.
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3.2.3 Kondo-Heisenberg system

So far, we have assumed that the spins do not directly interact with each other and

each spin is a self-conjugate Q = N/2 fermionic representation of SU(N), so that

together with a half-filled conduction band the whole system has particle-hole sym-

metry. More generally, the Kondo coupling induces an RKKY interaction amongst

the spins, which is generically long-ranged and varies in space. Assuming that the

system does not magnetically order at low temperatures, in the rest of the paper, we

generalize our model H → H + HAFM to include effects of a frustrated antiferromag-

netic interaction among the spins:

HAFM =
∑

i,j

JH
ij

~Si ∙ ~Sj. (3.34)

In the SU(N) limit, using the Abrikosov fermion representation, and applying the

constraint this leads to

HAFM = −
1

N

∑

(i,j),α,β

JH
ij

(
f †

iαfjα

)(
f †

jβfiβ

)
(3.35)

which can be decoupled by a Hubbard-Stratonovitch transformation tij = |tij| eiϕij

HAFM →
∑

(i,j)

{N |tij |
2

JH
ij

+
[
(|tij| e

iϕijf †
iαfjα + h.c.)

]}
. (3.36)

with an implied summation over the repeated spin variables α ∈ [1, N ]. We assume

that the underlying spin fluid is a U(1) spin liquid, characterized by a spinon Fermi

surface. The phase factor

eiϕij ∼ exp
[
i

∫ ~Ri

~Rj

~Af ∙ ~dl
]
, (3.37)

is in fact the Peierls substitution of a slowly varying U(1) gauge degree of freedom.

While the phases ϕij themselves are gauge-dependent, e.g. by a redefinition of fj that

leaves the spin representation unaffected,

fj → fje
iχj , ϕij −→ ϕij − χi + χj, (3.38)



48

the sum of the phases around plaquettes is gauge-invariant and corresponds to the

U(1) gauge flux through the plaquettes: [48]

∑

(i,j)∈�

ϕij ≡
∮

�

~Af ∙ d~l = Φf (3.39)

The combination of the magnitude/phase of tij gives rise to a dispersion for the

spinons εf
k so that the momentum-space Hamiltonian is

HAFM →
∑

ij

|tij|
2

JH
ij

+
∑

kα

εf
kf

†
kαfkα. (3.40)

The simplest case is a nearest-neighbor tight-binding lattice of q = 1/2 moments and

no flux per plaquette
∑

(i,j)∈� ϕij = 0, with the 2D spinon dispersion

εf
k = −2tf (cos kx + cos ky). (3.41)

If we allow the gauge fields ~Af to vary slowly in space, then the coarse-grained action

of the f -electrons takes the form [48]

Sf =

∫
d3xdtf̄

[
−i∂t + λ + εf (−i~∇− ~A)

]
f (3.42)

where we have replaced ∂τ → −i∂t. This action is invariant under the gauge trans-

formation f → eiχf and

λ → λ − ∂tχ, ~Af → ~Af + ~∇χ, (3.43)

allowing us to combine Af
μ ≡ (−λ, ~Af ) into a single U(1) gauge field that transforms as

Af
μ → Af

μ +∂μχ. Hence, variations of U(1) gauge on top of the mean-field background

can be taken into account by the by the minimal coupling −i∂μ → −i∂μ − Af
μ or

pμ → pμ − Af
μ.

3.2.4 Order fractionalization

In the two channel case, the f -electrons can be integrated out and the self-energy for

the conduction electrons has the form

Σab(~k, ω) =
VaV̄b

ω − εf
k

, (3.44)
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where a, b = 1, 2 are the channel indices of the conduction electrons. Writing Va =

V za, where z†z = 1 is a unit spinor, we have

Σab(~k, ω) =
V 2

ω − εf
k

zaz̄b =
V 2

ω − εf
k

(
1 + ~n ∙ ~τ

2

)

ab

(3.45)

where n̂ = z†~τz. Were it not for the strong frequency dependence of this self-energy,

we could simply regard this term as a Weiss scattering field created by a channel

magnetization.

For a slowly varying order parameter, the self-energy becomes

Σab(2; 1) = Va(2)Gf (2 − 1)V̄b(1). (3.46)

where Gf (2 − 1) is the bare propagator of an f -electron from 1 to 2. To make the

state insulating, the unhybridized f-band must cut the Fermi energy to repel the

conduction band from the Fermi energy. This causes Gf (2 − 1) to develop infinite

range correlations in time, so that we are forced to regard the spinors Va(2) and V̄a′(1)

as independent variables.

Part of this propagator is the dynamic phase accumulated from 1 to 2. For

example, for non-dispersing f -electrons,

Gf (2 − 1) ∼ exp

[

−i

∫ t2

t1

λ(t′)dt′
]

. (3.47)

At particle-hole symmetry λ = 0, the self-energy in real space/time becomes

Σab(2; 1) = −
δ~x2,~x1

2
Va(τ2)sgn(τ2 − τ1)V̄b(τ1). (3.48)

More generally however, the f -state will develop a dispersion due to the magnetic

interaction

Gf (~k, ω) =
1

ω − εf
k

. (3.49)

In general, εf
~k

has zeros and will cut the Fermi energy on a surface {S0 : ~k = ~k0}. Since

the self-energy diverges at ω = 0 on this surface, it follows that S0 corresponds to the
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zeros of the conduction electron propagator. The corresponding real-time propagator

will take the form

Gf (~x, t) =
eik0x

x − vf
~k0

t
(3.50)

where ~k0 is at the point on the null surface S0 with normal parallel to the separation

vector ~x = xn̂, so that

Σab(2; 1) = Va(2)
eik0|~x2−~x1|

|~x2 − ~x1| − vf
~k0

(t2 − t1)
V̄b(1) (3.51)

In conventional broken symmetry phases, the self-energy is local on a scale of the

coherence length: but here, the resonant scattering process through an intermediate

spin-fluid means that the initial and final hybridization events Vβ(1) and V̄β(2), can be

arbitrarily separated in space and time. This is a key signature of the fractionalization.

Notice that while the fermion field f and the hybridization order parameters appear-

ing here, are only defined modulo a gauge transformation, the self-energy Σ(2 − 1) is

invariant under these transformations.

3.3 Collective excitations

3.3.1 The soft modes

Within the large-N mean-field theory, the Kondo coupling reduces to a hybridization

between Abrikosov fermions and the two conduction bands, described by an spinor

Va(x, τ ) in the Hamiltonian density

Hint →
V 2

JK

+ (c†aVaf + h.c.). (3.52)

At high temperature, the hybridization is strongly fluctuating, but once T <
˜

TK , the

hybridization spinor acquires a non-zero expectation value Va 6= 0. Longitudinal

fluctuations in the magnitude of Va are massive and gapped, but (transverse) fluctua-

tions in the direction of the Va spinor develop soft modes. This physics is conveniently
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shown by writing Va(x, τ ) = V za(x, τ ) and

z(x, τ ) = g(x, τ )






1

0




 , (3.53)

where g ∈ U(2)/U(1) ∼ SU(2). We can parameterize g by the three Euler angles

g(x, τ ) = eiφτ3/2eiθτ2/2eiϕτ3/2. (3.54)

By integrating out the fermions, we can derive a long-wavelength effective action

that describes the spontaneous symmetry breaking from this fluctuating phase to the

channel ferromagnetic ground state.

In the following, we consider a long-wavelength (k ∼ 0) approximation to the

model (3.40) and assume that the spinon dispersion is quadratic near k ∼ 0. More-

over, we assume a continuum theory of conduction electrons with parabolic disper-

sions. This combination describes the low-energy limit of the two-channel Kondo-

Heisenberg lattice, in presence of both, an external electromagnetic vector potential

Aext and an internal gauge potential Af . That such a continuum Kondo insulator

exists, is discussed in Appendix 3.B.

The Hamiltonian density is H(x) = H0(x) + Hint(x) where Hint is given in

eq. (3.52) and H0 is given by

H0(x) = C(x)†
[ d∑

ν=1

(pν − eAext
ν )2

2mc

+ ieAext
τ − μ

]
C(x)

+ f †(x)
[
−

d∑

ν=1

(pν − Af
ν)

2

2mf

+ iAf
τ + λ

]
f(x). (3.55)

The Wick rotation of scalar potentials is Aτ → −iAt. Note that the effective masses of

the c- and f- bands are opposite to one-another, to insure that the hybridized channel

is insulating. Here, pν = −i∂ν , C = ( c1, c2 )T and the spin indices α ∈ [1, N ] have

been suppressed. The second line describes a gapless U(1) spin-liquid. The internal

gauge field Af arises from decoupling the Heisenberg magnetic interaction between
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f -electrons (spinons) as described in section (3.2.3)[48]. The temporal and spatial

variations of the hybridization in Eq. (3.53) can be absorbed into the C electrons by

a C → gC transformation. This leads to

C†∂μC → C†[∂μ + g†∂μg]C, (3.56)

and motivates defining a gauge connection AC
μ ≡ −ig−1∂μg which can be expanded

AC
μ = 1

2

∑
a Ωa

μτ
a in terms of Pauli matrices τ a, where Ωa

μ are the components of

the angular velocity associated with the Euler rotations. This gauge connection can

be combined with the external electromagnetic gauge potential as A = AC − τ 0Aext.

Setting e = 1, the Lagrangian in imaginary time is

L = C̄
[
(∂τ − μ)1 + iAτ −

1

2mc

d∑

ν=1

(∂ν1 + iAν)
2
]
C

+ f̄
[
(∂τ + λ) − iAf

τ +
1

2mf

d∑

ν=1

(∂ν − iAf
ν)

2
]
f

+ V [c†1f + f †c1] + iAext
τ nc + iAf

τ Q. (3.57)

Here we have added two constraint terms, a term iAex
τ nc which account for the cou-

pling of the fluctuations in the electromagnetic potential to the positive charge den-

sity of the ionic background nc, ensuring overall charge neutrality and the term iAf
τ Q

which imposes the constraint nf = Q at each site. These terms ensure that when

we carry out a gradient expansion, terms linear in the gauge potentials vanish. From

equation (3.57), the action of the ungapped conduction electrons is given by

Lc2 = c̄2

[
∂τ − i(A0 + 1

2
Ω3

τ ) +
1

2mc

[
−i∇a − (Aa + 1

2
Ωz

a)
]2]

c2. (3.58)

One of the interesting physical consequences of this action, is that the propagation

of the ungapped electrons in channel 2 picks up the Berry phase associated with the

spinor hybridization, so that the vector potential acting on the ungapped electrons in

channel 2 acquires an additional component associated with the Berry phase of the

spinor field,

Aext
μ → Aext

μ + 1
2
Ωz

μ (3.59)
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where Ωz
μ = −2iz†∂μz is the Berry connection of the order parameter.

3.3.2 Effective action

The effective action for the gauge fields

Z =

∫
[DAfDAextDASU(2)]e−Seff (3.60)

can be obtained by integrating out the fermions (Appendix 3.C). A caricature of the

long-wavelength action Seff can be derived from a Landau-Ginzburg theory of the

hybridization:

L2CK

N
∼
~2

2m

∣
∣(−i∂μ + [Aext

μ − Af
μ])V

∣
∣2 +

b

2

(
|V |2 − V 2

0

)2
(3.61)

The minimal coupling of the hybridization to the difference field Aext
μ −Af

μ, is enforced

by the gauge invariance of the hybridization terms (c†V f) + H.c. Under a gauge

transformation c → eiθc, f → eiχf , V → ei(θ−χ)V , so that V has the same electrical

charge as a conduction electron, but the opposite gauge charge to an f -electron.

At long distances, we may ignore amplitude fluctuations. Substituting V = V0z,

where

z = g






1

0




 = eiφτ3/2eiθτ2/2eiϕτ3/2






1

0




 .

we obtain

Seff =

∫
dd+1xL2CK

L2CK ∼
1

2g

[(
∂μ~n
)2

+
(
Ωz

μ − 2[Aext
μ − Af

μ]
)2]

. (3.62)

where the implicit sum on μ ∈ [0, d] runs over all space-time dimensions. Here,

~n = z†~τz = (− sin θ cos φ, sin θ sin φ, cos θ), (3.63)

is the channel magnetization, while

Ωz
μ = [∂μϕ + ∂μφ cos θ] = −i2z†∂μz. (3.64)
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is the angular velocity of the spinor order about its principle z axis and g−1 = ~2

4m
V 2

0 .

Without the gauge coupling, this Lagrangian is the principal chiral field model,

describing the evolution of a spinor order parameter in space-time. [49] However, the

coupling of the difference gauge field of Aext
μ −Af

μ to rotations about the principle “z”

axis of the order parameter, “Higgses” the phase fluctuations around the z-axis. The

factor of two multiplying the coupling of the difference gauge fields reflects the fact

that the channel magnetization as a vector, carries integer channel quantum number

whereas the electrons, carry a half-integer channel quantum number, τ = 1/2. A

detailed calculation of the effective action to one loop order in the fermions is similar

to the calculation of a superfluid stiffness in a superconductor, and involves diagrams

of the form depicted in Fig. 3.6(a). These calculations (see Appendix 3.C) confirm the

basic form obtained from the Landau-Ginzburg theory, but with different stiffnesses

and mode velocities for rotations parallel and perpendicular to the n̂ axis. The full

Lagrangian, including the contributions of the gapless electrons in channel 2 is then,

L2CK =
N

2g

[(
∂τ~n
)2

+ v2
g

(
∇~n
)2]

+
NΓ

2

[(
Ωz

τ − 2[Aext
τ − Af

τ ]
)2

+

+v2
Γ

d∑

i=1

(
Ωz

i − 2[Aext
i − Af

i ]
)2]

+

+c̄2

[

∂τ − i[A0 + 1
2
Ω3

τ ] +
1

2mc

(
− i∇a − [Aa + 1

2
Ωz

a]
)2
]

c2 (3.65)

Note that the action scales as N , ensuring that the variance of the fluctuations

about the large N limit are of order O(1/N). In the limit that mf � mc, the stiffness

and velocity coefficients are given by (see Appendix C)

1

g
≈ 2ρZ , vg ≈

vc√
Z

(3.66)

Γ ≈
ρ

4
, vΓ ≈

√
π2

2
vfvc (3.67)

Here q̃f = k2
F /4π is the density of f -holes, ρ = mc/2π is the conduction electron den-

sity of states, vc = kF /mc and vf = kF /mf are the Fermi velocities of the conduction
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and f -electrons respectively, while

Z =

[

1 +
ρTK

q̃f

(
1 +

q̃f

ρfTK

)2
]

(3.68)

is a mass renormalization factor, where ρf = mf/2π is the f-electron density of states.

Note that in the limit where the Heisenberg coupling is zero JH → 0, mf → ∞ and

the axial stiffness (vΓ)2Γ → 0 associated with the Higgs term vanishes, whereas the

O(3) stiffness associated with the channel magnetization (vg)
2/g, remains finite.

3.3.3 The Anderson-Higgs term

To understand the effect of the Anderson-Higgs term in (3.65) it is useful to first

consider the simpler single-channel Kondo lattice [50] where the effective action takes

the form

L1CK =
d∑

μ=0

Γ

2
(∂μϕ − 2(Aext

μ − Af
μ))2, (3.69)

where Γ = N/g. The scaling dimension of this Γ coupling is dim[Γ] = d−1, making it

relevant for d > 1. For d > 1, in the ground-state, the internal U(1) ‘vison’ field Af is

phase-locked to the external gauge potential up to a pure gauge and a Meissner effect

develops for the difference field Aext
μ −Af

μ, excluding the corresponding electromagnetic

fields from the sample. By fixing the gauge, we can absorb the ϕ field into the vison

gauge field Af .

Once the vison and electromagnetic fields lock, the conduction and f electrons

respond coherently to the common external electromagnetic field, so the f -electrons

acquire charge and now contribute to the Fermi surface (FS) volume. Thus, the

development of f -electron charge and the formation of a large FS in the Fermi liquid

regime of the Kondo lattice, as required by Oshikawa’s theorem [13] are all linked to

this Anderson-Higgs effect.

A similar effect occurs in the two channel model, but now, the absorption of the

phase ϕ into the gauge fields leaves behind the (φ, θ) variables, which define the
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direction n̂(x) of the channel magnetization. One of the important distinctions here,

is that although the ϕ field is Higgsed, the Berry phase term of the spinor order is

still present, described by the field

Ωz
μ → ∂μφ cos θ (3.70)

The survival of this term has important consequences, as we shall shortly discuss.

• the scaling behavior of the residual O(3) non-linear sigma model that describes

long-wavelength fluctuations of the channel magnetization,

• the residual topological defects of the channel magnetization field n̂(x). These

defects carry gauge charge.

3.3.4 The non-linear sigma model

Once the Anderson-Higgs effect takes place, the residual long-wavelength behavior is

described by an O(3) nonlinear sigma model (NLσM) with bare coupling constant g̃ =

g/N . In the large N limit, the small size of g̃ means that the channel magnetization

is always present in the ground-state. However, we shall now consider the effects

of scaling at finite N , considering the stiffness g̃ to be finite. The O(M) σ-model

has been extensively studied in the past. [51, 49, 52] The coupling constant g has

dimension dim[g] = 2− (d+1) = 1− d and its renormalization flow at weak coupling

is determined by the beta function,

β(g) =
dg

d`
= (1 − d)g +

(M − 2)Ωd+1

(2π)d+1
g2, (3.71)

where d` = − log D and Ωd+1 is the solid angle in d + 1 dimensions. Above the lower

critical dimension d > 1, the scaling flow develops a new fixed point corresponding

to the quantum critical point between a disordered g = ∞ and ordered g → 0 phase.

The critical fixed point is accessible analytically either in the limit of d = 1 + ε or

M → ∞. In our case d = 2, 3 and M = 3.
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At the lower critical dimension d = 1, any value of the coupling constant g renor-

malizes to infinity g → ∞ corresponding to a quantum disordered (paramagnet)

phase. One-dimensional two-channel Kondo lattices have been studied in the past

using bosonization [53] as well as density-matrix renormalization group [54] and while

there is evidence for non-Fermi liquid phases and channel-antiferromagentic correla-

tions, no channel-ferromagnetic state was reported.

For d > 1, a small bare coupling renormalizes to zero g → 0, corresponding to the

ordered phase. However, for g > gc, again the system flows to the disordered phase

g → ∞. For g < gc and d > 1, the NLσM describes the spontaneous breaking of

the channel symmetry and the consequent two Goldstone modes. They have linear

dispersion as the channel magnetization order parameter does not commute with

the Hamiltonian, in agreement with previous work. [41] The third Goldstone mode,

associated with the hybridization phase eiϕ is Higgsed as we discussed before.

3.3.5 Topological Defects

The topology of the emergent channel magnetization admits skyrmions in two di-

mensions and hedgehog defects in three dimensions (π2[O(3)] = Z). Just as the

Anderson-Higgs effect in a superconductor causes a vortex to bind a magnetic flux

quantum in a superconductor, here, the Berry phase of the skyrmion or hedgehog will

bind a flux quantum in two dimensions, or a monopole in three dimensions. Both

gapped, and ungapped electrons feel this field as a physical vortex or monopole field.

For gapless c2 electrons this is simply a consequence of the fact that they experi-

ence the gauge potential Aext
μ − 1

2
Ωμ. We note that the curl of the Berry phase term

is related to the curvature of the n̂ field via the Mermin-Ho relation,

∂μΩz
ν − ∂νΩ

z
μ = n̂ ∙ (∂μn̂ × ∂νn̂). (3.72)
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The quantity

1

2

∫
dSiεijkn̂ ∙ (∂jn̂ × ∂kn̂) = 4πQ (3.73)

measures the total solid angle swept out by the order parameter across surface S,

which is equal to 4π times the (integer) number Q of defects, hedgehogs (3D) or

skyrmions (2D), enclosed by the surface S.

Thus even in absence of an external field, the phase accumulated by the c2 elec-

trons around static defect is

e

~
Φc2 =

1

2

∫
d~S ∙ ∇ × ~Ωz = 2πQ (3.74)

or Φc2 = Qh
e
. Any transport experiment involves the gapless c2 electrons and can

potentially detect this experienced phase.

To understand how this works for the gapped electrons, note that the Higgs mass

terms enforce the constraint

Ωz
μ = 2(Aext

μ − Af
μ) (3.75)

The connection between the Berry curvature and the vector potential fields is closely

analogous to a superconductor. In both cases, the energetic requirement that super-

currents vanish at large distances gives rise to the binding of flux to the defect.

Using the Mermin-Ho relation (3.72) and the Higgs constraint (3.75), it follows

that

4πQ =

∫
dSiεijk∂jΩk

= 2

∫
d~S ∙ ~∇× ( ~Aext − ~Af ) (3.76)

or
∫

d~S ∙ ~∇× ( ~Aext − ~Af ) =

∫
d~S ∙ ( ~Bext − ~Bf ) = 2πQ. (3.77)

This tells us that the topological defect must bind a flux quantum of the difference

field, much in the way a superconducting vortex binds a magnetic flux quantum. In
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Figure 3.5: (a) Hedgehog defect of the n̂ field in 3 dimensions. (b) Hybridized conduction

and f -fermions in channel 1 see the defect as a negative monopole (c) unhybridized c-

fermions see the defect as a positive monopole.

the case of a skyrmion, this corresponds to a magnetic flux quantum of the difference

field. (In practice the larger energy cost of a magnetic field will likely mean the bound

quantum is largely in the f-field). However, for a hedgehog defect in three dimensions

the strict absence of electromagnetic monopoles guarantees that
∫

d~S ∙ ~Bext =
∫

d3x~∇∙

~Bext = 0. In this case we can eliminate the electromagnetic component of the surface

integral. This means that the total f-flux bound to a Q hedgehog is

e

~
Φf =

∫
d~S ∙ ~∇× ~Af = −2πQ (3.78)

where we have restored the e/~ to the definition of flux. Thus

Φf = −Q
h

e
(3.79)

so that each hedgehog or skyrmion carries unit magnetic flux of the f -field, forming

a vison monopole.

Remarkably, when we work it through, we find that the Berry phase field experi-

enced by the conduction electrons means that they also feel the vison field. In fact,

the f -electrons and the conduction electrons they hybridize with in channel 1 expe-

rience the vector potential ~Af , whereas the gapless channel 2 fermions experience a
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vector potential − ~Af , as if the two channels have acquired an opposite charge. To

see this, let us first set the electromagnetic potential to zero Aext
μ = 0. The resulting

vector potential of the conduction electrons is then

Aa = −
1

2
Ωz

aτ3 → Afτ3 ≡






Af c1

−Af c2

(3.80)

In this way all electrons feel the monopole, in such a way that the hybridized and

unhybridized electrons experience an equal and opposite monopole vector potential.

One of the interesting effects of the monopole field will be to produce bound-states

in the gap. Within the ordered phases, this opens up the interesting possibility that

topological configurations of the order parameter can be detected by purely electronic

transport studies.

3.3.6 Phase diagram

In the channel ferromagnetic phase the skyrmions are gapped, [55] with an energy

given by 4πQg−1. Therefore, at low-enough temperature, the action (??) reduces to

a separate sum of a U(1) field, as in a single-channel Kondo insulator, Eq. (3.69), and

the NLσM term describing the fluctuations of the Goldstone modes. In this phase, we

have the phase-locking Af = Aext and as discussed above, a large total Fermi surface

(albeit only the Fermi surface of one conduction band is expanded).

Close to a quantum critical point into another ordered phase, e.g, magnetism, the

Kondo temperature is suppressed to zero [56, 57] and the Higgs mode also becomes

soft. The correct description then, includes this soft term and is beyond the treatment

adapted here.

However, within the 〈V 2〉 6= 0 regime, we expect a separate quantum critical point

defined by the NLσM physics at g = gc. For g0 > gc within perturbative RG, g → ∞

and the ground state is disordered. The nature of the groundstate in this phase is

quite interesting and we can gain a guide to it using the physics of the O(M) NLσM.
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In the large M limit of this model, we know that the z-spinons (long-wavelength

fluctuations of channel magnetization ~n) are gapped. [52] However, the topological

defects proliferate and condense. [49, 58, 59] This process will eliminate the phase-

locking between the electromagnetic and f -fermion gauge fields, and the resulting

electronic Fermi surface will become small again. This is schematically shown in

Fig. 3.6(b). Were such a phase transition to occur in a real material, we might expect

it to exhibit a jump in the FS. In contrast to a magnetic transition, the magnetic

susceptibility is expected to remain finite at this transition.

Besides having a small Fermi surface, the nature of the ground state in the quan-

tum disordered phase remains unclear. Assuming that the resulting phase is a Fermi

liquid, this small FS appears to violate Oshikawa’s theorem. [13] A trivial resolution

to this paradox might be that the adiabatic assumption of the flux-threading is vi-

olated due to the gapless nature of the spin-liquid. However, as discussed before,

the hybridization is non-zero in the quantum disordered phase and the f -spinons are

likely to remain gapped, as in the channel ferromagnet phase. Therefore, a better

resolution to this paradox is that the ground state has topological order (i.e. degen-

eracy on a torus). [60] In that case, after an adiabatic threading of a flux through the

torus holes the system need not be back to the same ground state. Based on this, we

conjecture that the quantum disordered phase of a two-channel Kondo lattice may

have topological order, realizing a fractionalized Fermi liquid (FL∗).

3.4 Conclusion and Outlook

We have shown that in the large-N limit the ground state develops a spontaneously

broken channel symmetry, most naturally understood in terms of order fractionaliza-

tion: a process which involves the separation of the composite spin-fermion bound

states into a fermionic resonance and a half-integer order parameter, manifested in
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Figure 3.6: (a) The basic diagrams (paramagnetic and diamagnetic contributions) involved

in integrating out the fermions to one loop. (b) The phase diagram for d = 3. The same

phase diagram applies to d = 2, except that TFM → 0. The sold lines are second order

phase transition and the dashed line is a crossover. In the channel ferromagnet g → 0.

In this phase internal and external gauge fields are phase-locked Af = Aext, resulting in a

large Fermi Surface (FS). For g > gc the system is in the quantum disordered phase, where

Af 6= Aext and the Fermi surface is smaller.

the long-time behavior of the electronic self-energy.

Our analysis of collective soft modes shows that the effective action is composed of

a non-linear sigma term describing symmetry breaking and the Goldstone modes, and

a Kondo-Higgs term which causes the phase-locking of internal and external gauge

fields, and the expansion of the Fermi surface. These two terms become intertwined

in the presence of topological defects, which behave as monopoles with a U(1) gauge

charge which locally destroys the phase locking between the fields. This allows us

to predict that when these defects proliferate in the quantum disordered phase of

the two-channel Kondo lattice, the Fermi surface jumps from large to small, with

experimental consequences.

These arguments lead us to expect that in addition to the channel ferromagnetic
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phase, the higher-dimensional (two or three-dimensional) two-channel Kondo lattices,

have a quantum disordered phase, possibly with topological order. Although this

phase has not yet been seen in experiments using pressure or magnetic field as the

tuning parameter, it may be revealed by using these tuning parameters in combination

to allow a more extensive exploration of the phase diagram.

Our results suggest a number of interesting directions for future work. For exam-

ple, a more complete analysis of the particle-hole symmetric two-channel Kondo soft

modes will need to take into account the full SP (4) ∼ SO(5) symmetry of the prob-

lem, [25] a symmetry that allows the rotation between channel magnets and composite

paired (odd-frequency) superconducting ground-states. At the impurity level (or in

quantum disordered phases in larger d), the order parameter strongly fluctuates, ex-

ploring the full symmetry group. This appears to be responsible for capturing the

residual entropy of the two-channel Kondo impurity. Moreover, the term C†Az
ττ

zC

in the Lagrangian (??) can be interpreted as a Berry phase for the order parameter

~n. Within one-loop and at half-filling, the coefficient of this term 〈C†τ zC〉 is zero.

However, C†τ zC does not commute with the Hamiltonian and the Berry phase might

have important effects beyond one-loop.

Further work is also required to understand the ground state and excitations of the

quantum-disordered phase of the two channel Kondo lattice and possible topological

order that may develop in this phase. In particularly, the relationship of this phase

to deconfined criticality will require studying defect proliferation.
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Figure 3.A.1: (a) Channel antiferromagnetic state: the hybridization between the local

moments (red) alternates between the two channels at every other site. (b) Schematic

representation of the band structure of the staggered hybridization state.

Appendix

The appendices contain additional proofs and details that are used in the paper.

The uniform mean-field solution is compared to an alternative staggered solution in

Appendix 3.A. In Appendix 3.B we describe a continuum model for the Kondo lattice

that is used in field theory calculations. Appendix 3.C contains a derivation of the

effective action, which is a central point of the paper.
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3.A Staggered Hybridization Solution

In this section, we compare the half-Kondo-insulator solution with an alternative

channel symmetry breaking mean-field state, for which the hybridization is staggered

in channel space. The corresponding mean field configuration is

λj = 0, Vj = V, ϕj = ϕ, (3.81)

φj = 0, θj =
π

4

[
1 − eiπ(j1+j2)

]
. (3.82)

The hybridization term can be further simplified by choosing the gauge with





c̃~k1α

c̃~k1α




 =

1
√

2






1 1

1 −1











c~k1α

c~k2α




 , f̃~kα = eiφf~kα. (3.83)

The band energies are each doubly degenerate with values

E1,2 = 0, E3,4
~k

= −
√

ε2
~k

+ V 2, E5,6
~k

=
√

ε2
~k

+ V 2. (3.84)

The free energy per site per particle is then given by

F

NNs

= −4T

∫

1
2
B.Z.

d2k

(2π)2
log



2 cosh





√
ε2
~k

+ V 2

2T









−2T log(2) +
V 2

J
, (3.85)

and the hybridization strength is determined self-consistently from

1

NNs

δF

δV 2
=

1

J
−
∫

1
2
B.Z.

d2k

(2π)2

tanh

(√
ε2
~k
+V 2

2T

)

√
ε2
~k

+ V 2
= 0.

Using a constant density of states ρ = (8t)−1, we can estimate the hybridization

strength at zero temperature to be

V −1 = 2ρ sinh

(
1

ρ0J

)

. (3.86)
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In figure 3.4(b), the free energy is plotted for varying hybridization strength for

both uniform and staggered hybridization. As stated before, the uniform solution has

lower energy and is therefore a better candidate for the ground state.

3.B A Continuum Kondo Insulator

Kondo lattices in the large-N limit are usually studied on tight-binding models. For

the derivation of the NLσM and the study of the skyrmion spectrum it is much

easier to use an approximate low-energy description of the Kondo lattice which has

continuous translational and rotational symmetry. In other words, we consider the

momentum-space Hamiltonian

H =
∑

k

(

c†k f †
k

)





εc
k V

V εf
k











ck

fk




+ NNs

(
V 2

JK

− λqf

)

(3.87)

where

εc
k =

k2

2mc

− μ, and εf
k = −

k2

2mf

+ λ, (3.88)

and qf = Qf/N . Eq. (3.87) describes the low-energy Hamiltonian of a Kondo-

Heisenberg system. The dispersion of f -electrons arises due to antiferromagnetic

Heisenberg interactions between the spins. In order to have a Kondo insulator we

have assumed opposite sign of mass for conduction and f -electrons. Due to lack of

particle-hole symmetry, it is not clear whether a continuum version of a Kondo insu-

lator exists. The main challenge is to show that the conditions of having a spectral

gap and the constraint nf = Qf can be simultaneously realized in this system. To be

specific, we limit our discussion to d = 2 spatial dimensions.

The Hamiltonian (3.87) can be diagonalized using an O(2) rotation






ck

fk




 =






cos αk − sin αk

sin αk cos αk











lk

hk




 (3.89)
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where

tan 2αk =
2V

εc
k − εf

k

(3.90)

leading to the energy eigenvalues

E
l/h
k =

εc
k + εf

k

2
±

√√
√
√
(

εc
k − εf

k

2

)2

+ V 2. (3.91)

Due to π-periodicity of the tan 2αk, we are free to choose either the period 2αk ∈ (0, π)

or 2αk ∈ (−π/2, π/2). We choose the former interval, because the angle evolves more

continuously in the Brillouin zone. Therefore,

sin 2αk =
2V

El
k − Eh

k

, cos 2αk =
εc
k − εf

k

El
k − Eh

k

. (3.92)

For a Kondo insulator, the Eh band is fully occupied, while the El band is empty, so

that the ground-state free energy is

F

NNs

=
V 2

JK

+

∫
d2k

(2π)2
Eh

k − λqf (3.93)

Varying F with respect to V 2 gives the mean-field equation

1

JK

=

∫
d2k

(2π)2

1
√

(εc
k − εf

k)
2 + 4V 2

(3.94)

while varying it with respect to λ enforces the constraint. For the inverted f -electron

band, it is more convenient to apply the constraint to the f-hole occupation

q̃f ≡ 1 − qf =
1

L

∑

k

〈
fkf

†
k

〉
. (3.95)

In the absence of hybridization in d = 2, the f-hole density is

q̃f =

∫
d2k

(2π)2
f(−εf

k)
T=0
−−→

mf

2π
|λ0| (3.96)

Similarly, the density of electrons (per spin) is given by

qc =
mc

2π
μ. (3.97)
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In presence of hybridization and temperature much lower than the gap, only the Eh

band is occupied. Therefore, the density of f -holes and c-electrons is the same and

is given by

q̃f = qc =

∫
ddk

(2π)d
sin2 αk =

=
1

2

∫
ddk

(2π)d



1 −
εc
k − εf

k√
(εc

k − εf
k)

2 + 4V 2



 (3.98)

In the continuum limit, eqs. (3.94) and (3.98) become

1

JK

≈ ν sinh−1
[ Λ2

8πνV

(
η +

√
η2 + 1

)]
(3.99)

q̃f ≈ νV
√

η2 + 1 (3.100)

where ν ≡ [2π/mc + 2π/mf ]
−1 is an average density of states of the c and f bands, Λ

is the high-energy momentum cut-off and η ≡ (μ + λ)/2V is a short-hand notation.

The first equation suggests defining

TK ≡
Λ2

8πν sinh
(

1
νJK

) . (3.101)

In terms of TK , eqs. (3.99) and (3.100) can be solved for

V =
√

2DTK − T 2
K and λ ≈ 2D − μ − 2TK , (3.102)

where D ≡ q̃f/ν � TK is an emergent energy scale, which plays the role of an effective

bandwidth and we have expanded the expression for λ to leading order in TK/D. In

the following, it is convenient to introduce two dimensionless parameters:

tK ≡ TK/D, rm ≡ mc/mf (3.103)

in terms of which

V/D ≈ (η2 + 1)−1/2 ≈
√

2tK . (3.104)

For a physical realization of a Kondo insulator we expect tK � 1 and rm � 1 and all

following expressions assume this limit. The presence of a Kondo insulator, requires
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Figure 3.B.1: An example of a continuum Kondo insulator in 2D. The model parameters

are mf/mc = 5, μ/D = 1.5 and TK/D = 0.05. The dashed green line corresponds to the

c-electrons, while the f -electrons are depicted by the dashed orange line. After these two

bands hybridize, we obtain a lower band, Eh (solid orange line), and an upper band, El

(solid green line).

having the chemical potential inside the gap. In particular, the minimum of the upper

band, El, has to be above zero energy and the maximum of the lower band, Eh, has

to be below zero energy. This constraints the chemical potential to be in the region

2 − 2tK −
√

8rmtK / μ/D / 2 − 2tK , (3.105)

for tK ' 2rm and

2 − 2tK −
√

8rmtK / μ/D / 2 − 2tK +
√

8rmtK (3.106)

for tK / 2rm. The gap closes in either case of rm → 0 or tK → 0. However, the

order of limits matters and the indirect gap is given by D
√

8rmtK and 2D
√

8rmtK for

tK > 2rm and tK < 2rm, respectively.

An example of a band structure of such a continuum Kondo insulator is depicted

in Fig. (3.B.1).
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3.C Derivation of the Effective action

We start from the Lagrangian (??). Integrating out the fermions, the free energy is

F (A) = −NTTr log[−G−1(A)] + Fb(A), (3.107)

where

− G−1(A) =









−g−1
C

V

0

V 0 −g−1
f









, (3.108)

and

Fb[A] = i(Aext
τ nc + Af

τ Q)Ns, (3.109)

is the background free energy due to the coupling of the potentials to the background

conduction and f-electron charge. These terms ensure that when we expand the

effective action in the applied fields, terms linear in the coupling identically vanish.

We can write

ΔF (A) ≡ F (A) − F (A = 0)

= −NTTr log {1 − GW} + Fb(A) (3.110)

where G ≡ G(A = 0) and W are given by

W =









W
0

0

0 0 wf









, G =









GC

G1f

0

G1f 0 Gf









, (3.111)

where in the momentum-frequency domain the Green’s functions are given by

GC = diag

[

G1 =
z − εf

k(
z − El

k

) (
z − Eh

k

) , g2 =
1

z − ec
k

]

(3.112)

G1f =
V

(
z − El

k

) (
z − Eh

k

) (3.113)

Gf =
z − εc

k(
z − El

k

) (
z − Eh

k

) . (3.114)



71

In order to take the trace over channel indices, it is convenient to expand GC in terms

of Pauli matrices in channel space GC = G0τ 0 + G3τ 3. Additionally, we have defined

the short-hand symbols

W = iAτ −
1

2mc

d∑

ν=1

[i∂νAν + 2iAν∂ν − AνAν ]

wf = iAf
τ +

1

2mf

d∑

ν=1

[i∂νA
f
ν + 2iAf

ν∂ν − Af
νA

f
ν ], (3.115)

where, following section (3.3.1), the conduction electron vector potential contains a

Berry phase and an electromagnetic term, given by Aμ = Aa
μτa = 1

2
Ωa

μτa − τ0A
ext
μ .

Defining

X = GW =









GCW
G1fw

f

0

G1f [W]11 0 Gfw
f









(3.116)

and expanding the log

− log(1 −X ) ≈ X + X 2/2, (3.117)

to O(A2) leads to

ΔF

NT
= Tr

{
GcQ + Gfqf +

1

2
(GCQ)2 +

1

2
(Gfqf )

2 + G1fQ11G1fqf

}
− Fb[A](3.118)

= Tr
{ 1

2mc

GCAνAν +
1

2mf

GfA
f
νA

f
ν −

1

2
GCAτGCAτ −

−
1

8m2
c

GC

(
��
�∂νAν + 2Aν∂ν

)
GC

(
����∂ν′Aν′ + 2Aν′∂ν′

)
−

1

2
Af

τ GfA
f
τ Gf −

−
1

8m2
f

(��
�∂νA
f
ν + 2Af

ν∂ν)Gf (��
��∂ν′Af
ν′ + 2Af

ν′∂ν′)Gf − G1fA
C,11
τ G1fA

f
τ

G1f

4mcmf

(���
�

∂νA
C,11
ν + 2AC,11

ν ∂ν)G1f (��
��∂ν′Af
ν′ + 2Af

ν′∂ν′)
}

. (3.119)

Here, the trace is taken over all space/time and channel variables. The terms

linear in the applied fields vanish, because the net charge densities and currents are

identically zero in the ground-state, while the terms containing odd numbers of time
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or space derivatives also vanish, as they are odd under time-reversal or spatial inver-

sion. We have also omitted higher derivatives of A (see below). Lastly, anticipating

the long-wavelength limit (~q → 0), we have neglected the terms that contain the

divergence of the gauge fields.

3.C.1 Terms quadratic in Aτ

In momentum space, the quadratic terms have the generic form

1

β

∑

iωn,iνr

∫
d2kd2q

(2π)4
G(iωn, ~k)A(iνr, ~q)

G(iωn + iνr, ~k + ~q)A(−iνr,−~q). (3.120)

Here, we assume a slow variation of the gauge potentials in space/time and only keep

the lowest order in iνr and ~q in the Green’s functions. Terms quadratic in gauge

potential and containing only the time-components are

ΔFtemporal

NT
= Λ00

∫
dx̄μ

3∑

a=0

[Aa
τ (x̄μ)]2

+ Λ33

∫
dx̄μ

{ ∑

a=0,3

−
∑

a=1,2

}
[Aa

τ (x̄μ)]2

+ 4Λ03

∫
dx̄μA

0
τ (x̄μ)A3

τ (x̄μ)

+
Λff

2

∫
dx̄μ[Af

τ (x̄μ)]2

+ Λ1f,1f

∫
dx̄μ[A0

τ (x̄μ) + A3
τ (x̄μ)]Af

τ (x̄μ). (3.121)

where we have defined

Λab ≡ − lim
iνr→0,~q→0

1

β

∑

iωn

∫
d2k

(2π)2

Ga(iωn, ~k)Gb(iωn + iνr, ~k + ~q), (3.122)

where the Ga are the components in the Pauli-matrix decomposition GC = G0τ 0+G3τ 3

of conduction electron propagator. The order of limits as indicated is crucial for
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extracting gauge-invariant results. These terms are of the form

(Λ00 + Λ33)[(A0
τ )

2 + (A3
τ )

2] + (Λ00 − Λ33)[(A1
τ )

2 + (A2
τ )

2]

+4Λ03A0
τA

3
τ +

1

2
Λff (Af

τ )
2 + Λ1f,1f [A0

τ + A3
τ ]A

f
τ . (3.123)

We can compute the coefficients using mean-field Green’s functions. We find

Λ00 + Λ33 = 2Λ03 = Λff =
1

2
Λ1f,1f . (3.124)

as demanded by the gauge invariance of the original Hamiltonian. Various terms can

be combined and the effective Lagrangian contains

Ltemporal

N
= 2Γ(A0

τ + A3
τ − Af

τ )
2 +

1

2g
[(A1

τ )
2 + (A2

τ )
2]. (3.125)

Here the definition of parameters is deliberate as we recognize the Higgs term from

section 3.3.2. In appendix 3.C.3 we will identify the second term as the temporal part

of the NLσM.

We can calculate the coefficients explicitly in the limit T � TK for the continuum

model discussed in the previous section.

2Γ = Λ00 + Λ33 = − lim
iνr→0,~q→0

1

2β

∑

iωn

∫
d2k

(2π)2

[
G1(iωn, ~k)G1(iωn + iνr, ~k + ~q)+

+g2(iωn, ~k)g2(iωn + iνr, ~k + ~q)
]

(3.126)

1

2g
= Λ00 − Λ33 = − lim

iνr→0,~q→0

1

2β

∑

iωn

∫
d2k

(2π)2

[
G1(iωn, ~k)g2(iωn + iνr, ~k + ~q)+

+g2(iωn, ~k)G1(iωn + iνr, ~k + ~q)
]

(3.127)

Taking the Matsubara sum we obtain

2Γ =
∑

k

V 2

[
(εc

k − εf
k)

2 + 4V 2
]3/2

,

1

2g
=

∑

k

[
sin2 αkf(−εk)

εk − Eh

−
cos2 αkf(εk)

εk − El

]

, (3.128)
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where we have set the Fermi functions to f(Eh) = 1 and f(El) = 0, because we have

a Kondo insulator. Carrying out the momentum integrals in two spatial dimensions

we obtain in terms of the variables of appendix 3.B

2Γ =
ν

4

[

1 +
η

√
1 + η2

]

,

1

2g
= ν

[
1

2
− η2 + η

√
1 + η2

]

+
ν

2

(λ + rmμ)2

V 2
. (3.129)

These results can be simplified in the regime where tK = TK/D and rm = mc/|mf |

are both small and consequently η ∼ D/V � 1 and μ/D ≈ 2:

2Γ ≈
ν

2
(3.130)

1

2g
≈ νZ , Z ≡

[
1 + tK(1 + rm/tK)2

]
. (3.131)

3.C.2 Terms quadratic in Ax

Terms quadratic in gauge potential and containing only the spatial components are

ΔFspatial

NT
= Λ00

νν′

∫
dx̄μ

3∑

a=0

Aa
ν(x̄μ)Aa

ν′(x̄μ)

+Λ33
νν′

∫
dx̄μ

{ ∑

a=0,3

−
∑

a=1,2

}
Aa

ν(x̄μ)Aa
ν′(x̄μ)

+4Λ03
νν′

∫
dx̄μA

0
ν(x̄μ)A3

ν′(x̄μ)

+
Λff

νν′

2

∫
dx̄μA

f
ν(x̄μ)Af

ν′(x̄μ)

+Λ1f
νν′

∫
dx̄μ[A0

ν(x̄μ) + A3
ν(x̄μ)]Af

ν′(x̄μ)

where we have defined

Λab
νν′ ≡ lim

iνr→0,~q→0

1

β

∑

iωn

∫
d2k

(2π)2

kν

ma
Ga

(

iωn −
iνr

2
, ~k −

~q

2

)

×
kν′

mb
Gb

(

iωn +
iνr

2
, ~k +

~q

2

)

. (3.132)
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This will turn out to be diagonal in lower indices Λab
νν′ ∝ δνν′ . The structure of these

terms is precisely equal to that of the ΔF2τ terms we studied before:

(Λ00
νν + Λ33

νν)[(A
0
ν)

2 + (A3
ν)

2] + (Λ00
νν − Λ33

νν)[(A
1
ν)

2 + (A2
ν)

2]

+4Λ03
ννA

0
νA

3
ν +

1

2
Λff

νν (Af
ν)

2 + Λ1f,1f
νν [A0

ν + A3
ν ]A

f
ν , (3.133)

but these have to be combined with the diamagnetic terms

ΔFdiag

NT
=

2

2mc

∫
dx̄μ

{ 3∑

a=0

[Aa
ν(x̄μ)]2G0

C(0) + 2A0
ν(x̄μ)A3

ν(x̄μ)G3
C(0)

}
+

+
1

2mf

∫
dx̄μ[Af

ν(x̄μ)]2Gf (0). (3.134)

Computing the coefficients of (3.133) we have

Λ00
νν + Λ33

νν =
1

2β

∑

n,k

[G2
1(iωn, k) + g2

2(iωn, k)](vc
ν)

2 =

= −
1

2β

∑

nk

G2
1f (iωn, k)vc

νv
f
ν −

1

2β

∑

nk

[G1(iωn, k) + g2(iωn, k)]
1

mc

, (3.135)

Λ00
νν − Λ33

νν =
1

β

∑

nk

G1(iωn, k)g2(iωn, k)(vc
ν)

2, (3.136)

4Λ03
νν =

1

β

∑

nk

[G2
1(iωn, k) − g2

2(iωn, k)](vc
ν)

2 =

= −
1

β

∑

nk

G2
1f (iωn, k)vc

νv
f
ν −

1

β

∑

nk

∑

nk

[G1(iωn, k) − g2(iωn, k)]
1

mc

, (3.137)

Λff
νν =

1

β

∑

nk

G2
f (iωn, k)(vf

ν )2 =

= −
1

β

∑

nk

G2
1f (iωn, k)vc

νv
f
ν +

1

β

∑

nk

Gf (iωn, k)
1

|mf |
, (3.138)

Λ1f,1f
νν =

1

β

∑

nk

G2
1f (iωn, k)vc

νv
f
ν . (3.139)

.Here, vc
ν = kν/mc, vf

ν = −kν/|mf | and we have used ∂kνG1 = G2
1[v

c
ν + V 2g2

fv
f
ν ]

and G1f = V G1gf to bring these terms to a form suitable to add the diamagnetic
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terms. The latter has the following coefficients:

1

mc

G0
C(0) =

1

2β

∑

nk

[G1(iωn, k) + g2(iωn, k)]
1

mc

,

1

mc

G3
C(0) =

1

2β

∑

nk

[G1(iωn, k) − g2(iωn, k)]
1

mc

,

−
1

2mf

Gf (0) =
1

2β

∑

nk

Gf (iωn, k)
1

mf

.

These are exactly canceled by similar terms in Λ coefficients, so that sum of the two

has the form

Lsp+dia

N
=

d∑

ν=1

{
2Γv2

Γ(A0
ν + A3

ν − Af
ν)

2 +
v2

g

2g
[(A1

ν)
2 + (A2

ν)
2]
}

,

with the coefficients

2Γv2
Γ =

1

2β

∑

nk

G2
1f (iωn, k)

k2
ν

mcmf

(3.140)

v2
g

2g
= 2Γv2

Γ −
1

2β

∑

nk

[G1(iωn, k) − g2(iωn, k)]2v2
c , (3.141)

again anticipating the Higgs- and the NLσM terms. Note that in absence of magnetic

coupling between the spins the f -electrons are localized mf → ∞ and consequently

v2
Γ → 0. Carrying out the Matsubara sum, we obtain

2Γv2
Γ =

1

mcmf

∫

B.Z.

d2k

(2π)2

V 2k2
ν

[
(εc

k − εf
k)

2 + 4V 2
]3/2

, (3.142)

v2
g

2g
= 2Γv2

Γ −
1

2m2
c

∫

B.Z.

d2k

(2π)2





f ′(εc

k) −
V 2

[
(εc

k − εf
k)

2 + 4V 2
]3/2

−

−
4

(εc
k − εf

k) +
√

(εc
k − εf

k)
2 + 4V 2

−
2

√
(εc

k − εf
k)

2 + 4V 2

+

+
2f(εc

k)(ε
c
k − εf

k)

V 2

}

k2
ν , (3.143)
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where we have again set the Fermi functions to f(Eh) = 1 and f(El) = 0, because

we have a Kondo insulator at T � TK . In this limit the momentum integrals can be

obtained analytically for the continuum model in d = 2 spatial dimensions:

2Γv2
Γ =

πν2V

2mcmf

[√
1 + η2 + η

]
(3.144)

v2
g

2g
= 2

(

1 +
mf

mc

)

Γv2
Γ −

1

2π

{

η −
4

3

[
(η2 + 1)3/2 + η3

]
+ 2
√

η2 + 1+

+2η2
[
η +

√
η2 + 1

]
}

+
μ

4π
+

μ3

12πV 2
(3.145)

To lowest order in TK/D and rm = mc/mf these coefficients simplify to

2Γv2
Γ ≈

π

2
rmD, (3.146)

v2
g

2g
≈

D

π
. (3.147)

3.C.3 Alternative representation

Using the parametrization (3.54) we have

(A1
ν)

2 + (A2
ν)

2 = (∂νθ)
2 + (∂νφ)2 sin2 θ = (∂ν~n)2 (3.148)

where we have used the Hopf map ~n = z†~σz. Moreover,

A3
ν = ∂νϕ + ∂νφ cos θ = −iz†∂νz (3.149)

Note that the ‘magnetic field’ associated with this vector potential is equal to the

topological charge

Bμ = εμλν∂λA
3
ν = εμλν~n ∙ (∂λ~n × ∂ν~n). (3.150)

For the example, in two dimensions, Bz is the density of the skyrmions.
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The coefficients computed in the previous section can be used to write the La-

grangian in the following form

L =
1

2g

[
(∂τ~n)2 + v2

g

d∑

a=1

(∂a~n)2
]

(3.151)

+
Γ

2

[
(1

2
Ωz

τ − (Aext
τ − Af

τ ))
2 + v2

Γ

d∑

a=1

(1
2
Ωz

a − (Aext
a − Af

a))
2
]
,

where we have restored A3
μ = 1

2
Ωz

μ and the parameters are given by

1

2g
≈ νZ (3.152)

2Γ ≈
ν

2
(3.153)

v2
g ≈

D

πνZ
(3.154)

v2
Γ ≈

πrmD

2ν
. (3.155)

where Z = [1 + tK(1 + rm/tK)2] was defined before. Using D = q̃f/ν, ν ≈ ρ = mc/2π

and q̃f = k2
F /4π we find the expressions reported in Eq. (3.66).
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Chapter 4

Conclusion and Outlook

In this thesis, we have studied the unusual properties of Kondo insulators. We have

investigated their optical properties and have found an unusually high dielectric con-

stant, suggesting an interpretation of Kondo insulators as highly polar dielectrics.

Our calculations further indicate, that the diamagnetic susceptibility is entirely un-

altered by the Kondo effect. It appears, longitudinal currents are extinguished in

Kondo insulators, while transverse persist undeterred.

While not addressed here, future work is required to investigate the role of topol-

ogy on the optical properties. Of particular interest, is the region around the topolog-

ical phase transition. Exactly at the phase transition, the Kondo insulator becomes a

Kondo semimetal and we expect a logarithmic divergence in the dielectric constant.

Simalrly, in analogy with graphene, we expect the occurrence of a zeroth Landau level

at the phase transition and a logarithmic divergence in the diamagnetic susceptibility.

Moreover, even without topology, there is still no smoking gun experiment that

would distinguish a Kondo insulator from a renormalized band insulator. We en-

courage to consider the collective modes of a Kondo insulator. According to the

fractionalization hypothesis, there exists an internal gauge field that couples to the

f-electrons. The Higgs-mechanism endows the difference field between this internal

gauge field and the external gauge field of electromagnetism with a mass, thereby

expelling it from the bulk of the material and providing the f-electrons with a charge.

We conjecture, that the hybridization between the internal and external gauge fields

gives rise to two modes: one massless responsible for the propagation of light in
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the Kondo insulator and a massive collective mode. The observation of this collective

mode would provide a clear distinction between a Kondo insulator and a renormalized

band insulator and provide support to the fractionalization hypothesis.

Another direction in which the theory from chapter 3 can be expanded is to

take account of the full Sp(4) symmetry of the two-channel Kondo lattice model

at particle-hole symmetry. The right way to construct a large N theory preserving

this symmetry, is to take the spins as a representation of Sp(N) instead of SU(N).

Since, Sp(N) preserves the concept of time reversal symmetry, and therefore contains

singlet Cooper pairs, we expect the mean field theory to include, among others,

superconducting solutions.

Finally, the concept of order fractionalization needs further investigation. We have

argued that when a Kondo insulator develops in parallel with broken symmetry, the

order parameter is most conveniently regarded as a fractionalized order parameter.

Open questions pertain as to what experiments can be used to sharply delineate such

an order parameter from a regular Landau order parameter. Here ideas of non-locality

and perhaps topology may become important.
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