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In Chapter 1, I investigate the migration response of college students to tuition

differences between states, using variation introduced by tuition regional reciprocity

agreements. Out-of-state students generally pay higher tuition than in-state students,

but reciprocity agreements reduce the premium paid by students from other states

in the agreement (sometimes to zero). I examine migration between directed pairs

of states, with the tuition difference faced by a potential migrant as the covariate of

interest. By instrumenting the tuition difference with a binary variable indicating

the pair of states’ membership in a common regional reciprocity agreement, I find

that a one percent decrease in the nonresident tuition of the destination state due to

the regional reciprocity agreements would increase nonresident students’ inflow to

the destination state by 0.4-0.5%. The reduced form shows that having a regional

reciprocity agreement between states increases college migration between states by

29%.

In Chapter 2, I provide a new method to decompose discrimination by Chinese

employers into customer and coworker discrimination. Using data from an online

job board, I relate employer advertisements for beautiful and tall applicants to oc-

cupational job requirements as measured by the American O*NET data. I find that

employers hiring in occupations with more contact with customers are more likely

to require beautiful applicants in their job ads and employers hiring in occupations

with more contact with coworkers are more likely to require tall applicants in their job

ads. Customer discrimination plays a more important role in terms of contributions to

the R-squared for both beauty and height requirements than coworker discrimination.
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The determinants of requiring tall applicants are similar for ads requesting males and

females. For beauty, on the other hand, the effect of customer contact is driven by jobs

requesting females, while the effect of coworker contact is driven by jobs requesting

males.

In Chapter 3, I compare how the gender wage gap evolves with age for occupations

with different levels of contact with the public, coworkers, and customers. I use the

O*NET data describing occupational job requirements to create indices of contact by

occupation. I merge these indices with worker data from the Current Population

Survey. I find suggestive evidence that the gender wage gap grows faster with age

in occupations with greater overall contact; the evidence is stronger and statistically

significant for occupations with high direct customer contact and with high public

contact. This link is stronger for non-college graduates than more educated workers.

I hypothesize that perceptions of how male and female beauty change with age could

explain the results.
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1

Introduction

A crucial ingredient for an efficient labor market is high-quality matching between

workers and jobs: having workers in the jobs which fit them best. On the one hand,

this means that people can work in firms where they can have the best opportunity

and training to maximize their productivity given their human capital and work in

the jobs that are most suitable for their skills without the constraints of gender, race,

age, and appearance. On the other hand, it also means that people acquire the level

and type of human capital best suited to their inherent abilities and talents.

In my dissertation, I examine issues related to the matching of both people to skills

and workers with skills to jobs. In my first chapter, I investigate whether an interstate

tuition policy helps students move to the places where the level and type of education

offered by the colleges are a better match with the students’ talents and skills. In my

second and third chapters, I seek evidence for the presence of beauty discrimination,

which might obstruct workers perceived as less attractive from working in the jobs

that best match with their skills. I examine this in both Chinese job ads and American

wages and I explore the sources of this discrimination.

I explore the matching of people to skills in Chapter 1. High-quality matching of

students to the appropriate college (and major) maximizes national efficiency in the

production of human capital. College tuition is an important determinant of where

students attend college, but out-of-state students face higher tuition than in-state stu-

dents in public universities. The high out-of-state tuition prices for nonresident stu-

dents reduces the efficiency of human capital production if students who match best

to an out-of-state school and would have attended it had there been no distinction be-

tween students for tuition instead attend an in-state school due to financial concerns.
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In Chapter 1, I find that a decrease in out-of-state tuition, which implies a decrease

in the gap between out-of-state and in-state tuition, would increase nonresident stu-

dents’ inflow into that state. This indicates that there exist students who would have

attended out-of-state universities in the absence of a tuition gap. I conclude that the

interstate tuition gap leads to inefficiency.

I investigate the matching of workers with skills to jobs in Chapter 2 and Chapter

3. The high-quality matching of workers with skills to jobs means that workers work

in jobs that are suitable for their skills. Customer discrimination might lead employers

to hire less from a discriminated group than in the absence of discrimination in order

to cater to customers. It is profitable because employers can attract more customers

by avoiding hiring from the discriminated group. However, this might cause welfare

loss because of the loss in productivity due to insufficient hiring of the discriminated

group and the losses in earnings suffered by the discriminated group might outweigh

the extra happiness the dominant group gains from avoiding the discriminated group.

In Chapter 2 and Chapter 3, I find evidence suggesting the presence of customer

discrimination in both job ads and wages, particularly as it relates to perceived beauty,

in the labor market. In China, I find that employers hiring in occupations with more

contact with customers are more likely to require beautiful applicants in the job ads. In

the United States, I find that the gender wage gap grows faster with age in occupations

with greater overall contact and the link is stronger and statistically significant for

occupations with high direct customer contact. I hypothesize that any interpersonal

contact effects are likely to reflect perceived beauty-based discrimination. I conclude

that the quality of the matching of workers with skills to appropriate jobs still has

room for improvement.

Though the matching of both people to skills and workers with skills to jobs are

imperfect, I argue that the job-matching issue I study is a greater concern because it

affects more people. The interstate college tuition gap affects only those who obtain

some college education as well as a few who might be deterred from going to college

at all, while discrimination in jobs can affect women, Blacks, Hispanics, and many

other vulnerable groups.
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Another reason why job-matching may be a greater concern is that while discrim-

ination and constraints in college choice both reduce wages, discrimination is more

likely to prevent a person from being employed. Loss of employment means a per-

son’s basic needs are less likely to be met, and according to the Maslow’s hierarchy of

needs, the basic needs should take priority and need to be satisfied first. In addition,

low income and high unemployment due to discrimination might bring other social

concerns such as crime.

I argue that the matching problem in jobs is worse in China than in U.S. In Chapter

2, I find that beauty, age, and gender profiling are still quite common in job ads, while

these practices have been prohibited in U.S. by law since 1964. With the absence of

the regulations and laws against discrimination in China, the discrimination in job ads

found in Chapter 2 might just be the tip of the iceberg. In addition, the discrimination

found in job ads in China in Chapter 2 is different from the discrimination found in

wages in the U.S. in Chapter 3. Chinese employers are excluding an entire group

of people from being considered, which indicates a conscious and strong prejudice

towards that group of people, while discrimination reflected in wages might be the

result of subconscious behaviors, which is less strong.

The results of my three chapters suggest several solutions that might help to im-

prove the matching. In Chapter 1, I show that regional tuition reciprocity agreements

can reduce the interstate tuition gap and encourage interstate migration for college

students. These existing regional agreements set good examples for policy makers,

who might be induced to institute a national wide tuition reciprocity policy. In Chap-

ter 2 and Chapter 3, I find that the source of discrimination related to perceived beauty

mainly comes from customers. Therefore, many current discrimination related poli-

cies targeting employers might be inappropriately targeted, while policies regulating

the behaviors of customers are more crucial. For example, it might be helpful to launch

more public service advertisements to encourage interactions with the discriminated

groups.
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Chapter 1

The Impact of Interstate Tuition
Differences on College Student
Migration: Evidence from Regional
Reciprocity Agreements

1.1 Introduction

Nonresident students pay as much as two or three times the in-state tuition in public

postsecondary institutions in the United States. In 2017, the average ratio of nonres-

ident to resident tuition in public postsecondary institutions was around 2.6, though

it varied considerably across states: for example, Massachusetts had the highest ra-

tio with 7.3 and South Dakota had the lowest ratio with 1.2.1 Tuition is clearly an

important concerns when students are deciding where and which college to attend.2

Many students have to restrict their choices to in-state schools due to financial con-

cerns, limiting their ability to attend the college which is the best fit, and hence leading

to inefficiencies (Knight and Schiff 2019). In Fall 2016, around 81% of the first-time

bachelor’s degree seeking residents in the United States studied in their home states

with the largest being 91% in Utah (Snyder, Brey and Dillow 2019). It is natural to

ask the degree to which this high share represents a distortion caused by barriers to

out-of-state enrollment and whether there are policies that can improve efficiency.

1 Data from 2017 Integrated Postsecondary Education Data System (IPEDS).
2 In 2012, 67% of high school seniors in the High School Longitudinal Study of 2009 reported that cost

of attendance was very important in influencing their college choice, and 29% said it was somewhat
important (LaFave, Kelly and Ford 2018).
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The formation of regional reciprocity agreements is one such intervention that re-

duces the tuition public institutions charge nonresidents from other member states.

In 1957-1958, the New England Board of Higher Education (NEBHE) established the

first-ever regional reciprocity agreement, the Regional Student Program (RSP), to share

higher education resources and expand educational opportunities for residents in the

New England area. With this agreement, nonresidents from the member states in New

England can study in member states at discounted tuition ranging from the same rate

as residents to only 150% of resident tuition depending on the state and program

they attend. Since then, following the RSP, other regions in the United States have

launched similar regional reciprocity agreements. The Southern Regional Education

Board (SREB) launched the Academic Common Market (ACM) program in 1979; the

Western Interstate Commission for Higher Education (WICHE) established the West-

ern Undergraduate Exchange (WUE) program in 1988; and the Midwestern Higher

Education Compact (MHEC) set up the Midwest Student Exchange Program (MSEP)

in 1994. As of 2018, these regional reciprocity agreements cover 45 states in the United

States in total.3 According to the annual report of the RSP of NEBHE, in the academic

year 2018-2019, a full-time nonresident undergraduate saved an average of $7,900 by

taking advantage of the program. These programs have drawn limited attention from

economists.

In this paper, I ask what impact tuition gaps between in- and out-of-state tuition

have on college student migration. The challenge for identifying the causal effect of

the tuition gap on college migration is that tuition is endogenous, meaning it could be

correlated with migration determinants that are unable to be controlled for, including

the quality of education and a sudden migration shock. It is hard to rule out bias from

these omitted variables without a credible empirical identification analysis

I exploit the regional reciprocity agreements to estimate the effect of tuition on

migration of college students, using regional reciprocity as an instrument for the

tuition gap between states. I use data on membership of the four major regional

reciprocity agreements in the United States since 1958. I also analyze the effect of

3 There are 6 states in the RSP; 14 states in the ACM; 15 states in the WUE, and 10 in the MSEP.
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bilateral reciprocity agreements negotiated by neighbor states, though not those ne-

gotiated between pairs of schools in different states. Using microdata from the 5%

sample of the 1960, 1970, 1980, 1990 and 2000 the United States Census of population,

I match directed pairwise college migration flows observed between states with the

states’ reciprocity agreement membership, tuition data from the Integrated Postsec-

ondary Education Data Service (IPEDS), state education expenditure data from the

Annual Survey of State and Local Government Finances, unemployment data from

the Bureau of Labor Statistics (BLS) and gross state product data from the Bureau of

Economic Analysis (BEA).

I argue that the regional reciprocity agreements are unlikely to be correlated with

these omitted college migration determinants: education quality and unobserved

shocks. Most states joined the agreements all at once as soon as the agreement was es-

tablished, making it unlikely each was responding to an unobserved shock. To check

this, I repeat my analysis using a sample restricted to members of those agreements

where 75% of members joined all at once and have more than two states in them,

and to states that never joined an agreement. In addition, I also directly explore the

pre-trends in migration before each state-pair joined the reciprocity agreement. Endo-

geneity is more likely in bilateral agreements with neighboring states, which is why I

use these agreements only as a robustness check.

I find that the LATE effects estimated by my IV, in all specifications, are sub-

stantially larger (in absolute value) than the fixed effects results, which, if unbiased,

represent average treatment effects (ATEs). A one percent decrease in the nonresident

tuition the of destination state due to the regional reciprocity agreements increases

nonresident students’ inflow to the destination state by 0.4-0.5%. To learn more di-

rectly about the reciprocity agreement program, I also provide a reduced form eval-

uation of the regional reciprocity agreements program on college student migration

using the fixed effects model. The reduced form shows that having a regional reci-

procity agreement between states increases college migration between states by 29%.

My results may most directly be compared with those of Dwenger, Storck, and

Wrohlich (2012), who study the introduction of tuition fees in certain German states.
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They find that the introduction of home state tuition fees reduces the probability stu-

dents apply to a university in their home state by 2 percentage points. The most

similar American paper to mine is Knight and Schiff (2019). They compare attendance

at institutions for students living close to state borders from 1997 to 2011 using a bor-

der discontinuity design. They find that a 1000 dollar increase in tuition is associated

with 6 less students. And in addition, they compare borders of states in the same reci-

procity agreement with the borders of states not in the same reciprocity agreement

and find that borders under the same reciprocity agreement have 22 fewer students

enrolling in-state. The effect found in my study is larger than theirs (a 1000 dollar

increase is associated with 40 fewer students in my study).

The main differences between my study and theirs are identification strategy and

data. Firstly, I use IV while they use a regression discontinuity (RD) to identify the

effect of tuition on enrollment. RD must focus on students living near to the border,

while the effect on students living close to border might be different from the effect

on other students. Therefore, their RD result is less representative than my IV result.

Besides, the comparison of in-state enrollment change crossing the borders between

states in the same reciprocity agreement and states not in the same reciprocity agree-

ment could be biased. Given students can study in any member state in the same

regional reciprocity agreement, it is not necessary for them to just study in states di-

rectly across the border. Given the large regional area covered by each agreement,

there are many other states than the adjacent states that are also available to students

of member states. For example, if we think of two neighbor states that are in different

reciprocity agreements, this is a pair of states which their paper assigns to the “con-

trol” groups. But the size of the border discontinuity actually reflects which side the

reciprocity agreement has a larger power. In addition, they did not take into consider-

ation bilateral agreements negotiated by neighbor states or neighbor schools. Lastly,

the Higher Education Research Institute data used in their study is a survey data that

covers only institutions that responded, which might have more measurement error

problems and might be less representative than the Census data used in my study.

Although there is a literature examining the impact of tuition on enrollment, which
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finds mixed results,4 there is surprisingly little research on the longstanding, ge-

ographically widespread regional tution agreements specifically. DesJardins (1999)

studies the effect of the tuition reciprocity agreement between Minnesota and Wis-

consin in 1997 and find that a 196 dollar decrease in tuition is associated with having

8 more students. Herzog and Stanley (2017) find that residents in states joining the

WUE are 57% more likely to enroll than residents in other states. Rizzo and Ehren-

berg (2004) study how the nonresident enrollment strategies at institutions react to

changes in federal and state need-based student aid and state appropriations in 91

flagship public research institutions in the United States during the 1979 to 1998 pe-

riod. They control for the share of undergraduates who are reciprocal to control for the

enrollment pressure institutions face. They find a small negative relationship between

share of reciprocal undergraduates and share of out-of-state undergraduates using

cross-section analysis and no relationship in the panel analysis. Likewise, Marsicano

(2015) studies the effect of a state’s membership in a regional reciprocity agreement

on its own nonresident enrollment. This study focuses on the out-of-state enrollment

in institutions located in the border of states from 2003 to 2012 and finds that four-

year institutions in a state participating a reciprocity agreement on average have 100%

enrollment increase. Firstly, my study covers a longer period (1960-2000) and wider

region (nationwide), which allow the membership variable in my study have more

variations. The most volatile period of state membership change happened before

1994. Most previous studies either cover a later period or cover a shorter period when

the membership barely changed over time. Therefore, the effect they captured mostly

only come from difference from region to region. Rizzo and Ehrenberg (2004) measure

membership via a survey of institutions with a low response rate. Secondly, given the

outcome variable in these studies is stock variable: the share of out-of-state students

in institution, they are not checking the matrix of flows between states as I do. There-

fore, it is impossible for them to control for the source of state characteristics which

are also very important to college migration.

I find larger impacts than papers studying the effect of merit-based scholarships at

4 McHugh and Morgan (1984), Leslie and Kane (1994), Card and Lemieux (2000), Mixon and Hsing
(1994), Groat (1964), Tuckman (1970), Morgan (1983), Mixon (1992) and Noorbakhsh and Culp (2002).
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public universities, designed to keep top students in state. Dynarski (2004) shows that

the effect of the HOPE scholarship on student enrollment might happen through re-

taining students who would have studied out of state. Zhang and Ness (2010) checked

the brain drain phenomenon in the United States in STEM major and find that merit-

based scholarship successfully attract more talent students with a 10% increase in

in-state enrollment and a 10% decrease in students out migration. Cornwell, Mus-

tard and Sridhar (2006) find that HOPE in Georgia increased its freshman enrollment

by 5.9%. Cohodes and Goodman (2014) compare students just below and above the

merit scholarship threshold of schools with relatively lower quality and finds that eli-

gibility for the scholarship increases student enrollments in these schools by 4.8-6.9%.

Kane (2007) finds that the DC TAG program increase enrollment in DC and a 1,000

dollars (in 2002 dollars) decrease in tuition is associated with 5.4% increase in enroll-

ment. Given that my results show that 1% decrease in nonresident tuition, which is

around 52 dollars, is associated with 0.36% increase in enrollment and my reduced

form results show that the effect of the reciprocity agreement is around 25% increase

in nonresident enrollment, overall, the effect found in my results is larger than most

results find via merit-based scholarships.

A usual concern with the merit-based scholarship analysis is that it may have

endogeneity problems because student with better academic performance might have

some unobserved personal characteristics that determine the enrollment as well. In

order to solve this endogeneity problem, many studies of merit-based scholarship

have to restrict their sample to a specific group or a specific state, which limits their

generality.

1.2 Data

I use four sources of data in this analysis. Firstly, I use the 5% sample of 1960-2000

Census data from the Integrated Public Use Microdata Series (IPUMS) for the mi-

gration and demographic information. I identify undergraduate students aged 30 or

under who enroll in public universities and note their current state and their reported

state five years previously. If these two states are not the same, then I count this stu-
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dent as a college migrant, and I define his or her current state as the destination state

and the state five years prior as the source state. I aggregate the number of college mi-

grants by each directed pair of states in the United States by each Census year. There

are 12750 directed pairs (2550 per year*5 year) in total in my sample and 28% (3566)

pairs among them have zero college migration.5 I do not extend the sample period

using the ACS because the question about past migration refers to 1 year prior rather

than 5, introducing a break in the series.6

Secondly, I collect the state reciprocity agreement participation information by

checking websites and contacting program directors. This dataset includes the mem-

bership of each state from 1958 to 2018 in the four major regional reciprocity agree-

ments and bilateral reciprocity agreements negotiated by neighbor states. Thirdly, I

get the tuition information data from the 1980 and 1984-2017 IPEDS dataset.7 The unit

of observation in the IPEDS dataset is institution. This dataset includes important

variables such as out-of-state tuition and in-state tuition for each public institution.

However, the data for DC in 1984 is missing. I take unweighted averages of the

institution-level out-of-state tuitions and in-state tuitions separately by state and year

to get the average annual state level tuitions for both nonresidents and residents.8 Fi-

nally, I add more control variables by using gross state product (GSP) from 1962 to

2017 from the Bureau of Economic Analysis (BEA). I impute the 1960 value for use in

my regressions.9

I get unemployment rates from 1976 to 2017 from the Bureau of Labor Statistics

(BLS). The years before 1976 are not available in the BLS. Therefore, I also construct

the state unemployment rate from 1960 to 2000 using the Census 1960-2000. In order

5 I check the robustness of the results to recoding these zero flows as the migration of a single person
and the results are similar.

6 In future work, I will check the robustness of the results to multiplying ACS migration rates by five.
7 The 1981-1983 IPEDS data is unavailable.
8 The results does not change much whether using the weighted or unweighted average tuition.
9 I impute using predicted values from:

log(GSPst) = b1log(GDPUS
t ) ⇤ Regionr + b2unemploymentratest + b3log(populationst) + gs + b4year +

est

where s indexes state, t stands for census year. Regionr stands for the census region dummy and gs
stands for a set of state dummies. For this purpose, I ignore the break in the GSP series in 1997. I use
decadal data, but the imputed results are very similar if I use yearly data, whose disadvantage is that
I cannot control for annual state unemployment rate because the annual unemployment rate before
1976 is not available in the BLS.
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to make sure the unemployment rate is comparable; I use state unemployment rate

from the BLS in the IV regressions which only cover years after 1980 and use the state

unemployment rate computed by the Census for the reduced form analysis. I collect

government education expenditure ranging from 1960 to 2017 from the Annual Survey

of State and Local Government Finances.10

I define a new variable named Log tuition gap to measure the log of the difference

in tuition between source and destination state. It is defined as:

logtuitiongapsdt =

8
>><

>>:

log(residenttuitiondt � log(residenttuitionst), Reciprocitysdt = 1

log(nonresidenttuitiondt � log(residenttuitionst), Reciprocitysdt = 0

Where Reciprocitysdt is the reciprocity agreement dummy, it equals 1 if the pair

of states (s, d) are in a common regional reciprocity agreement in year t; otherwise it

equals 0.11 residenttuitionst is the average in-state tuition in source state s in year

t. residenttuitiondt is the average in-state tuition in destination state d in year t.

nonresidenttuitiondt is the average out-of-state tuition in destination state d in year

t.12

Given the unavailability of certain variables in certain years, I define two samples.

First, I define the shorter sample covering the period 1980-2000 for the IV analysis due

to the tuition information being available only since 1980. Second, I define the longer

sample covering 1960-2000, used in the reduced form analysis.

Table 1.1 shows the summary statistics for the shorter 1980-2000 sample used in

the IV analysis. Column 1 shows there are 7650 potential source-destination pairs by

year in my sample and among them, 17% (1365) pairs have zero college migration.

Among the 6285 pairs of states by year with positive college student migration, 835

(12.3%) of them have a reciprocity agreement. Columns 2 and 3 show more details

of how the number of college students migrating between pairs of states varies by

10 The 2001 and 2003 data are missing, but my analysis currently ends in 2000.
11 I only included the major four regional reciprocity agreements in the IV analysis, so Log tuition gap

for those states with bilateral agreements are left as through there is no agreement.
12 Note: Having a reciprocity agreement between A and B does not in general imply a tuition gap of

zero. The existence of the reciprocity agreement only allows resident from A to pay B’s in-state tuition
(rather than B’s out-of-state tuition when absent of agreement) when studying in B. The tuition gap
then reflects any difference in in-state tuition.



12

whether the pair is in a common reciprocity agreement: the average Log tuition gap

of pairs with a reciprocity agreement is 0.01 while the average Log tuition gap for

pairs without any reciprocity agreement is 0.5, which is much higher than states with

reciprocity agreements. The average number of students migrating between pairs with

a reciprocity agreement is higher than pairs without any reciprocity agreement.

Table 1.2 Column 1 shows corresponding statistics for the longer sample covering

1960-2000, used in the reduced form regressions. There are 12750 potential pairs by

year in this sample and among them, 28% (3566) pairs have zero college migration.

Among 9184 pairs of states having positive college migration, 883 (9.6%) of them have

a reciprocity agreement. Columns 2 and 3 show the average number of students

migrating between pairwise states with any reciprocity agreement is 459, while the

average number for those pairs of states without any reciprocity agreement is lower

and only 346.

1.3 Methodology

My identification strategy consists of three parts: directed pair-wise state fixed effects

(for each state pair i and j, a dummy for flows from state i to state j and another for

flows from state j to state i), instrumental variables and reduced form regressions.

1.3.1 Fixed effects estimation

I begin by estimating a log-log fixed effect regression to estimate the effect of the

tuition gap on college migration:

log(Msdt) = q1logtuitiongapsdt + q2xst + q3xdt + asd + tt + esdt

where s indicates source state, d indicates destination state, and t indicates census

year. Msdt is the number of college students moving from the source state s to the

destination state d in census year t. xst stands for control variables for source state. It

includes log gross state product to control source state economics condition, state and
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local government education expenditure to control source state government’s revenue

and government policy, and the state unemployment rate to control source state labor

market condition. xdt stands for the same covariates for destination state. a stands for

directed pair fixed effects to control for time invariant directed pair specific variables,

such as location, climate. t stands for time fixed effects to control for time-varying

but common across directed pair factors, such as national policy, national business cy-

cle. e is the error term. In addition, I also run a specification with source state-specific

trends and destination state-specific trends to control for other state-level linear trends

in college student migration and run another specification with directed pair-specific

trends to control for other directed pair level linear trends in college student migration.

These specifications with trends also serve as a robustness check for the underlying

assumption of the fixed effects model that the counterfactual trends of college migra-

tion between directed pairs of states are identical. All the standard errors are clustered

by pairs of states. The logtuitiongapsdt defined before is the difference in log tuition

between the source state s and the destination state d in year t.

1.3.2 Instrumental variables estimation

If the college migration determinants mentioned above, along with the tuition gap,

capture all determinants of migration, then the fixed effects estimator will be unbiased.

However, omitted variables such as education quality, unobserved migration shocks,

could cause bias. In addition to the issue of state education quality which I explained

in the introduction above, bias could come from state governments’ changing tuition

in response to unobserved college migration shocks. For example, there is a possibility

that some state policymakers want to have more college students with the hope that

these educated students would stay after college to increase the productivity of the

local labor market. If an unobserved shock decreases the college student inflow to the

state, the government might reduce nonresident tuition, and hence the tuition gap, to

retain nonresidents. In this case, the effect of the tuition gap estimated from the fixed

effects regressions will be biased up (less negative coefficient) because the tuition gap

is positively correlated with the shock in the error term. Conversely, if an unobserved



14

shock increases the college student inflow, a state government with limited education

capacity and resources may response by raising nonresident tuition, increasing the

tuition gap, to restrict the inflow of nonresident students. As before, the effect of the

tuition gap estimated from the fixed effects regressions will be biased up (less negative

coefficient) since tuition gap is positively correlated with the error term containing the

shocks.

To address omitted variables bias, I apply an instrumental variable strategy, using a

dummy for a pair of states’ memberships in a common regional reciprocity agreement

as an instrument. I argue that this instrumental variable satisfies the two requirements

for a valid instrument. This instrument is highly correlated with the endogenous vari-

able: the tuition gap. The policy of the tuition reciprocity agreement is to eliminate

or shrink tuition gap between resident and nonresident tuition by reducing nonresi-

dent tuition. Thus, the tuition gap between destination state and source state would

decrease if both states in the pair join the same regional reciprocity agreement.

More importantly, I argue that this instrument is unlikely to be correlated with

these omitted college migration determinants mentioned above. The decision to join

a regional reciprocity agreement is unlikely to be influenced by an education quality

change within state, since joining the agreement will have no direct effect on quality (I

assume that the net flows of students are small enough that changes in faculty-student

ratios or laboratory crowding are minimal). More plausible is a correlation between

joining and unobserved shocks to migration. Consider a state which values out-of-

state student but faces a decreasing college inflow. Joining the reciprocity agreement

could appear attractive to the state because a lower nonresident tuition brought by

the agreement might help the state boost college inflows. Therefore, the effect of

my IV would be biased up. However, I argue that this is not very likely. Firstly,

note that the participation of most states happened together when the agreement was

launched. It seems unlikely that all these states were experiencing college migration

shocks in the same direction. For example, 12 of the 14 states in the ACM joined the

ACM agreement at once when it was established in 1979. All states in NERSP joined

the agreement at once in 1958 when it was established. In addition, almost all the
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states, except for North Carolina, never leave the agreements (North Carolina joined

the ACM in 2001 and left in 2011). For example, all members in NERSP have remained

members since joining the agreements since 1958. However, the participation of mem-

bers in the other agreements has more variation, with some of them joining early and

some later. Given that joining behavior that may be endogenous to migration is more

likely in these other agreements, I do a robustness check using a restricted sample on

those agreements with 75% of members joined all at once when the agreement was

established and have more than two states in them, and on states that never joined an

agreement. In addition, I also directly check the college student migration trend for

each state before the pair of states joined the reciprocity agreement.

I interpret my instrumental variables results through the lens of heterogeneity.

Since there is no state that would increase its nonresident tuition when joining the

reciprocity agreement, my IV satisfies the monotonicity requirement. Therefore, the

effect identified by my IV is a LATE (the local average treatment effect) among “com-

pliers”. Compliers in my study refer to those pairs of states who would not have

lowered tuition gap without signing the reciprocity agreements but lower the tuition

gap due to the reciprocity agreement.

1.3.3 Reduced form models

I use fixed effects regressions to evaluate the reduced form impact of regional reci-

procity agreement on migration. The main regression equation is:

log(Msdt) = b0 + b1Reciprocitysdt + b2xst + b3xdt + asd + tt + esdt

The new covariate compared to the previous regression is Reciprocitysdt, which is

the reciprocity agreement dummy, equal to 1 if the state pair (s, d) has any reciprocity

agreement in year t; otherwise it equals 0. The coefficient b1 on Reciprocitysdt is the

effect of interest. All the standard errors are clustered by pairs, i.e. the number of

groups is equal to the number of pair and a pair (s, d) is viewed as a different group

from a pair (d, s). The coefficient resulting from this reduced form regression identifies
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the overall effect from the regional reciprocity agreement. I argue that this reduced

form complements the IV results. The LATE identified by IV is of more scientific

interest, while the effect from the reduced form of the policy is more straightforward

and useful for policy.

1.4 Results

Table 1.3 presents the fixed effects regression results and the IV regression results.

Four specifications with increasingly detailed controls for the fixed effects results are

presented across Columns 1 to 4, with the corresponding specifications for the IV

results in Columns 5 to 8. All the regressions include the log tuition gap variable,

which is the main variable of interest. The base specification (Column 1 and Column

5) also controls for the directed pair fixed effects, and year fixed effects. In Columns

2 and Column 6, I also control for both source and destination state log gross state

product, log state and local education expenditure and state unemployment rate. In

Columns 3 and Column 7, I also include source state-specific trends and destination

state-specific trends. In Columns 4 and Column 8, instead of source and destination

state-specific trends, I add specific trends for each directed pair of states.

1.4.1 Fixed effects results

Columns 1 to 4 in Table 1.3 show the key coefficient from the fixed effects analysis

– the full coefficients are shown in Table 1.A1. The coefficient on log tuition gap is

small and statistically significant in all specifications. The Column 1 coefficient of

0.04 implies that a one percent increase in the nonresidents’ tuition in the destination

state of a directed pair of states would increase its nonresident undergraduate inflow

by a negligible 0.04%. Adding more controls in Column 2 to 4 does not change the

magnitude of the coefficient a lot.
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1.4.2 IV results

To fix potential endogeneity problems of tuition, Table 1.3 Columns 5 to 8 present the

IV results with the second stage results in the upper rows and the first stage results

below. The coefficient on the reciprocity variable in the first stage in Column 5 in

Table 1.3 is -0.36 and it is statistically significantly at 1% level (the full results from the

first stage are shown in Table 1.A2). This coefficient shows that having a reciprocity

agreement between a directed pair of states reduces nonresident tuition in destination

state by 36%. Adding source state-specific trends and destination state-specific trends

in Column 7 reduces the coefficient somewhat to -0.26. Adding directed pair-specific

trends in Column 8 further reduces the coefficient to -0.17. Given what we know

about how much the reciprocity agreements reduce the average tuition gap on paper

– 50% - it seems unlikely that their effect is this small. Further, there are only three

periods in this IV analysis, and while this is sufficient in theory to estimate a model

with trends specific to the unit being followed as a panel (here, direct state pairs),

Angrist and Pischke (2008) point out that “three periods is typically inadequate to pin

down both the trends and the treatment effect in practice”. In addition, given most

reciprocity agreements were formed (treatment) before 1990, I have only one pre-

treatment period. Pischke (2005) points out that when the effects of the treatment take

place dynamically and limited pre-treatment periods are available, panel unit-specific

trends would mainly rely on post-treatment periods and absorb the actual treatment

effects. Thus, adding specific trends in this case could be problematic. Instead, this

result suggests that including directed pair-specific trends constitutes over-controlling

and is eliminating the genuine variation introduced by the agreements. Therefore, this

specification will not be my preferred one.

The coefficient on log tuition gap in the second stage in Column 5 is -0.49 and it

is statistically significant at 1% level (the full results from the second stage are shown

in Table 1.A3). This coefficient shows that a one percent decrease in the nonresident

tuition for the destination state in a directed pair of states would increase college

inflow into that state by 0.49%, consistent with the prediction of theory. Adding the

source and destination state characteristics in Column 6 does not change the sign but
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reduces the absolute value of the coefficient a little from 0.49 to 0.40. The coefficient

is still statistically significant at 1% level. Given the standard error is 0.13, coefficient

is probably not statistically significantly different from the coefficient in the previous

column. Adding source and destination state-specific trends in Columns 7 reduces

the absolute value of the coefficient to 0.36 and reduces its statistically significant level

to 10%. Again, given the standard error, it shows that the coefficient does not change

much. This effect is relatively large in the literature, compared with the effect of a

0.27% increase in enrollment in Kane (2007), where he checks the effect of the DC

Tuition Assistant grant program.

In contrast to the stability of the coefficient in Columns 5-7, the coefficient changes

greatly, from -0.36 to 0.80, when I add directed pair-specific trends in Column 8 .This

seems to suggest that the increase in college migration that seemed to be due to the re-

duction in the tuition gap is actually due to the directed pair-specific trends. However,

I do not prefer this specification, as noted above.

Table 1.A4 shows the results of the robustness check of using a sample restricted to

members of those agreements where 75% of members joined all at once and have more

than two states in them, and to states that never joined an agreement. These results

are suggestively similar to the main analysis using the full sample. In addition, the

results of pre-trends checking for each state are shown in Figures 1-5. I see no clear

evidence of migration trending either up or down before joining. While this does

not completely rule out the possibility that states were reacting to desires to change

migration or forecasts of future migration changes, it does make us more confident

that they were not reacting to concurrent trends in college migration.

1.4.3 Reduced form results

Table 1.4 presents the main reduced form results – the full coefficients are reported

in Table 1.A5. The first four specifications of Table 1.4 correspond to those in the IV

analysis. Column 1 in Table 1.4 shows that the coefficient on the reciprocity agree-

ment dummy is 0.22 and it is statistically significant at 1% level. This suggests that

the reciprocity agreement between a directed pair of states would increase the under-
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graduate flow from its source state to its destination state by 22%. Adding source

and destination state covariates in Column 2 does not change the coefficient. Adding

source and destination state-specific trends in Column 3 increases the coefficient from

0.22 to 0.29 and it is statistically significant. Therefore, the effect so far is quite robust

across the different specifications. Adding directed pair-specific trends in Column 4

does not change the coefficient’s sign but reduces the coefficient to a small and statis-

tically insignificant 0.08. This suggests that there is almost no effect of the reciprocity

agreement on college migration. For reasons stated previously, I do not prefer this

specification.

In order to make these reduced form results (based on 1960-2000) consistent with

the IV results (based on 1980-2000), in Column 5 in Table 1.4 I restrict the sample to

1980-2000 and return to the Column 3 specification. This cuts the coefficient in half

and leaves it statistically significant only at the 10% level. This suggests that, had I

been able to estimate the IV results for the longer period, the estimated effects might

have been larger. The difference between Columns 3 and 5 in Table 1.4 lies more in

the coefficient than the standard error, suggesting that the difference may be caused

by heterogeneity in the effects of reciprocity agreements struck before and after 1980.

There are other bilateral reciprocity agreements negotiated by neighbor states or

schools themselves. I also do another robustness check by adding a dummy repre-

senting these reciprocities. Table 1.5 shows that while the coefficient on the regional

agreement dummy is unchanged, the coefficient on the bilateral agreement is much

larger (the full coefficients are reported in Table 1.A6). This suggests that although

fixed effects remove the direct effect of distance, the effect of reciprocity agreements

weakens with distance.

To further check how distance affects the effects. I do another robustness check

by extending the model by adding an interaction term of the reciprocity agreement

dummy with a dummy representing whether two states are neighboring states. Table

1.6 shows that the effect of neighboring states are much larger (the full coefficients are

reported in Table 1.A7). This suggests that the effect of the reciprocity agreements is

stronger for adjacent states.
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1.5 Conclusion

In this paper, I study how interstate college migration responds to the inter-state tu-

ition gaps in the United States. By instrumenting the tuition gap between the desti-

nation state’s nonresident tuition and source state’s resident tuition in a pair of states

with a dummy for the pair of states’ membership in a common regional reciprocity

agreement, I provide evidence that a reduced tuition gap would increase college mi-

gration from the source state to the destination state. I find that a one percent decrease

in nonresident tuition of destination state due to the regional reciprocity agreements

would on increase nonresident students’ inflow to the destination state by 0.4-0.5%.

This effect is a LATE effect among the “complier” states who change tuition due to

the agreement. The reduced form analysis shows that having a regional reciprocity

agreement between states would increase college migration between states by 29%.

My study has several policy implications. Firstly, the results of my study can

help policymakers have a better understanding and evaluation of regional reciprocity

agreements and confirm their function in providing students with more options and

increasing institutions’ diversity. However, more evidence on the performance of the

additional out-of-state students and their post-graduation geographic mobility, as well

as data on the cost of educating a marginal student, is needed to complete the picture.

Secondly, young and highly educated people are the most mobile demographic group

in the United States, and among reasons of migration, going to another state for col-

lege ranks the first. (Raven, Smith, and Wozniak, 2011) This mobility could be even

larger with a lower tuition gap according to my study. Thus, reducing the tuition gap

could become one of the available options to arrest the long-term decline in interstate

migration since 1980.
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1.6 Figures and Tables

Table 1.1: Means: sample for the IV analysis (1980-2000)
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Table 1.2: Means: sample for the reduced form analysis (1960-2000)
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1.7 Appendix. Additional Tables and Figures

Table 1.A1: Effects of tuition gaps on college interstate migration-fixed effects with
detailed coefficients
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Table 1.A3: Effects of tuition gaps on college interstate migration-Second stage with
detailed coefficients
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Table 1.A5: Effect of total reciprocity agreements on college interstate migration
with total reciprocity-detailed
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Table 1.A6: Effect of regional and bilateral reciprocity agreements on college inter-
state migration-detailed
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Table 1.A7: Effect of reciprocity agreements on college interstate migration with
border interaction terms-detailed
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Chapter 2

Does Customer or Coworker
Discrimination Prompt Employers
to Advertise for Attractive
Employees?

2.1 Introduction

Unconstrained by laws governing labor market discrimination, Chinese employers are

free to post ads specifying applicants should be beautiful, tall, short, young, old, male

or female. Chinese data may therefore be used to study the sources of employer dis-

crimination in a way not possible elsewhere, while still possibly shedding light on

global phenomena. Employment discrimination occurs when employees or job ap-

plicants are treated differently on the basis of the group (female, Black, old, ugly,

immigrants, etc.) with otherwise similar characteristics and in similar circumstances.

Economists often classify discrimination into one of two major types: statistical dis-

crimination and taste discrimination. Statistical discrimination occurs when in the

presence of imperfect information, firms make group-based inference based on statis-

tical information.1 For example, American employers may infer that a Black applicant

is more likely than a White applicant to have a criminal record based on dispropor-

tionate criminal records among Blacks.2 Statistical discrimination can help firms take

advantage of the group characteristic information to reduce search costs and find bet-

1 Arrow, K. (1973); Phelps, E. S. (1972)
2 Agan and Starr (2017)
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ter matched employees faster and more easily. However, it would also cause some

problems like discouraging the disfavored group from participating in the market,

therefore lowering the market efficiency, and may be viewed as unfair.3

Taste discrimination occurs when members of one group have a taste or prejudice

against another group.4 Taste discrimination can be further divided into employer

taste discrimination, customer taste discrimination and coworker taste discrimina-

tion. Employer taste discrimination in a perfectly competitive market with no frictions

should be inefficient because employers do not employ disfavored workers to the point

where their wage equals their marginal product, meaning that prejudice reduces prof-

its.5 However, customer or coworker discrimination can be profitable for employers.

If many customers or employees are members of the favored group and dislike in-

teracting with employees from the disfavored group, restricting hiring to the favored

can increase productivity and sales.6 Customer and coworker discrimination can thus

exist even in the competitive equilibrium, which renders ineffective solutions, such as,

enhancing competition or reducing frictions in markets, that are effective for fixing

employer taste discrimination.7 Therefore, different types of discrimination have very

different economic consequences. Figuring out the source of discrimination is not only

important for fairness but also necessary for market efficiency.

Disentangling types of discrimination has proved difficult empirically. In this pa-

per, I focus on employer demand for workers who are beautiful or tall, and estimate

the degree to which customer or coworker discrimination is responsible for this de-

mand. I use data created by Kuhn and Shen (2012) from a Chinese online job board,

which contains rich information about both the explicit demographic requirements,

such as, age, gender, etc. and relevant skills asked in job ads, such as, education,

experience, and the firm information such as size, ownership, etc. I merge these with

3 Kenneth Arrow (1972) and George Borjas and Matthew Goldberg (1978) their models both assume
that those firms taking fully use of the productivity information indicated by group are more efficient
than those firms ignoring the information.

4 Becker (1957)
5 Becker (1971) shows that when the supply of workers in the favored group is less than the demand

from prejudiced firms, the wage received by the disfavored group in a prejudiced firm cannot fully
compensate the productivity, therefore, it is inefficient for both the firms and the labor market.

6 Goldberg (1982)
7 Becker (1971); Nardinelli and Simon (1990); Black and Strahan (2002)
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four indices representing customer and coworker contact based on occupation tasks

description data from the American O*NET website.

I assume that if the employer appearance requirements are motivated by customer

or coworker discrimination, firms are more likely to worry about the attractiveness

of workers for jobs that have more contact with customers or coworkers. Thus, they

are more likely to post beauty or height requirements in these job ads.8 If employer

prejudice is the only reason for appearance attractiveness requirements, employers

would favor attractive workers for all jobs, no matter whether face-to-face contact

tasks are required. Thus, the posting of beauty requirements in job ads would not

vary a lot across jobs with different degree of contact with customers or coworkers.

Furthermore, if part of the beauty or height requirements is caused by statistical dis-

crimination, which means that firms like attractive workers because firms take beauty

or height as an indicator of high productivity, we can assume that the more infor-

mation about the productivity of applicants revealed to firms, the less emphasis they

would put on their “beauty” or “height” indicator and thus, thus less likely to post

beauty requirements in job ads. In other words, those job ads with more education

and experience requirements are less likely to have beauty or height requirements.

The importance of customer versus coworker contact can be judged either by compar-

ing the size of the coefficients on the customer related indices versus the coefficients

on the coworker related indices or by comparing their contributions to the R-squared,

and I assess both.

The main result of this paper is that employers are more likely to require beauty

for jobs with more direct contact with customers and require height for jobs with

more contact with coworkers. And customer-related contact indices contribute more

to both the beauty requirement variance and the height requirement variance. These

results suggest that the employer advertisements requiring attractive employees are

principally motivated by customer discrimination and coworker discrimination is the

principal motivation of the height requirement. In addition, the beauty requirement

of ads targeting females are mostly prompted by customer discrimination while the

8 Holzer and Ihlanfeildt (1998) find that the customer racial composition has a large effect on the race
of hired employees, Specifically for those jobs with direct contact with customers.



42

beauty requirement of ads targeting males are mostly prompted by coworker discrim-

ination. But there is not much difference between genders for the height requirement.

I contribute to the literature in two understudied areas: testing types of discrimina-

tion and exploring the determinants of employer advertisements. Firstly, most studies

in the literatures focus on distinguishing statistical discrimination from taste discrim-

ination. Some (List, 2004; Knowles, Persico and Todd, 2005; Zussman, 2013) find

discrimination is explained by statistical discrimination, some (Sanga, 2009; Kerwin

and Guryan, 2013) find that it is explained by taste discrimination model, and some

(Agan and Starr, 2017) find it is a combination of both. However, so far economists

have done little work on breaking down the sources of taste discrimination. My paper

does this, disentangling coworker discrimination and customer discrimination. Kuhn

and Shen (2009), the most closely related paper to mine, find that cross-sectional pat-

terns in job ads suggest some role for customer discrimination. They test for customer

discrimination by establishing a dummy variable equal to one if they subjectively

consider the respondent’s occupation to involve high customer contact. The contact

indices created in my paper are more objective and accurate and can provide more

information. Furthermore, my indices make it possible for me to test for coworker

discrimination in addition to customer discrimination and compare the importance

of these two discrimination types. Stinebrickner, Stinebrickner and Sullivan (2018),

another study that is close to mine, tease out the employer taste discrimination from

others in beauty wage premium by using job tasks information from the Berea Panel

Study, and they find that the wide variation of beauty premia across jobs which can-

not be explained by employer taste discrimination might be explained by customer

or coworker discrimination, but since the survey lacks information about the detailed

sources of interaction in jobs, they admit that their paper is unable to further disen-

tangle customer discrimination from coworker discrimination.

Secondly, my work can help to better understand employer advertisements and

establish some new facts about the explicit beauty requirements in job ads.9 Kuhn

9 Hamermesh and Biddle (1994) find a large beauty premia exists by studying employer advertisements
from two household surveys: The 1977 Quality of Employment Survey (QES) and the 1971 Quality of
American Life survey (QAL).



43

and Shen (2012) and Helleseter, Kuhn and Shen (2016) also study the employer explicit

preferences in advertisements. They find that employers’ valuations are highly specific

to detailed jobs and occupations and they focus on job skill level to explore employer

advertisements, while my study focuses on the degree of contact in jobs to explore the

employer advertisements.

A caveat is that the impact of discrimination found in the job posting stage could

be quite different from the wage offering stage. Kuhn and Shen (2012) point out

that when posting a requirement for a particular feature in a job ad, employers are

excluding the whole group of people with that feature from being considered for

the position even without seeing their resumes, which reflects a strong and conscious

prejudice towards that group. Therefore, it would be different from the discrimination

detected in other stages, which is a combination of both unconscious and conscious

choices of the employers.

2.2 Data

The main data source is the Chinese online job advertisement data collected by Kuhn

and Shen (2012). Kuhn and Shen (2012) crawled and scraped all the unique job ads

from zhaopin.com, the third largest Chinese online job board, during four observa-

tion periods: May 19th, 2008 – June 22th, 2008; Jan 19th, 2009 – Feb 22th, 2009; May

18th, 2009 – June 21th, 2009; Jan 18th, 2010 – Feb 21th, 2010 and built the ads dataset

of 1,322,671 observations.10 This dataset includes several key variables reflecting the

physical requirements in job ads, for example, “Any beauty requirement”: is there any

beauty requirement in the ad; “Any height requirement”: is there any height require-

ment in the ad. It is worth noting that the beauty dummy refers to the overall image

of a person rather than just “facial attractiveness”, while the "Any height requirement"

dummy in the data refers to whether or not an ad specifies of height. (e.g. at least

170cm). Since the main focus is on occupation information, I exclude observations

whose occupation classification is “student” or “others”, which counts for 1.17% of

10 The original dataset and more information about the procedures of collecting data can be found on
Professor Kuhn’s personal website: https://sites.google.com/view/peter-kuhn/
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the sample, and study the remaining 1,300,118 observations.

Table 2.1 shows means of requirements in job ads. Column 1 shows means of

requirements for whole sample. Among 1,300,118 ads studied in this paper, 105,078

(8.2%) of them have a beauty requirement and 2.9% have a height requirement. Columns

2 and 3 show more details of how different kinds of requirements in job ads vary by

beauty requirement. Firstly, ads with a beauty requirement are 18.6 percentage points

more likely to also have a height requirement. Secondly, ads with a beauty require-

ment are 19.9 percentage points more likely to also have any age requirement, and the

preferred age is around 3.8 years younger than in ads without a beauty requirement.

Thirdly, Ads with a beauty requirement are 20.9 percentage points more likely to also

require workers to be female, however, there is not much difference for the require-

ment to be male. Fourthly, ads with a beauty requirement are more likely to also ask

for relatively less education, such as no school restrictions, junior middle school or

below, high school and post-secondary, while ads with a beauty requirement are less

likely to also ask for a higher education degree, such as undergraduate, master and

Ph.D. Ads with a beauty requirement require around 1.16 more years of working ex-

perience than ads with no beauty requirement. Finally, ads with a beauty requirement

are less like to be part-time jobs.

Columns 4 and 5 in Table 2.1 show details of different kinds of requirements on

job ads vary by height requirement. Most statistics for height are similar to those for

beauty. The only differences lie in the gender and part-time jobs requirements. Firstly,

ads with a height requirement are more like to ask workers to be male, 8.4 percentage

points more than ads without a height requirement, while there is no such difference

as for beauty requirement. Besides, ads with a height requirement are more likely to

be part-time jobs.

To measure the degree of contact for each occupation category in the Chinese job

ads data, I adopt the following three steps.

The first step is to merge the Chinese job ads data with the American O*NET

database by manually creating a crosswalk between these two datasets as shown in

Appendix Table 2.A1. Note that since the unit of observation in the O*NET data is the
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industry-specific job title, each job category in the Chinese job ads data is matched to

a set of O*NET job titles.11 For each job title in the O*NET database, the Bureau of

Labor Statistics (BLS) reports 1000 standardized,occupation-specific descriptors. I use

these descriptors to generate the contact indices measures as described in the second

step.12

The second step is to generate the contact indices for each job title in the O*NET

data. For each job title, I use four descriptors under “work context” content that are

relevant to this study.13 The first descriptor is “Communicating with Persons Outside

the Organization”, which is defined as “Communicating with people outside the or-

ganization, representing the organization to customers, the public, government, and

other external sources. This information can be exchanged in person, in writing, or by

telephone or e-mail.” The second descriptor is “Performing for or Working Directly

with the Public”, which is defined as “Performing for people or dealing directly with

the public. This includes serving customers in restaurants and stores and receiving

clients or guests.” The third descriptor is “Communicating with Supervisors, Peers or

Subordinates”, which is defined as “Providing information to supervisors, co-workers,

and subordinates by telephone, in written form, e-mail, or in person.” The fourth de-

scriptor is “Face-to-Face Discussions”, which is defined as “How often do you have to

have face-to-face discussions with individuals or teams in this job.” Each descriptor

is rated by two dimensions: level and importance. Since the level and importance

dimensions reflect two different aspects of the same descriptor, these two dimensions

are combined to give a complete measure of the contact. I use the Cobb-Douglas

function to combine them:14

11 The O*NET data is created and maintained by the U.S. Bureau of Labor Statistics (BLS). It
contains 969 industry-specific U.S. job titles. In contrast, the Chinese job ads data has 37
aggregated job categories. More information about the O*NET database can be found at
https://www.onetonline.org/help/onet/

12 The occupation data in American O*NET mainly focus on U.S. labor market. However, since there is
no such data for the Chinese labor market and most occupations have similar characteristics and tasks
around the world, the American O*NET data is a relatively good choice.

13 Work context is defined as physical and social factors that influence the nature of work in the O*NET.
14 I have tried different functions to combine these two dimensions: sum, product and Cobb-Douglas.

The results have not much different, so I finally decide to use the Cobb-Douglas function. The pa-
rameters of Cobb Douglas function come from Firpo, Sergio, Nicole Fortin, and Thomas Lemieux
(2011).
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Degree o f customer contactj = Level1/3
j Importance2/3

j

which is also commonly used in the literature (Firpo, Sergio, Nicole Fortin, and

Thomas Lemieux, 2011; Goos, 2011; Lee and Shin, 2017). The two indices based

on “Communicating with Persons Outside the Organization” and “Performing for

or Working Directly with the Public” are treated as a potential motivation for cus-

tomer discrimination, and the two indices based on “Communicating with Supervi-

sors, Peers or Subordinates” and “Face-to-Face Discussions” are treated as a potential

motivation for coworker discrimination. To facilitate interpretation, I standardize the

indices.

The third step is to create a weight for each O*NET job title and construct the

contact index for each job category in the Chinese job ads data by calculating the

weighted average contact index value of job titles under the same Chinese job category.

Specifically, for each Chinese job category j, I denote the set of US job titles matched

to j to be Ij. Assuming that the number of job ads posted online is proportionate to

the number of jobs actually occupied, the weight of each job title i matched to Chinese

job category j is given by its employment share:15

Weighti(j) =
Employmenti

Âk2Ij
Employmentk

Then, the contact index for job category j is given by:

ContactIndexChineseJobCategoryj = Âk2Ij
Weightk(j) ⇥ ContactIndexUSJobTitlek

where ContactIndexUSJobTitlek is the person contact indices for the US job titles cal-

culated in step 2.

The means of the standardized job contact indices by beauty and height require-

ment are presented in Table 2.2. Column 1 and 2 in Table 2.2 show that most of the

contact indices have a higher score for the ads with a beauty requirement than those

15 The U.S. employment information is from the U.S. Occupational Employment Statistics (OES) dataset:
https://www.bls.gov/oes/tables.htm
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ads without a beauty requirement, and the gap is larger for “working with the public”.

For example, the difference between ads with a beauty requirement and ads without a

beauty requirement for “working with the public” (0.6) is larger than the difference for

“communication with coworker” and “face-to-face discussion” (0.1 and 0.2 for each).

While column 3 and 4 in Table 2.2 show that most of the contact indices (except for

“working with the public”) have a lower score for ads with a height requirement than

those ads without, but the gap is not large.

The means of the component parts are shown in Appendix Table 2.A2. In ad-

dition, I also checked the correlations among all the contact indices and all other

variables, and the result is presented in Appendix Table 2.A3. It shows that most

correlations among the four contact indices are less than 0.5 and the correlation of the

contact indices with other variables are even lower. For example, a typical job with

a high “communication with customer” but a low “working with the public” would

be “manager of sales worker”, while a typical job with the reversed case is “judges”.

And a typical job with a high “communication with coworker” but a low “face-to-face

discussion” would be “manufactured building installer”, while the reversed case is

“skin care specialist”.

2.3 Methodology

I use linear probability regressions to test the effect of different types of interpersonal

contact. The main regression equation is:

Yij f = b0 + b1Communication with customerj + b2Working with the publicj

+ b3 Communication with coworkerj + b4Face-to- f ace discussionj + b5xij f + g f + # ij f

where Y is either a beauty or a height requirement dummy, i indexes the adver-

tisement, j indexes the occupation of the position in the advertisements and f indexes

the firm posting the advertisements. x are control variables, includes: the age dummy,

the gender dummy, the education dummy, the experience years, the part-time jobs

dummy, period dummies and number of ads. g stands for firm fixed effects. # is the
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error term. Since the first two variables “Communication with customer” and “Work-

ing with the public” are treated as a potential motivation for customer discrimination,

the coefficients b1, b2 together can be viewed as the effects of customer discrimination

on the probability of having a beauty requirement in job ads. The latter two variables

“Communication with coworker” and “Face-to-face discussion” are treated as a po-

tential motivation for coworker discrimination, so coefficients b3, b4 together can be

viewed as the effects of coworker discrimination on the probability of having a beauty

requirement in job ads.

I will assess the importance of customer and coworker discrimination in two ways,

considering first the coefficients associated with the four indices and second the con-

tribution of the indices to the R-squared. The comparison of coefficients of both cus-

tomer indices and both coworker indices reflect which one has a larger effect on the

probability of having a beauty requirement in job ads and the comparison of their

ANOVA results reflect which one contributes more to the variation of the probability

of having a beauty requirement in job ads.

Considering all the requirements in job ads are highly correlated with each other

and could be caused by a same factor, I also do seemingly unrelated regression (SUR)

in order to test formally whether the contact indices have the same effects on the

beauty, height, age, and gender requirements. The SUR regressions take the same

form as the main equation, but the estimation allows the error terms to be correlated.

2.4 Results

2.4.1 Main regression

To check the relationship of the beauty requirement in job ads and occupations’ con-

tact indices and then further uncover whether employer advertisements for attractive

employees is prompted by customer or coworker discrimination, Table 2.3 presents

regression results for the determinants of the beauty requirement. Nine specifications

with increasingly detailed controls are presented across columns from left to right. All

the regressions include all four job contact indices, which are the main variables of in-
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terest in this paper. The first specification (column 1) controls for only these variables

of interest. In columns 2 through 9, I gradually add first the age requirement dummy;

next the education requirement dummy and experience years requirement; then the

part-time jobs requirement dummy, period dummies, number of ads, and firm fixed

effects; then the gender requirement dummy and finally the interaction terms.

Column 1 in Table 2.3a shows that among the four indices of interest, only the co-

efficient of the index “working with the public” is statistically significant, it is positive

and shows that a one standard deviation increase in “working with the public” would

increase the probability of having a beauty requirement in a job ad by 0.06 percentage

points (on average, 8% of ads have a beauty requirement, so this represents a 0.75%

increase on the mean). The other three indices are small and statistically insignificant.

Overall, referring to the difference of the definitions in the four indices, a comparison

of their coefficients in this column indicates that only the type of direct contact with

the public in the job requirement matters when employer deciding whether to post a

beauty requirement in the job ad.

Successive controls in columns 2-5 render the coefficients of all the indices become

smaller, which shows that the degree of contact requirements are correlated with other

job requirements and some of the beauty requirement can be explained by other job

requirements in ads. The index “Working with the public” drops relatively larger after

controlling for the firm fixed effects and the gender requirement dummy (from 0.06

to 0.04 percentage points after controlling for the firm fixed effects and from 0.04 to

0.03 percentage points after controlling for the gender requirement dummy, though

these differences are not statistically significant given the standard errors for both are

0.01) . This change indicates that this index is correlated with firm fixed effects (e.g.

firms with some specific culture are more likely to work directly with the public)

and is positively correlated with the job gender requirement. Therefore, once these

requirements get controlled for this index no longer picks up the over presented firm

fixed effects and gender requirements, therefore it appears to have less positive force.

Table 2.3b shows the coefficients for specification interaction terms with each of

the contact indices controlled in Column 6, 7, 8 and 9 in Table 2.3a to get a richer
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picture of the role of customer and coworker discrimination. Column 6 shows that

the coefficients of interaction terms of the contact indices “working with the public”

and “communication with the coworker” with any age requirement are positive and

statistically significant, which means that the effects of these two contact indices on

the probability of having a beauty requirement are overall larger for ads with any age

requirement than ads without. Since the average preferred age is rather young (31.3

years old), ads with any age requirement can be further explained as ads targeting

younger workers.16 In other words, employers of ads targeting younger workers are

in general more sensitive to the degree of contact required by jobs. Specifically, the

magnitude of the coefficient of the index “working with the public” is slightly larger:

one standard deviation increase in it would increase the probability of having a beauty

requirement by 0.02 percentage points (a 0.25% on the mean) more in ads with any

age requirement than ads without.

Column 7 in Table 2.3b shows the coefficients of the interaction terms of the contact

indices and the gender requirement dummies. The signs of the coefficients of the

male interaction terms are inconsistent among different indices. Specifically, in terms

of customer-based degree of person contact, the coefficient of “communication with

customer” is positive and statistically significant at 1% level but the coefficient of

“working with the public” is negative and statistically significant at 10% level; in

terms of coworker-based degree of person contact, the coefficient of “communication

with coworker” is negative and statistically significant at 5% level while the coefficient

of “face-to-face discussion” is zero and insignificant. Overall, whether the relationship

of job contact requirements and the beauty requesting in job ads is stronger among

ads targeting the male than ads without the specification of gender depends on the

type of contact. Again, the signs of the coefficients of the female interaction terms

are inconsistent among different indices. However, among them, only the coefficient

of the interaction term of the index “communication with coworker” is positive and

statistically significant at 5% level. This indicates that the relationship of ads asking

beauty and job requirement of coworker contact are stronger among ads targeting the

16 From Table 2.1.
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female than ads without the specification of gender.

Column 8 in Table 2.3b shows the coefficients of the interaction terms of the contact

indices and the dummy of whether a job ad asking for at least a bachelor’s degree. Two

coefficient with statistically significant results are the coefficient of the index “working

with the public” and the index “communication with coworker” and both of them are

negative. These results indicate that the relationship between job contact indices and

beauty request in ads becomes weaker with more education required by the job.

In addition, I put all these interaction terms all together in column 9. The coeffi-

cients are quite similar as the ones I put them one by one.

In Table 2.4, I calculate the contributions of the two types of discrimination in

whether firms have a beauty requirement by summing the coefficients. Column 1

shows that a one standard deviation increase in the two customer-based degree of

person contact would increase the probability of having a beauty requirement in job

ads by 3.32 percentage points (41.5%) while a one standard deviation increase in the

two coworker-based degree of person contact would increase the probability of having

a beauty requirement in job ads by 2.56 percentage points (32%). Only the customer-

based degree of person contact is statistically significant at 10% level. In the columns

2 to 4, the results become gradually smaller and more statistically significant after

adding more controls. The larger coefficient of the customer discrimination suggests

that customer discrimination plays a more important role than coworker discrimina-

tion in whether employers determine to have a beauty requirement in job ads, but

the p-values of the equality test in Table 2.4 show that the two effects are not statis-

tically significantly different. Employer advertisements for good-looking workers are

therefore prompted substantially similarly by customer and coworker discrimination.

Column 6 to column 8 in Table 2.4 show the contributions of the two types of dis-

crimination action in different subgroups of ad types: those with an age requirement,

those preferring women and those preferring men in order to get a richer picture of

the role of customer and coworker discrimination. Column 6 shows that one standard

deviation increase in customer-based degree of person contact would increase the

probability of having a beauty requirement by 0.03 percentage points (0.38%) among
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ads with any age requirement and the coefficient is statistically significant at 5% level,

while the coefficient of coworker discrimination is the same but with a larger statistic

significant level. Column 7 shows that one standard deviation increase in customer-

based degree of person contact would increase the probability of having a beauty

requirement by 0.03 percentage points (0.38%) among ads preferring female and the

coefficient is statistically significant at 1% level, while the coefficient of coworker dis-

crimination is much smaller and not statistically significant. And the p-value of the

equality test in Column 7 shows that the customer-based degree of person contact’

effects are statistically significantly different from the coworker discrimination. This

result means that it is customer interaction really driving the beauty requirements for

jobs where employers want to hire female workers, therefore, customer discrimination

plays a more important role. Column 8 shows similar results of customer discrimi-

nation for ads preferring male to ads preferring female, but with a much smaller

magnitude, and the result of coworker discrimination increase to 0.07 and is statisti-

cally significant at 10% level, however, two effects are still not significantly different

from each other.

In addition to the beauty requirement, the height requirement also reflects em-

ployer preferences towards attractive workers. Table 2.5 shows the regression results

for the determinants of the height requirement. The six specifications of Table 2.5 are

the same as Table 2.3 except that the dependent variable in Table 2.5 is an indicator

for a height requirement.

Column 1 in Table 2.5a shows similar results to those of the beauty requirement

in Table 2.3, but with a smaller magnitude. From column 2 to column 5 in Table 2.5a,

successively controlling more various requirements in ads renders the coefficients of

all the indices become slightly smaller, which shows that some of the height require-

ment can be explained by other requirements in ads but not much. A worth noting

point is that the coefficient of the “communication with customer” moves closer to

zero and statistically significant at 1% level when controlling for the firm fixed effects

and other controls (the job posting periods, the number of positions), which indicates

that this index is not strongly correlated with the height requirements in job ads al-
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though it keeps having a negative sign. Column 6, 7, 8 and 9 in Table 2.5a and Table

2.5b show the results of age, gender and education interaction terms with each of the

contact indices. The signs of the coefficients of these interaction terms with the contact

indices are mixed and the magnitudes are quite small.

In Table 2.6, I calculate the contributions of the two types of discrimination action

by summing the coefficients of the height requirement (the same as Table 2.4). Table 2.6

shows some flipped results to those of the beauty requirement in Table 2.4. The larger

and positive coefficients of the coworker-based degree of person contact suggests that

coworker discrimination plays a more important role than customer discrimination

in employers’ determining whether or not having a height requirement in job ads. I

am thinking this might have something due to the way of constructing the beauty

dummy and height dummy variables. As I mentioned in the data part, the beauty

dummy in the dataset refers to the overall image of a person which includes height,

weight, face as a whole rather than just facial attractiveness, in this way, the beauty

requirements in ads with more contact with customers are more likely to refer to

the overall attractiveness, therefore, they will not bother by adding another height

requirement. While, height requirement are typical height requirement, jobs with

more contact with coworker are more likely to have height requirement either because

the job itself needs some specific height (e.g. subway director) or because jobs with

more coworker contact are more likely to ask for female workers as well (as indicated

by the results of column 7 in Table 2.5b) and female workers care more about height

than beauty. However, the two effects are not statistically significantly different in

almost all column. Employer advertisements for tall workers is therefore prompted

approximately similarly by customer and coworker discrimination.

Column 6 to column 8 in Table 2.6 show the contributions of the two types of

discrimination action in different subgroups for the height requirement. Column 6

shows that the coefficients are rather similar, thus the two effects are approximately

equal among ads targeting younger workers. Column 7 and column 8 show the coef-

ficients of both customer and coworker based degree of person contact are small and

not statistically significant.
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2.4.2 ANOVA

To check which type of the discrimination explains more variation of the beauty and

height requirements among occupations, Table 2.7 presents the ANOVA results. Two

specifications each for both the beauty and height requirements are presented across

columns from left to right, the first column of which includes the ANOVA results of

all four job contact indices and the second one adds other covariates, including the

age, gender, education, experience, part-time jobs, periods dummies and number of

ads.

Column 1 in Table 2.7 shows that customer-based degree of person contact can

explain 3.97% (0.51% for “Communication with customer” and 3.46% for “Working

with the public”) of the variation in the beauty requirement among job ads, while the

number for coworker-based degree of person contact is 0.74% (0.71% for “Communi-

cation with coworker” and 0.04% for “Face-to-face discussion”). Therefore, customer

discrimination can explain more variation in the beauty requirement. Customer dis-

crimination has a larger size of effects from the previous analysis in Table 2.4. And

it turns out that customer discrimination also accounts more for the variation in the

beauty requirement among job ads. By adding the covariates in column 2, both the

results become smaller, but customer discrimination can still explain more for the

beauty requirement variation than coworker discrimination.

Column 3 in Table 2.7 shows that customer-based degree of person contact can ex-

plain 2.99% of the variation in the height requirement among job ads, but the number

for coworker-based degree of person contact is smaller (0.47%). Therefore, there are

more variation of customer discrimination across occupations and customer discrim-

ination explains more variation in the height requirement. By adding the covariates

in column 4, the results become smaller and coworker discrimination keeps explain-

ing less variation than customer discrimination. Therefore, customer discrimination

is more important for height in terms of variance as well though the gap between

these two discrimination is smaller for the height requirement than for the beauty

requirement.
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2.4.3 SUR regression

Table 2.8 shows that the correlations of the residuals of equation “any beauty require-

ment” and equation “any height requirement”, of equation “any height requirement”

and “any gender requirement” and of equation “any gender requirement” and “any

age requirement” are relatively high, which is 0.28, 0.23 and 0.27 respectively. This

result means that the error terms of these four equations are related with each other.

The coefficients and their standard errors for each regression are similar to the

main regression results and are presented in Appendix Table 2.2. Table 2.9 shows

various joint tests across different contact indices.

Panel A in Table 2.9 shows the joint tests for equation “any beauty requirement”

and “any height requirement”. Row 1 shows the joint tests including all four con-

tact indices. Its p value is zero suggests that the hypothesis that the overall effect

of four contact indices on the beauty requirement is the same as the height require-

ment is rejected. Row 2 and row 3 further checks whether this difference comes from

customer-based degree of person contact or coworker-based degree of person contact.

Row 2 shows that the p value of customer-based degree of contact is zero, which sug-

gests that the hypothesis that the customer discrimination has the same effect on the

beauty requirement and the height requirement is rejected. However, the p values of

coworker-based degree of contact in row 3 is relatively larger (0.45). Therefore, cus-

tomer discrimination contributes more for the different effects of indices on the beauty

requirement and the height requirement. From row 4 to row 7, I further check the p

value of each index and show that the index “working with the public” contributes the

most while other indices seem have similar effect on beauty and height requirements.

Panel B in Table 2.9 shows the joint tests for equation “any beauty requirement”

and “any age requirement”. Row 1 shows the joint tests including all four contact

indices. Its p value is around 0.02. This large p value suggests that the hypothesis

that the overall effect of four contact indices on the beauty requirement is the same

as the gender requirement can be rejected at 5% level. And a checking in row 2 and

row 3 of which discrimination in general contributes more the beauty and gender

requirements finds some evidence that the hypothesis that coworker discrimination
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has the same effect on the beauty and gender requirements is rejected at 1% level with

a zero P-value. And a further checking for all four indices from row 4 to row 7 reveals

that the “communication with coworker” plays the most important role.

Panel C in Table 2.9 shows the joint tests for equation “any beauty requirement”

and “any gender requirement”. Row 1 shows the joint tests including all four con-

tact indices. Its p value is zero suggests that the hypothesis that the overall effect

of four contact indices on the beauty requirement is the same as the gender require-

ment is rejected. Row 2 and row 3 further checks whether this difference comes from

customer-based degree of person contact or coworker-based degree of person con-

tact. Row 2 shows that the p value of customer-based degree of person contact is less

than 1%, which suggests that the hypothesis that the customer discrimination has the

same effect on the beauty requirement and the gender requirement is rejected. And

the p value of coworker-based degree of person contact in row 3 is much larger (0.49).

Therefore, customer discrimination contributes more for the different effects of indices

on the beauty requirement and the gender requirement. From column 4 to column

7, I further check the p value of each index and show that the index “communication

with customer” and “working with the public ” contribute more to the difference.

2.5 Conclusion

I provide a new and effective method to test the type of discrimination by Chinese

employers. Using limited data, I create the contact indices, categorize them into cus-

tomer discrimination and coworker discrimination and compare their effects. I find

that customer-based degree of person contact are positively related with the proba-

bility of having beauty requirement and coworker-based degree of person contact are

positively related with the probability of having height requirement, but the magni-

tude is small and not very significant. A one standard deviation increase in customer-

based degree of person contact increases the chance of having a beauty requirement in

job ads by 3.32 percentage points (41.5%) and decreases the chance of having a height

requirement by 0.35 percentage points (12%). A one standard deviation increase in

the two coworker-based degree of person contact increases the probability of having
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a beauty requirement by 2.56 percentage points (32%) and the probability of having

a height requirement by 1.16 percentage points (40%). The variance analysis further

finds that customer discrimination can explain more for the variance of both having a

beauty requirement and having a height requirement. These results suggest that both

customer discrimination and coworker discrimination play some role in prompting

employer advertisements of attractive employees and relatively, customer discrimina-

tion is more present.

In addition, by analyzing different subgroups, I find that it is customer interaction

driving both the beauty and height requirements for jobs targeting younger workers,

but the magnitude is small. Therefore, customer discrimination plays a slightly more

important role for employers who want to hire younger workers.

However, from the SUR regression, I find that the results found for beauty and

height requirements cannot be further generalized to other job requirements, such as,

age requirement, gender requirement.
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2.6 Tables

Table 2.1: Means of Requirements in Ads
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Table 2.3b: Effects of Job’s Degree of Contact Demands on the Probability an Ad Is
Beauty-targeted — Interaction Terms
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Table 2.5b: Effects of Job’s Degree of Contact Demands on the Probability an Ad Is
Height-targeted — Interaction Terms
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2.7 Appendix. Additional Tables

Table 2.A1: The Crosswalk of the O*NET Job Titles and the Chinese Job Categories
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Chapter 3

Interpersonal Contact in Jobs and
the Gender Wage Gap

3.1 Introduction

The last century has seen women make a lot of progress in education, labor market

participation, work related training and experience, and this has been accompanied by

a large decline in the gender wage gap from a 0.59 female-male annual earnings ratio

in the 1970s to 0.77 in the 2000s (Goldin, 2014). However, a 20% gap has persisted since

the 1990s. This gender wage gap increases with age: Goldin (2014) finds in almost all

the cohorts that women’s annual earnings start at a similar level to men’s at early ages

and drops to below 70% level when the workers are in their 40s.

A worker’s wage is important not only because it reflects a person’s productiv-

ity and financial resources but also because it reflects how the person is valued so-

cially and economically (Goldin, 2014). Researchers have studied how large the gap

is (Goldin, 1989; Polachek, 1993; Altonji and Blank, 1999), what causes it (Blau and

Kahn, 2006) and how policy could reduce or eliminate it (Goldin, 2014). There have

been several potential explanations considered for the remaining gender wage gap

and how it grows with age. Lazear and Rosen (1990) point out that the difference

in job ladders and the higher standard for women’s promotion might contribute to

the increasing gender wage gap. Goldin (2014) explains the growing gender wage gap

from the personnel perspective and attributes it to the workplace flexibility. Keller and

Utar (2018) find that childbearing and family have negative effects on the employment
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and wage of females. Flory et al. (2015) explain the growing wage gap by the lack of

competition among females.

In this paper, I consider whether the amount of contact workers in an occupation

have with coworkers, the public and customers affects the widening of the gender gap

with age. Contact could matter if there is beauty-related discrimination against older,

female workers. The link between age and perceived beauty seems to work differently

for females versus males. Based on a social psychology experiment on 60 subjects, Ko-

rthase and Trenholme (1982) find that perceived physical attractiveness is negatively

correlated with perceived age and that age is perceived as reducing females’ beauty

more than males’. Along with the fact found by Mathes et al. (2010) that “physi-

cal attractiveness is more important to males in selecting partners than females”, we

can infer that females are more likely judged by physical attractiveness and females

are more likely to be perceived as less attractive at older ages. Therefore, if there is

beauty-related discrimination in labor market, it would reduce females’ relative wage,

and increasingly so with age.

Furthermore, the gender wage gap would be expected to grow faster in jobs where

physical attractiveness matters more. Physical attractiveness is likely to matter more in

jobs involving more interpersonal contact with others. Helleseter et al. (2020) use job

ads in several countries to document employers’ preference for younger females and

older males and find that around one third of this preference can be explained by the

ads for jobs involving more contact, such as managerial roles, customer contact and

helping roles. However, the authors do not quantify contact and do not distinguish

types of contact.

In this paper, I investigate the effect of interpersonal contact on wages by com-

paring how the gender wage gap evolves with age for jobs with different degrees of

contact, and I distinguish between types of contact in order to distinguish the types of

discrimination possibly at work. I hypothesize that any interpersonal contact effects

are likely to reflect beauty-based discrimination, although there might exist other fac-

tors that also contribute to the differences. To do this, I merge the O*NET occupation

characteristics with worker data from the merged outgoing rotation groups (MORGs)
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of the Current Population Survey (CPS).

Becker (2010) identifies three sources of discrimination: customer discrimination,

coworker discrimination, and employer discrimination. Distinguishing these sources

of discrimination empirically is often challenging due to limited data. I investigate

the source of potential beauty discrimination by comparing how the gender wage gap

evolves with age for jobs with different levels of contact with different groups of peo-

ple, namely, customers, the public and coworkers. Specifically, I construct four contact

indices “Working with the public”, “Communication with customers”, ”Communi-

cation with coworkers”, and ”Face-to-face discussion” using occupation information

from the O*NET as Wu (2020) did. If the beauty discrimination comes from customers,

we would expect the gender wage gap to grow more quickly with age in jobs with

more customer contact, while if the prejudice comes from coworkers, then the gender

wage gap would grow faster in jobs with more contact with coworkers.

In addition, I split the sample and do a comparative analysis for college graduates

and non-college graduates. According to Kuhn and Shen (2013), when a job ad asks for

more skills, the challenge of finding a good fit increases. Therefore, the employer may

need to give up their own stereotype or the stereotype that they think their customers

or employees have towards less attractive people to find the right match. Therefore,

the effect of beauty might be different among college graduates. Furthermore, the

pattern of the gender wage gap might also look different between college graduates

and non-college graduates because the types of jobs college graduates work and the

types of people college graduates have interaction with at work are different from

those of non-college graduates.

I find that the gender wage gap in jobs with more overall interpersonal contact

rises faster with age than in jobs with less interpersonal contact, though the differ-

ence is statistically insignificant. In terms of contact type, the gender wage gap rises

statistically significantly faster with age in jobs with a high “Working with the pub-

lic” requirement. A one-year increase in age increases the gender wage gap in jobs

involving more contact than jobs involving less contact by 0.21%. By contrast, the

relative increase in the gap is much smaller and statistically insignificant in jobs with
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high levels of other types of contact. To the extent that beauty discrimination explains

this pattern, this suggests that the source of the beauty discrimination is customers.

Comparing college graduates and non-graduates, I find that non-graduates have a

statistically significantly faster growing gender wage gap with age than college grad-

uates.

My study is the first to link quantitatively interpersonal contact, age and the origin

of the discrimination. Biddle and Hamermesh (1998) find evidence for beauty discrim-

ination among graduates in law. However, they do not classify the beauty effects by

gender and how they change with age. Some existing papers suggest that the degree

of contact with others might play a role in discrimination, but few actually measure

the contact level in job and relate it to the level of discrimination suffered by workers

in jobs as I do.1 The papers that do measure contact are Kenney and Wissoker (1994),

Kuhn and Shen (2009), Holzer and Inlanfeldt (1998), Combes et al. (2016) and Wu

(2020). Kenney and Wissoker (1994) measure interpersonal contact in jobs based on

their a priori impression and find the job application outcomes of Hispanic job seek-

ers are slightly worse in high contact jobs relative to low contact jobs. Using a similar

method, Kuhn and Shen (2009) find evidence supporting customer discrimination

against the disfavored group in terms of age, gender, beauty and height. I extend this

by measuring contact in a more objective way using the O*NET. Holzer and Inlanfeldt

(1998) and Combes et al. (2016) measure workers’ contact level with customers by

asking employers relevant questions in surveys. Both papers find customer discrim-

ination in the hiring process, especially for jobs involving contact with customers. I

improve upon this by studying contact with both customers and coworkers.

Wu (2020) uses the same O*NET contact indices to investigate direct requests for

beautiful applicants in a Chinese on-line job board. I expand on this in this paper

by merging the U.S. O*NET contact indices with workers in the United States and

extend my earlier analysis by investigating the impact of different levels and types

contact indices on the change of gender wage gap with age and relating this to beauty

1 Kahn and Shearer (1988); Nardinelli and Simon (1990); Ihlanfeldt and Sjoquist (1991); Kenney and
Wissoker (1994); Young and Inlanfeldt (1994); Neumark (1996); Holzer and Inlanfeldt (1998); Leonard
et al. (2010); Bar and Zussman (2017)
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discrimination.

3.2 Data

I use two sources of data in this analysis. The merged outgoing rotation groups

(MORGs) from The U.S. Current Population Survey (CPS) data from 2010 to 2019 for

information on wage and the core for workers’ demographics. And the Occupational

Information Network (O*NET) database, a database containing hundreds of job de-

scriptors that encapsulate the distinguishing features of an occupation in the United

States from various domains. Each occupation in the O*NET database has a unique

O*NET ID code whose first 6 digits are the job’s Standard Occupational Classification

(SOC) code. Occupations in the CPS also have SOC code. I merge the O*NET database

with the CPS data by this SOC code so that each occupation in CPS has its correspon-

dent job descriptors. I restrict my sample to workers 18-64 years old workers who are

not self-employed and do not have missing values on age, gender, education, industry,

occupation, state, and union status. I construct the hourly wage variables by dividing

the weekly earnings by usual weekly working hours or hours worked last week if

usual hours vary as the same way as Hunt and Nunn (2019) do. I adjust the wages

to 2019 dollars by applying the CPI-U-RS deflation index. I multiply top coded wages

by 1.5 and drop the workers whose weekly wage is below 2orabove200 with weekly

working hours less or equal to 15 hours.

There are hundreds of variables describing the working activities of a job in the

O*NET. To measure contact levels, I use the same four variables used in Wu (2020)

from the working context domain, which are the only variables that specify both the

type of the interaction the job requires and the group of people towards whom the

interaction is made. They are: 1) “Working with the public” defined in the O*NET

as “Performing for people or dealing directly with the public. This includes serving

customers in restaurants and stores, and receiving clients or guests.” 2) “Communi-

cation with the customer” defined as “Communicating with people outside the or-

ganization, representing the organization to customers, the public, government, and

other external sources. This information can be exchanged in person, in writing, or
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by telephone or e-mail.” Although both variables refer to the contact toward people

outside the firms, the difference between this variable and the previous one is that

this variable measures the overall contact that includes both direct in-person contact

and indirect contact via phones and emails rather than just direct in-person contact

in “Working with the public”. 3) “Communication with the coworker” defined as

“Providing information to supervisors, co-workers, and subordinates by telephone,

in written form, e-mail, or in person.” This variable is the same as “Communication

with the customer” except that the group of people involved in contact are coworkers.

4) “Face-to-face discussion” defined as “How often do you have to have face-to-face

discussions with individuals or teams in this job?”. This variable gives a measure of

direct face-to-face contact specifically rather than an overall measure of any kinds of

contact and it refers to the interaction with coworkers. Appendix Table 3.1A gives a

summary of these four contact variables.

Except for “Face-to-face discussion”, each contact variable mentioned above has

two dimensions: “Level” and “Importance”. I integrate these two dimensions into

a single value metric using the method from Firpo et al. (2011). Table 3.A2 shows

that the correlation among these four contact indices in not high, which eliminates the

concern of collinearity when putting them all at once in the regression.

The “Contact Index” is constructed by averaging the four contact indices such

that this index summarizes the overall contact level of a job. To simplify the analysis, I

recode each continuous contact indices into binary variables. Specifically, I define high

contact for a particular contact index as above the 50th percentile of its distribution

equally weighted across workers in the CPS.2 For example, I define high contact as

above 67 for the combined index, 67 is the 50th percentile of the distribution.

Table 3.1 is the table of means. Column 1 shows the means for the full sample.

Column 2 and Column 3 are the means by level of the “Contact Index”. A comparison

between these columns shows that jobs with a high contact have a slightly higher

hourly wage than low contact jobs but the difference is insignificant. Most of the other

variables used in this paper, such as gender, age and union status look similar among

2 The distributions of these contact indices can be found in appendix.
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low and high contact jobs. The proportion of college graduates are larger in jobs with

a high contact and this is almost always true across four component contact indices,

suggesting controlling for education will be important in the analysis.

3.3 Methodology

The main regression equation for this study is:

log
�
hourly wageijt

�
= a0 + b1Femalei + b2High Contactj + b3Femalei ⇤ High Contactj +

b4 Ageit + b5Femalei ⇤ Ageit + b6High Contactj ⇤ Ageit + b7Femalei ⇤ High Contactj ⇤

Ageit + b8Xijt + gt + eijt

where i indexes the individual, j indexes the job, and t indexes the year. The

binary variable Female is equal to 1 for female workers and 0 for male workers. The

binary variable High Contact measure the contact level for its occupation and it is 1

for jobs with a high contact level and 0 for jobs with a low contact level defined as

above or below the median of the distribution within the CPS. X are control variables,

including: education, union status, state fixed effects, industry fixed effects. g are year

fixed effects. e is the error term. In my main specification, I include age as linear to

ease interpretation. In robustness checks, I also include age as quadratic, including in

the interaction terms.

The coefficient b7 on the interaction term “Female*High Contact*Age” is the coef-

ficient of interest in this study. It shows how the slope of the gender wage gap trend in

jobs with a high contact level is different from that in jobs with a low contact level. To

the extent that beauty discrimination explains some of the trend in the gender wage

gap, perceived less attractive older female workers may be more likely to be exposed

to discrimination in jobs with more contact with others. In this case the gender wage

gap would grow faster in jobs with a high contact than jobs with a low contact, and

this coefficient b7 would be negative.

In addition to the main analysis using the overall “Contact Index” to check how

the gender wage gap pattern changes across synthesized contact levels of jobs, I also
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compares across different types of contact in jobs. The regression equation is the same

as the main regression but I replace “High Contact” with its four binary components

“High Working with the Public”, “High Communication with the customer”, “High

Communication with the coworker”, and “High Face-to-face discussion”. If most of

the beauty discrimination towards older female workers comes from customers, then

we would see a faster growing gender wage gap for jobs with more contact with cus-

tomers, that is to say we would expect negative coefficients on both the interaction

terms “Female*High Working with the public*Age” and “Female*High Communica-

tion with customer*Age” and similarly, if coworkers are more likely to be prejudiced,

then we would the coefficients of “Female*High Communication with coworker*Age”

and “Female*High Face-to-face discussion*Age” are negative. And a further compar-

ison between these two coefficients would allow us to know whether the effect comes

from both direct and indirect contact or direct in-person contact only.

I also do a comparative analysis for college graduates and non-college graduates.

Kuhn and Shen (2013) points out that employers tend to give up their own prejudice

or less cater to their customers’ prejudice for positions requiring more skills, which

can be reflected in positions asking for more education. Therefore, I would expect

that the gender wage gap would grow faster with age for non-college graduates than

college graduates.

I also perform two main robustness checks. Since the gender wage gap trend might

look different across cohorts, which attributes some unobserved cohort specific factors

that are consist for the same cohort over time but is different from cohort to cohort,

I would like to control for cohort fixed effects. However, because of the collinearity

issue, I cannot control for both the year and cohort fixed effects in a regression with

age as one of the independent variables. To solve this problem, I use the method in

Hall et al. (2007). I try both year fixed effects and cohort fixed effects in the regression

respectively and I find that the results do not change much. The regression results

with cohort fixed effects are presented in Appendix Table 3.A3.

I also extend the main regression by adding quadratic age terms to allow more

flexibility in the shape of the trend.
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3.4 Results

3.4.1 Contact measure based on contact index

Table 3.2 presents regression results with the binary variable “High Contact” as the

variable of interest. Five specifications with increasingly detailed controls are pre-

sented across columns. All the specifications include the interaction term “Female*High

Contact*Age” and its main effects terms. The first specification in Column 1 controls

for only the year fixed effects. In Columns 2 through 5, I gradually add first the edu-

cation; next the union status; then the state fixed effects, and finally the industry fixed

effects.

In most columns, coefficients on the interaction term of interest “Female*High

Contact*Age” are negative as expected but the magnitude is quite small and insignif-

icant. The coefficient of -0.011 in Column 1 implies that a one-year increase in age

increases the gender wage gap more in jobs involving more contact than jobs involv-

ing less contact by 0.11% and the result is insignificant. Given the females’ annual

earnings is on average around 20% less than males’ annual earnings, this effect of

contact on the gender wage gap trend is relatively small. Adding education as con-

trols in Column 2 renders the coefficient increase to -0.001 and it is insignificant. This

tentatively indicates that workers working at high contact jobs are more likely workers

with relatively less education among whom the difference of the slope of the gender

wage gap between working in low contact jobs and high contact jobs is larger. Adding

more controls in Column 3 to Column 5 does not change the magnitude a lot.

Figure 1 presents a graphical version of the predicted gender wage gap trend by

contact level drawn from Table 3.2 Column 1 and Column 5. The predicted trend

without any controls are presented in the left and the predicted trend with all controls

are presented in the right. Figure 1 shows that the trend for jobs with a high contact

level is slightly steeper than the trend for jobs with a low contact level and the 95%

confident interval shown by the shaded area for each trend overlapping with each

other indicates that this difference is not statistically significant.

The fact that gender wage gap in jobs with a high contact grows only slightly
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faster than that in jobs with a low contact and this difference is not statistically sig-

nificant, suggests several potential implications for the gender wage gap. It might be

against the beauty discrimination explanation while in favor of the workplace flexibil-

ity explanation or less promotion opportunities for females explanation. However, the

overall contact index is a mixed measure of various sources of contact in jobs and the

three sources of discrimination might interact with each other (Partridge, 2001), it is

possible that the effects of different sources of discrimination offset each other. There-

fore, in the following section, I break down the encapsulated contact index into four

individual contact indices that indicate different sources of potential discrimination.

3.4.2 Contact measure based on four types of contact indices

Table 3.3 presents the results of the regressions with the four individual contact in-

dices. The five specifications in Table 3.3 are the same as Table 3.2 except that the vari-

ables of interest are other four individual contact indices representing different contact

types. The coefficients on the interaction term “Female*High Working with the pub-

lic*Age” are negative and statistically significant in all specifications. The coefficient

-0.021 in Column 1 means that a one-year increase in age increases the gender wage

gap more in jobs involving more contact than jobs involving less contact by 0.21% and

the result is statistically significant at 5% level. Adding more controls in Column 2 to

Column 4 does not change the magnitude a lot but further reduce the standard errors

and increase the significant level into 1%. This suggests that older females in jobs with

a high in-person contact with customers experiences a faster growing wage gap than

those in jobs with a low in-person contact with customers. To the extent that beauty

discrimination explains the gender wage gap, this suggests the presence of customer

discrimination. Adding industry fixed effects in Column 5 reduces the coefficient to

-0.008, while part of the trend may be explained by industry effects, we still see a

marginally significant increase in the gap with age for jobs with more direct customer

contact.

The coefficient on the interaction terms of other three contact types “Female*High

communication with customer*Age”, “Female*High communication with coworker*Age”,
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and “Female*High face-to-face discussion*Age” are relatively small and insignificant

in all specifications. This means that more indirect contact with customers and more

contact with coworkers does not significantly lower older females’ wage, which sug-

gests that indirect customer discrimination and coworker discrimination might not

serve as a main source of beauty discrimination in jobs.

3.4.3 Comparative analysis for college graduates and non-college graduates

Table 3.4 presents the results of a comparison analysis between college graduates and

non-graduates. Panel A presents the regression results for college graduates and Panel

B presents the regression results for non-graduates. All the specifications are the

same as Table 3.2. The coefficients on the interaction term of interest “Female*High

Contact*Age” are positive and insignificant in almost all the specifications in Panel A,

while they are negative and insignificant in Panel B. The coefficient -0.009 in Column

1 in Panel B means that a one-year increase in age increases the gender wage gap

more in jobs involving more contact than jobs involving less contact by 0.09%, which

indicates that the gender wage gap grows faster in high contact jobs than low contact

jobs but the magnitude is considered quite small.

And I also do a t-test to test the difference. The p values of the t-test of the

coefficients of the interaction term “Female*High Contact*Age” in Panel A and Panel

B are presented in the bottom row of Table 3.4. The p value is 0.2 in Column 1

without controls. Adding more controls in Column 2 to Column 5 reduce the p value

to 0.03. This shows that the effect of contact on the growth rate of the gender wage

gap for non-college graduates is statistically significantly different that from college

graduates. And the gender wage gap grows faster in jobs with a high contact among

non-college graduates.

To further identify the source of difference, I extend the college graduates and non-

college graduates comparison by checking the effects of the four individual contact

indices instead of the single contact index. Table 3.5 and Table 3.6 present the results of

the regressions with the four individual contact indices for college graduates and non-

college graduates respectively. None of the coefficients on the interaction terms with
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the contact indices is statistically significant in Table 3.5 and the magnitudes are quite

small. This shows that the trend of the gender wage gap of college graduates does

not look quite different across different levels of each type of contact. The coefficients

on the interaction term “Female*High working with the public*Age” in Table 3.6 are

negative and statistically significant. The coefficient -0.01 in Column 5 means that a

one-year increase in age would increase the gender wage gap more by 0.1% in jobs

with a high direct contact with customers versus low for non-college graduates. This

indicates that for non-college graduates, from the perspective that perceived beauty-

related discrimination explains the gender wage gap, the discrimination might come

from customers. The coefficients on the interaction terms of other three indices are

small and insignificant, indicating that under the explanation of the perceived beauty-

related discrimination towards older females without a college degree for the gender

wage gap, the source of the discrimination might not be coworkers.

These results show that the impact of customer contact levels on the gender wage

gap trend is concentrated on non-college graduates. If beauty discrimination is the

explanation, this implies that beauty related discrimination is relevant for lower-skill

population but not higher. This is consistent with the wide search theory for high-skill

jobs in Kuhn (2014).

3.4.4 Robustness check with quadratic age term

All the previous analysis are based on using only a linear term for age, constraining

the gender wage gap trend to be linear. It is worth noting that the shape of the trend

is not necessarily linear. I check the robustness of the results by expanding the base

model to include the quadratic age term. Table 3.7 presents the results. Since the

results with quadratic age is hard to explain, I present the corresponding margins by

gender for both low contact jobs and high contact jobs for several age values in Table

3.8. It shows that high contact jobs on average the gender wage gaps grows faster

but the differences are insignificant, which is consistent with the results of regressions

with only linear age term.

Figure 2 illustrates the quadratic results by graphing the predicted gender wage
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gap by contact level. The shape of the gender wage gap trend with quadratic age in

Figure 2 looks pretty linear and similar to the predicted gender wage gap with linear

age term in Figure 1. This shows that the results are robust when extending the model

to include quadratic age term.

3.5 Conclusion

In this paper, I use the U.S. Current Population Survey (CPS) 2010-2019 and O*NET

to compare and document the difference in the pattern of the gender wage gap trend

over age between jobs with different levels and types of contact. I find that the gen-

der wage gap in jobs with more interaction with others grows faster than jobs with

less interaction, but the difference is statistically insignificant. For the four compo-

nents of the contact index, the gender wage gap in jobs with more interaction with

customers grows faster than that in jobs with less customer interaction and the re-

sult is statistically significant, while jobs with more indirect contact with customer

or both direct and indirect contact with coworkers do not see this pattern. I believe

perceived beauty-related discrimination fits these patterns. And my results suggest

that customers are the source of the beauty discrimination and in-person contact mat-

ters more. Comparing between college graduates and non-college graduates, I find

that the gender wage gap grows faster in jobs with more contact among non-college

graduates, but the result is insignificant.

There are several caveats in my analysis. I am able to measure contact but I cannot

directly measure beauty or beauty-related discrimination. Though I do believe that

customer beauty-related discrimination is a likely explanation for my results, I cannot

prove this directly. In addition, the composition of people that select into high contact

jobs might be different from those that select into low contact jobs across age. For

example, it might be the case that high contact jobs where older females work are more

likely to be jobs with relatively low wage, such as sales or service occupations, while

high contact jobs where older males work are more likely to be jobs with relatively

high wage, such as managers or chief executives, which would weaken the results.
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3.6 Tables
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Table 3.2: Effects of Interpersonal Contact on the Widening of the Gender Wage
Gap with Age
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Table 3.3: Effects of Different Types of Interpersonal Contact on the Widening of
the Gender Wage Gap with Age
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Table 3.4: Comparative Analysis on Effects of Interpersonal Contact on the Widen-
ing of the Gender Wage Gap with Age (College Graduates versus Non-Graduates)
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Table 3.5: Comparative Analysis of Effects of Different Types of Interpersonal Con-
tact on the Widening of the Gender Wage Gap with Age (College Graduates)
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Table 3.6: Comparative Analysis of Effects of Different Types of Interpersonal Con-
tact on the Widening of the Gender Wage Gap with Age (Non-college Graduates)
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Table 3.7: Effects of Interpersonal Contact on the Widening of the Gender Wage
Gap with Age (Quadratic)
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Table 3.8: Gender Wage Margins by Contact Level at Ages
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Figure 3.1: Linear Prediction of the Wage Gap Trends
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Figure 3.2: Quadratic Prediction of the Wage Gap Trends
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3.7 Appendix. Additional Tables and Figures

Table 3.A1: A Summary of the Job Contact Indices
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Table 3.A3: Effects of Interpersonal Contact on the Widening of the Gender Wage
Gap with Age (Cohort)
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Figure 3.A1: Contact Index Distribution
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Figure 3.A2: Working with the Public Distribution
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Figure 3.A3: Communication with Customers Distribution
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Figure 3.A4: Communication with Coworkers Distribution
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Figure 3.A5: Face-to-face Discussion Distribution
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