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Dissertation Director : Dr. Yao Zhao

This dissertation consists of three essays. The first essay examines on auction design and the last two essays apply sentiment analysis methodologies on big data. The first paper of my dissertation examines the auction design with negative externality and its impact on the optimal mechanism design. In light of previous studies, our research shows that auctioning a good may impact the seller’s payoff and those who lose the object. We simplify the potential mechanism by depriving buyers of their right to absolute non-participation. Our characterizations are thus tailored towards understanding bidders’ type space, and the information structure of single-object auctions with negative externality’s set up.

The second paper of my dissertation aims to predict helpful reviews on Amazon Fashion products and identify the most frequent terms in such reviews. We
choose features from topics using the latent Dirichlet allocation (LDA) model and topics plus Bi-grams using the TF-IDF vectorizer. We then use the features to enhance the performance of support vector machine (SVM) classifier to predict the helpfulness of reviews. The research is performed on a large corpus of Amazon fashion reviews. We find that reviews gets more votes when they are more specific regarding quality of product and return experience.

The third essay of my dissertation is motivated by tweets on COVID-19 and the retweeting behavior. Our research objective is to predict tweet's popularity based on the volume of retweets regardless of the user's followers. We examine the features selection, including (i) topics by using LDA, (ii) N-grams by using TF-IDF vectorizer, and (iii) topics plus Bi-grams TF-IDF vectorizer. We use the extracted features on Random Forest (RF) classifier, SVM classifier, and Logistic Regression (LR) classifier. We find that RF has the highest accuracy for predicting the volume of retweets by particularly using topics plus Bi-grams TF-IDF vectorizer.
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Chapter 1

Introduction

Online retail sales have steadily increased from 13.2% in 2017 to 14.14% in 2018 and 16% in 2019. An extensive variety of available products and, fast and free shipping options are the main reasons for the growth of online shopping. This growth, however, leads to some difficulties. Despite all the efforts of online retailers (ORs) to facilitate online shopping, consumers are still confronted with a few problems while making online purchases. The biggest predicament is that consumers are unable to try products firsthand and learn about them before making a purchase. Since the product’s quality is not determined until consumers receive it, returning online purchases is quite a common phenomenon.

To maintain a convenient shopping and return experience, many ORs have started to invest in opening physical stores to facilitate online shopping and decrease the hassle for customers. Additionally, some ORs have begun acquiring other retailers in their industry via auctions to expand their market share in different channels, which influences the seller’s and other bidders’ payoff, as explained in my first essay.

In my first essay, we study the auction design with negative externality, wherein the buyers’ externalities influence the seller’s payoff. Our study is motivated by Amazon’s acquisition of Whole Foods and its effects on other groceries’ operations². When Amazon made an offer to buy Whole Foods, other potential competitors, including Walmart, Kroger, and delivery companies, started to make bids for it as well³. There were three different types of bidders in the auction: aggressive buyers, like Amazon that was willing to bid at higher price to win the object; strategic buyers, like Walmart that was willing to bid at certain price by considering certain constrains regarding its strategy; and potential growth buyers, like delivery companies that were willing to bid to extend their business with respect to their budget. The bidder relieve their information and their type space to the seller based on their strategy of acquiring the object. Each bidder has certain value for the object and they do not relieve their true value to the seller but they are aware of the negative externality that other bidder might cause for them.

The winner can significantly increase its benefit by revealing its identity and harming the loser. Therefore, the seller should identify its actual value in the decision mechanism, and the optimal information structure should be intended on promote the best bid, which may not necessarily be the highest price. We simplified the potential mechanism by depriving buyers of their right to absolute non-participation. The objective of our study is to help the seller identify an optimal mechanism. Our characterizations are tailored towards understanding the bidders’ type space, and the information structure of a single-object auction

with negative externalities' set up. We show that if the negative externalities created by the sale are higher than the seller's payoff, then the seller is better off not auctioning the object away.

In the second essay of my dissertation, we discuss the importance of reviews' helpfulness for future purchases from the perspectives of both consumers and retailers. Our research is motivated by Amazon's voting system for reviews, wherein the helpful reviews are defined as those with more than three helpful votes. We aim to predict helpful reviews and investigate the most frequent terms in such reviews. We select features from topics by using latent Dirichlet allocation (LDA) model and topics plus bi-grams by using term frequency-inverse document frequency (TF-IDF) analysis to obtain consumers' feelings, expressed through helpful and non-helpful reviews. We then use the features to enhance the performance of the support vector machine (SVM) classifier to predict the reviews' helpfulness. We demonstrate our model's performance in prediction accuracy by comparing the two categories of features on SVM model. The models are applied to a large corpus of Amazon fashion review text bodies and they predict the helpfulness of reviews using sentiment analysis techniques. For both approaches, we assess the performance impact of creating a training set that includes not only the rating system (i.e., one to 5-star reviews), but also votes on the helpfulness of reviews. Moreover, using an available data set of Amazon fashion reviews, for each iteration, we perform classification experiments on samples from different product categories.

This method tends to be more accurate than other methods since we train the classifier using real-world data sets. Furthermore, we use a test set to determine
the accuracy of the system and applied cross-validation to validate the results. Moreover, we seek to identify the most frequent terms in helpful reviews with respect to polarity of reviews. Furthermore, we aim to understand the possible reasons of getting more votes on the reviews. We examine whether the length of reviews has an impact on its helpfulness. We find that longer reviews are not considered to be as helpful from consumers’ perspective on fashion field. Consumers are more likely to trust and vote for reviews that explain the quality of the product and, in case of a misfit product, the return experience.

In the third and the last essay of my dissertation, we examine the tweets related to COVID-19 pandemic and the importance of the spread of content of the tweet during the pandemic. In this study, we aim to predict the popularity of tweets based on the volume of retweets. We categorize the dataset into popular tweets with higher than 136 times retweets or equal to 136 times retweets and non-popular tweets with less than 136 times retweets. We use the topics analysis by LDA for the short text and add co-occurrence terms of network by using TF-IDF vectorizer to extract the features and obtain users’ feeling and information related to pandemic. Furthermore, we compare the different category of features such as (i) topics analysis (by using LDA), (ii) n-grams analysis (by using TF-IDF vectorizer) including; uni-gram TF-IDF vectorizer, bi-grams TF-IDF vectorizer, and tri-grams TF-IDF vectorizer, and (iii) topics plus bi-grams TF-IDF vectorizer. We applied the aforementioned categories of features on three supervised machine learning algorithms including Random Forest (RF), Support Vector Machine (SVM), and Logistic Regression (LR). We find that RF has the highest accuracy compared
to other classifier and also among all the features, topics analysis plus bi-grams TF-IDF vectorizer improves the accuracy of classifier significantly. We check the validation of our models by using cross-validation with five-folds and compare the results. The performance of models are also checked by using Receiver Operating Characteristics (ROC) with cross-validation. Moreover, in terms of exploratory analysis, we find that United States is the most active country on the Twitter during the pandemic, and the popular hashtag is still coronavirus beside all the other events that occurred during pandemic.
Chapter 2

Auction involving Externalities

2.1 Introduction

Nowadays, store chains and Brick and Mortar Retailers (B&MRs) are facing several challenges to maintain their market share and compete with online retailers (ORs). B&MR are trying to make strategic alliances by joining big and well-known competitors in the online channel or physical stores. Improving the efficiency of operation, and capturing new consumers are some of the main reasons for retailers to cite acquisitions. The goal of increasing sales among stronger competitors with strategic behavior raises several challenges for the retailers to acquire their competitor. Therefore, the problem of allocating limited resources among strategic users with private information is often addressed through the framework of auctions or mechanism design. In our case, the more influential retailer as a seller is the limited strategic resource among the weaker retailers as buyers who want to maximize their firms’ values and gain a competitive edge in their industry field by getting an object. Therefore, buyers compete to acquire the object by considering their value on the object and the seller’s value on the object. For instance, Target
acquired Shipt to improve the efficiency of their delivery service \(^1\), and Walmart bought jet.com to capture consumers who are willing to purchase directly online\(^2\).

There is a large body of literature on mechanism design, and specifically on auction design that is restricted to modeling uncertainty by a single parameter for the public good, or several private goods by considering the quantity. In line with previous research by Jehiel et al. (1999), there is a possibility that auctioned goods might have an influence on the auction's participants who did not win the auction, and the outcome of the auction affects their future business.

There are several examples of this situation in the real world, such as changes of ownership in competitive markets, the patent sale, and several cases like that. In order to avoid negative externalities, many bidders overpaid for an auctioned good, which conclude to the winner curse problem. The negative externality hypothesis generally shows that bidders are not only willing to pay in an auction because of their value toward the object, but also to reduce the negative externality (e.g., Jehiel and Moldovanu (1996); Jehiel et al. (1999)).

Our case study highlights the consequences of Amazon’s Whole Foods acquisition on payoffs for the winner by itself and other bidders. Amazon.com Inc announced it would acquire grocery store chain Whole Foods Market for $13.7 billion in 2017 \(^3\). In 2017, Amazon made an offer to buy Whole Foods, and other potential competitors decided to make a bid for it as well. Some of the buyers wanted to raise the price for the powerful bidder. The buyers in Whole Foods acquisition were including: Walmart, Kroger, Small chains (many regional players are privately

\(^1\)“Why Target bought delivery startup Shipt” digitalcommerce360 March 20, 2018.

\(^2\)“Walmart’s acquisition of Jet.com ...”businessinsider June 13, 2019.

\(^3\)“Amazon is buying Whole Foods for $13.7 billion” CNN June 16, 2017.
held and buying Whole Foods could give them a more national profile like Wegmans and Trader Joe’s), Foreign chains, Target, Costco, Sprouts, and Delivery companies. Buyers do not necessarily have beliefs about their own or other buyer’s values. The winner can increase its benefit significantly in the long run, which harms other buyer’s payoff. In the case of Amazon’s acquisition of Whole Foods, the winner can influence the market share and change the grocery operations. The purpose of this paper is to examine that the seller’s profit can be influenced by the externalities that the winner causes on other bidders.

Furthermore, the bid has also impact on the auction design and it can influence the valuation of rival buyers. In previous research, there is a framework where buyers have private information on the externalities they cause to others, and they assumed these externalities do not depend on the loser’s identity. Our paper contributed to the previous researches by considering the seller’s problem with the externalities that the winner causes on other’s outcomes. This study organized as follows: we give a background about auction theory with externalities in §2.2, and we introduce our model in §2.3. In §2.3, we have three subsections that start with research question in §2.3.1, follows with §2.3.2, and ends with §2.3.3. We have the analysis of a special case in §2.4, and continue with the question on will various symmetries help? in §2.5. We have a case study analysis in section §2.6, and we have the conclusion at §2.7. The proofs are provided on Appendix.

4“Could there be a bidding war for Whole Foods?” CNN June 19, 2017.
2.2 Literature Review

A large body of literature related to auction theory is on developing different models to explain the bidder values. The private values model explains that each bidder has a private value for the object and does not impact other bidders' value. The popular value model explains that all the bidders can have the same value for the object, but they do not share information about it before the sale. Moreover, some models have a combination of private and common models as an especial case. In all of these cases, they consider the mechanisms that maximize seller's profit as an optimal mechanism. Our research contributes to two streams of literature: (i) auction design, particularly the growing literature on the effect of payoff function on the outcome of market by having the externality, (ii) single object auction model. In our research, we seek to link the seller's optimal payoff models in economics literature to the literature related to the models of negative externalities. Therefore, in our framework, the buyers have valuations for getting the item, and they also have negative externality valuations when losing the item to their competitors.

Existing literature concerning the auction theory concentrated mostly on the case where the item being auctioned is valuable only to the bidder who possesses it. Many papers proposed models regarding to the information rather than the payoff structure; see, e.g., Riley and Samuelson (1981), Myerson (1981), and Milgrom and Weber (1982). Early research related to auction theory can be found in McAfee and McMillan (1987); Rothkopf and Harstad (1994); Wilson (1992). Lorentziadis (2016) has the main contribution in bidding from a game theory perspective by...
highlighting the impact of auction theory in practice.

Maskin and Riley (2000) studied on pure strategy equilibrium in the auction where buyers with lower values and higher bids can participate in a Vickrey auction. Krishna (2009) explained the bidder with lower values are forced to bid higher to stay in the competition compared to the bidders with higher values. In our case study, Amazon is considered as a powerful bidder (i.e., the bidder with a higher value), therefore, the powerful bidder bids more aggressively when he competes against a strong opponent rather than a weak one. In this literature, each buyer perceives all other buyers as direct competitors, which brings the specific stream of research named models with externalities.

To the best of our knowledge, Jehiel and Moldovanu (1996) pioneered the consideration of different payoffs to buyers when the identity of the auction winner changes. In the initial study, they studied the complete-information case involving negative externalities and an incomplete-information case in which buyers have private information on the externalities they cause to others. In a study complementary to the latter case, Jehiel et al. (1999) allowed players to have private information on the payoff to itself when the item is in either seller or any other's possession. Here, Jehiel and Moldovanu (1996); Jehiel et al. (1999) seemed to have equated minimizing buyers' surpluses with maximizing the seller's revenue.

Aseff and Chade (2008) focused on the case of two units, positive externalities, and buyers' payoff functions that are recognized in types and externality parameters. Varma (2002) also considered the type of externalities and examined each buyer's equilibrium willingness to pay depends on the identities of her opponents. Ettinger
(2003) studied a case where the loser of the auction is sensitive about the winner’s bid.

The second research stream is related to single object auction, which is the vast body of literature in auction theory design literature. Varma (2002) considered an auction for a single individual object, and found the buyer’s payoffs depend on the winner’s identity in a single-good environment. Furthermore, Varma and Lopomo (2010) examined both dynamic and sealed-bid auctions and their bidding behavior when the winner reveals the information at a single object auction. Papadimitriou and Pierrakos (2011) studied the optimal auction design under incentive-compatible constrain by focusing on single-item auction. The most recent research is conducted by Bei et al. (2019) where the problem of revenue maximization in the single-item auction is examined within the robust framework. They find that by increasing the number of bidders, the optimal auction’s format does not have a significant impact in a single-item auction.

Common features of all these studies are that the dominant strategy in auction design is implementable, and maximizes the payoff for the seller by giving away the single object to the winner, whether there is a negative externality or not. We provide a characterization of auction design in which the optimal welfare is influenced by bidding strategy and all bidders’ types, and the negative externalities of losers affect the seller’s payoff.
2.3 The Model

2.3.1 Research Questions

Most of the existing literature has addressed the question of payoff gains from acquisitions. Many researchers defined several possible scenarios that would occur if a firm is affected by competitor’s acquisition and how bidders would behave when they enter to an auction and how they end up having the item while they overpaid for it. This ambiguity happens because of two situations; firstly, the bidder is not aware of other existing bidders, and their willingness to buy the item, so the bidder has to avoid the cost of losing the object.

Therefore, the bidder tries to acquire the item, since losing the item is even more costly and brings negative externalities. Secondly, the bidder knows the value of the acquisition for herself and other potential competitors, which can change the type of industry or bring negative externalities for other bidders.

To fix the idea, consider the following example related to Amazon’s acquisition of Whole Foods when Amazon convinced Whole Foods not to involve other bidders in $13.7 billion cash. Furthermore, there is another example with same situation where Versace also was sold to United State label Michael Kors for $2 billion. The difference between these two examples is, in the former example, the industry type changed by involving online channels into the food industry, while in the second example, they expended the size of their market share by adding more brands in their company. In this research, we examine the appropriate answer for the following question: how can the seller auction off the item to a group of
interested buyers to have an optimal welfare? The most critical challenge the auctioneer faces is: not being certain about the value of the buyers for an item, which describes how much they are willing to pay for an item, and how much they are willing to share their information for the sellers and other buyers.

Therefore, the decision mechanism needs to enforce the buyers to share reliable information in order to have optimal welfare. The optimization problem, in this case, is more complicated since it is not clear how rational bidders will play. Previous researches cope with this uncertainty of how buyers play by considering mechanisms where rational bidders are willing to tell the seller their complete type. Such mechanisms are considered to be incentive compatible (IC), where the bidder share their true type regardless of other bidders’ type. We have this constraint in our model, and we explain it in detail in the following sections.

Furthermore, even after restricting the research space to IC auctions, it is still a very difficult problem to solve if no prior is known over the bidder’s types. There are many solutions in the literature by adopting a Bayesian viewpoint, considering that a prior does exist and is known for both the seller and the buyers, and targeting the optimal expected welfare. Myerson (1981) studied how to capture an optimal revenue by considering the case where bidders are single-dimensional. Although after Myerson’s work, a large proportion of literature studied about multi-dimensional problem (i.e., the setting where the bidders may have different values for the item), we are still far from an optimal mechanism.

Our focus on this work is to fill this important gap in the mechanism design literature by analyzing a special case and studying various symmetries on our
model to examine how it helps. Given that our study is filling the gap in optimal mechanism design, we examine how traditional auction differs from our design and whether it still works.

2.3.2 Basic Setup

Designate the seller as player 0 and the buyers as players 1 to n. For player \( i = 0, 1, ..., n \), the reward to her will be \( v^i_j \) when it is player \( j = 0, 1, ..., n \) that wins the item. Note player 0 winning the item just means that the item has not been auctioned away. If buyer \( i \) pays the seller \( x \) and the item is won by player \( j \), she will obtain payoff

\[
v^i_j - x. \tag{2.1}
\]

If the buyers’ payments to the seller forms a vector \( x \equiv (x^i)_{i=1,...,n} \) and the item is eventually won by player \( j \), the seller will obtain payoff

\[
v^0_j + \sum_{i=1}^{n} x^i. \tag{2.2}
\]

There is a subset \( \mathcal{V} \) of \( \mathbb{R}^{(n+1)\times(n+1)} \) that contains all possible payoff profiles. The space \( \mathcal{V} \) describes the auction’s payoff structure. If every \( v^i_j = 0 \) for every \( \mathbf{v} \equiv (v^i_j)_{i,j=0,1,...,n} \in \mathcal{V} \), we would have reverted back to the traditional case without externalities. As for information structure, we can have many varieties to choose from, just like in the case of the traditional auction. When every player \( i = 1, ..., n \) submits her bid \( x_i \), the vector \( x \equiv (x^i)_{i=1,...,n} \) is the basis on which player 0 will make decisions. Regardless, we can let \( \mathcal{T}_i \) be each player \( i \)’s private type space,
and let $T_{n+1}$ be the space that take care of residual valuation uncertainties left uncovered by all players’ private information. For convenience, let $T \equiv \prod_{i=0}^{n} T_i$ be the space of all type profiles. When $t \equiv (t_i)_{i=0,1,...,n} \in T$ and $t_{n+1} \in T_{n+1}$ are given, we suppose players’ valuations of the item is given by some $\tilde{V}(t, t_{n+1}) \equiv (\tilde{v}_j(t, t_{n+1}))_{i,j=0,1,...,n}$, where $\tilde{V}$ is a mapping from $T \times T_{n+1}$ to $\mathbb{R}^{(n+1) \times (n+1)} \cup \{\infty\}$ where $\infty$ is an $(n+1) \times (n+1)$-dimensional vector whose every component is the one-dimensional $\infty$.

If no player knows anything, $T$ would contain just one default point say $\bar{t} \equiv (\bar{t}_i)_{i=0,1,...,n}$. When players’ combined knowledge can always pinpoint their entire payoff profile, $T_{n+1}$ would contain one default point $\bar{t}_{n+1}$. In the case of complete information, we can further equate every $T_i$ with $\mathcal{V}$ and let $V(t, \bar{t}_{n+1})$ be any $t_i$ when $t_1 = t_2 = \cdots = t_n$ while $\infty$ when some $t_i \neq t_j$.

Without loss of generality, we restrict attention to revelation mechanisms in which every buyer $i$ reports to the seller her true type $t_i$. Then, when it comes the turn for the seller to make her decision, she would have learned the entire type profile $t \equiv (t_i)_{i=0,1,...,n}$. Let

$$\Delta_n \equiv \left\{ p \equiv (p_j)_{j=1,...,n} \in [0,1]^n : \sum_{j=1}^{n} p_j \leq 1 \right\}. \quad (2.3)$$

It can be treated as the space of all probabilistic assignments of the item to buyers. The seller’s decision can be summarized as some $(p, x)$, where $p$ is a mapping from $T$ to $\Delta_n$ and $x \equiv (x^i)_{i=1,...,n}$ a mapping from $T$ to $\mathbb{R}^n$. Given any type profile $t \in T$, the probabilistic-assignment vector $p(t) \equiv (p_j(t))_{j=1,...,n}$ would contain the
chances that the item is to be given to buyers $j$; also, $p_0(t) \equiv 1 - \sum_{j=1}^{n} p_j(t)$ would be the chance that the seller is to keep the item; in addition, the payment vector $x(t) \equiv (x^i(t))_{i=1,...,n}$ would contain the payments that buyer $i$ must make to the seller.

Compared to Jehiel and Moldovanu (1996) and Jehiel et al. (1999), we have simplified the potential mechanism by depriving buyers of their rights to absolute non-participation. Note the “external options” afforded by a buyer’s non-participation, even it is strictly enforced, amount to the item being assigned to other buyers or left with the seller. These are describable by the probabilistic assignments $p$ already. Also, we believe a buyer has ample opportunity to signal to the seller her unwillingness to participate so actively that it can rarely be non-binding in real life.

For instance, in a traditional first-price or second-price auction where the seller retains the right to keep the item, a buyer who does not feel like to participate could bid $\$1$ billion below her valuation. If she still ends up with the item plus the nearly $\$1$ billion compensation, it is a pure reflection of others’ equal unwillingness as well as the seller’s utter disgust against the item. To this buyer, however, there seems to be hardly any loss. Of course, the revelation principle has relieved us of the task to explicitly model the mappings from buyers’ types to their signals.

Suppose the seller adopts some decision mechanism $(p, x)$. Then according to (2.1), by reporting her type as $s$, a buyer $i$ with private type $t_i$ will face the following expected payoff when other players together report truthfully their type
profile $t_{-i} \equiv (t_j)_{j \neq i} \in \mathcal{T}_{-i} \equiv \prod_{j \neq i} T_j$:

$$u^i(s_i, t_i, t_{-i}; p, x) \equiv \sum_{j=0}^{n} p_j(s_i, t_{-i}) \cdot \tilde{v}^i_j(t_i, t_{-i}) - x^i(s_i, t_{-i}). \quad (2.4)$$

If all buyers report their types truthfully, the seller’s expected payoff under each type profile $t \in \mathcal{T}$ would follow from (2.2) to be

$$u^0(t; p, x) \equiv \sum_{j=0}^{n} p_j(t) \cdot \tilde{v}^0_j(t) + \sum_{i=1}^{n} x^i(t). \quad (2.5)$$

Given any payoff structure $\mathcal{V}$ and information structure, our job is to find a mechanism $(p, x)$ that optimizes the seller’s expected payoff while ensuring all buyers’ incentive compatibility.

A simpler case is when for $i = 1, ..., n$, we fix $t_{i0}(x) = x_ip_i(x)$ whereas $t_{ij}(x) = 0$ for $j = 1, ..., i-1$. This is the case where each $x_i$ is the payment to be made by player $i$ to player $0$, and no other side payments are involved. With this simplification, the only decision that player 0 has to make is the winner assignment mapping $p : \mathbb{R}^n \rightarrow \Delta_{n+1}$. Because of our more complicated payoff structure, this can already be regarded as a generalization to the traditional first-price auction.

For some value vector $v \equiv (v_i)_{i=0,1,...,n}$, our setup can be reduced to the latter by letting $v^i_i = v_i$ and $v^i_j = 0$ for $i \neq j$.

2.3.3 Information Structure

We suppose each private-type space $\mathcal{T}_i$ is a multi-dimensional interval $[\underline{t}_i, \overline{t}_i]$ in some $\mathbb{R}^{d_i}$. For convenience, let $t = (t_i)_{i=1}^n$ and $\bar{t} = (\overline{t}_i)_{i=1}^n$. Now $\mathcal{T} = \prod_{i=1}^{n} \mathcal{T}_i$. 

is just the interval \([t, \bar{t}]\). We can also define \(t_{-i}\) and \(\bar{t}_{-i}\) and equate \([t_{-i}, \bar{t}_{-i}]\) with \(T_{-i}\). The valuation-matrix space \(\mathcal{V}\) can be understood as the range space of the mapping \(\tilde{V}\) from \([t, \bar{t}]\) to \(\mathbb{R}^{(n+1) \times (n+1)}\):

\[
\mathcal{V} \equiv \left\{ \tilde{V}(t) \in \mathbb{R}^{(n+1) \times (n+1)} : t \in [t, \bar{t}] \right\}.
\] (2.6)

Let there be a strictly positive and continuous probability density function (pdf) \(f\) on the space \([t, \bar{t}]\). For each \(i = 1, \ldots, n\), we can define the marginal pdf \(f_i\) as

\[
f_i(t_i) \equiv \int_{[t_{-i}, \bar{t}_{-i}]} dt_{-i} \cdot f(t_i, t_{-i}), \quad \forall t_i \in [t_i, \bar{t}_i].
\] (2.7)

We can also define the conditional pdf \(f_{-i}(\cdot, \cdot|\cdot)\) as in

\[
f_{-i}(t_{-i}|t_i) \equiv \frac{f(t_i, t_{-i})}{f_i(t_i)},
\] (2.8)

for every \(t_i \in [t_i, \bar{t}_i]\) and \(t_{-i} \in [t_{-i}, \bar{t}_{-i}]\). While in its incomplete-information form, the nuclear-weapons sales model of Jehiel and Moldovanu (1996), could be understood as the following particular case. Here, the seller possesses no prior private information and so we can let \(t \equiv (t)_{i=1,\ldots,n}\). In other words, the seller is indifferent of who owns the item, nor does the buyers derive pleasure or pain from her owning the item; therefore, \(\tilde{v}_0^0(t) = \tilde{v}_1^0(t) = \cdots = \tilde{v}_n^0(t) = \tilde{v}_{0}^1(t) = \cdots = \tilde{v}_{0}^n(t) = 0\). In addition, every buyer \(i\) knows and only knows her own valuation and the negative externality that her possession of the item would cause other buyers; hence, each \(t_i = (\pi_i, \alpha_i)\) and each \(\tilde{v}_i^j(t)\) is merely a function of
\( t_j \equiv (\pi_j, \alpha_j) \); it is equal to \( \pi_j \) when \( j = i \) and to \( -\alpha_j \) when \( j \neq i \). For \( n = 3 \), a matrix representation of the \( \tilde{v}^i_j(t) \)'s, with rows \( i \), columns \( j \), and \( t \equiv (t_1, t_2, t_3) \equiv ((\pi, \alpha_1), (\pi_2, \alpha_2), (\pi_3, \alpha_3)) \), is as follows:

\[
\begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & \pi_1 & -\alpha_2 & -\alpha_3 \\
0 & -\alpha_1 & \pi_2 & -\alpha_3 \\
0 & -\alpha_1 & -\alpha_2 & \pi_3
\end{pmatrix}
\]  \hspace{1cm} (2.9)

If the above could be considered as the case where buyers' information is "column-wise" here, then in the model of Jehiel et al. (1999), buyers' information became "row-wise".

Here, payoffs to the seller when the item is auctioned off to some buyer are reflected in a commonly known vector \((\bar{p}_j)_{j=1,...,n}\). For the type profile \( t \equiv (t_i)_{i=1,...,n} \equiv ((t^i_j)_{j=1,...,n})_{i=1,...,n} \) where each \( t^i_j \) is buyer \( i \)'s gain when buyer \( j \) gets the item. Again for \( n = 3 \), a matrix representation of the \( \tilde{v}^i_j(t) \)'s, with \( t \equiv (t_1, t_2, t_3) \equiv ((t^1_1, t^1_2, t^1_3), (t^2_1, t^2_2, t^2_3), (t^3_1, t^3_2, t^3_3)) \), is as follows:

\[
\begin{pmatrix}
0 & t^0_1 & t^0_2 & t^0_3 \\
0 & t^1_1 & t^1_2 & t^1_3 \\
0 & t^2_1 & t^2_2 & t^2_3 \\
0 & t^3_1 & t^3_2 & t^3_3
\end{pmatrix}
\]  \hspace{1cm} (2.10)

Suppose players operate under our general information structure while the seller adopts a mechanism \((p, x)\). Then, we can follow 2.4 to derive buyer \( i \)'s
expected gain $U^i(s_i, t_i; p, x)$ when she reports her type as $s_i$ while her actual type is $t_i$; it is equal to

$$
\int_{[t_i, \bar{t}_i]} dt_{-i} \cdot f^i_{-i}(t_{-i}|t_i) \cdot u^i(s_i, t_i, t_{-i}; p, x)
= \sum_{j=0}^n \int_{[t_i, \bar{t}_i]} dt_{-i} \cdot f^i_{-i}(t_{-i}|t_i) \cdot p_j(s_i, t_{-i}) \cdot \bar{v}^j_j(t_i, t_{-i})
- \int_{[t_i, \bar{t}_i]} dt_{-i} \cdot f^i_{-i}(t_{-i}|t_i) \cdot x^i(s_i, t_{-i}),
$$

(2.11)

where $f^i_{-i} (\cdot | \cdot)$ is defined through 2.7 and 2.8. Following 2.5, we can obtain the seller’s expected gain as in

$$
U^0(p, x) = \int_{[t_i, \bar{t}_i]} dt \cdot f_{0,1,...,n}(t) \cdot u^0(t; p, x)
= \sum_{j=0}^n \int_{[t_i, \bar{t}_i]} dt \cdot p_j(t) \cdot f_{0,1,...,n}(t) \cdot \bar{v}^0_j(t) + \sum_{i=1}^n \int_{[t_i, \bar{t}_i]} dt \cdot f_{0,1,...,n}(t) \cdot x^i(t).
$$

(2.12)

Using random-vector notation where each random $t_i$ is denoted as $\Theta_i$, we may simplify 2.11 and 2.12, respectively, into

$$
U^i(s_i, t_i; p, x) = \sum_{j=0}^n \mathbb{E} [p_j(s_i, \Theta_{-i}) \cdot \bar{v}^j_j(t_i, \Theta_{-i})|t_i] - \mathbb{E} [x^i(s_i, \Theta_{-i})|t_i],
$$

(2.13)

for $i = 1, ..., n$, and

$$
U^0(p, x) = \sum_{j=0}^n \mathbb{E} [p_j(\Theta) \cdot \bar{v}^0_j(\Theta)] + \sum_{i=1}^n \mathbb{E} [x^i(\Theta)].
$$

(2.14)

Our objective is to help the seller identify a mechanism $(p, x)$ that would maximize $U^0(p, x)$ while maintaining that for every $i = 1, ..., n$ and every $t_i \in [t_i, \bar{t}_i]$,

$$
U^i(s_i, t_i; p, x) \leq U^0(p, x).
$$

(2.15)
From 2.13 and 2.15, we see that $S^i(t_i; p, x)$ is equal to

$$\sup \left\{ \sum_{j=0}^{n} \mathbb{E} \left[ p_j(s_i, \Theta_{-i}) \cdot \tilde{v}^i_j(t_i, \Theta_{-i}) | t_i \right] - \mathbb{E} \left[ x^i(s_i, \Theta_{-i}) | t_i \right] : s_i \in [t_i, \bar{t}_i] \right\}.$$  \hspace{1cm} (2.16)

### 2.4 Analysis of a Special Case

We consider the special case is where all the random vectors $\Theta_1, ..., \Theta_n$ are independent of each other. From 2.13, we can see that $U^i$’s dependence on $x^i$ would only be through $y^i$ where $y^i(s_i) \equiv \mathbb{E}[x^i(s_i, \Theta_{-i})]$. That is, buyer $i$’s utility would depend on the payment rule applied to herself only through the average around her own reporting. Just because $\tilde{v}^i_j$ depends on $t_{-i}$ as well as $t_i$, the notion of $q_j(s_i) \equiv \mathbb{E}[p_j(s_i, \Theta_{-i})]$ would not be much of a use here.

Furthermore, suppose every $\tilde{v}^i_j$ for $i = 1, ..., n$ satisfies

$$\tilde{v}^i_j(t_i, t_{-i}) = \langle \tilde{a}^i_{ji}(t_{-i}), t_i \rangle + \tilde{b}^i_j(t_{-i}),$$  \hspace{1cm} (2.17)

where $\tilde{a}^i_{ji}$ is continuous mapping from $[t_{-i}, \bar{t}_{-i}]$ to $\mathbb{R}^{d_i}$ and $\tilde{b}^i_j$ a continuous mapping from the same domain to $\mathbb{R}$. Here, every buyer $i$’s valuation of the item is affine in her own type $t_i$. We still allow the coefficients involved in the affine form to depend on the identity $j$ of the player who obtains the item and the other-buyer type $t_{-i}$. A further special case of this occurs when each $\tilde{a}^i_{ji}(t_{-i}) = \tilde{a}^i_{ji}$ and each $\tilde{b}^i_j(t_{-i}) = \sum_{k \neq i} \langle \tilde{a}^i_{jk}, t_k \rangle + \tilde{b}^i_j$ for fixed appropriate-dimensional vectors $\tilde{a}^i_{jk}$ and
fixed scalars $\tilde{b}^i_j$. If so, 2.17 would become, for $i \neq 0$,

$$\tilde{v}^i_j(t) = \sum_{k=1}^{n} \langle \tilde{a}^i_{jk}, t_k \rangle + \tilde{b}^i_j. \quad (2.18)$$

This reflects that all players’ types contribute to a player’s valuation in linear fashions. In Jehiel and Moldovanu (1996), only the $\tilde{b}^i_{jj}$’s are nonzero; whereas, Jehiel et al. (1999), only the $\tilde{b}^i_{ji}$’s are.

Plugging 2.17 into 2.13 while noting the independence, we have

$$U^i(s_i, t_i; p, x) = \langle V^i(s_i; p), t_i \rangle - W^i(s_i; p, x^i), \quad (2.19)$$

where

$$V^i(s_i; p) \equiv \sum_{j=0}^{n} \mathbb{E} \left[ p_j(s_i, \Theta_{-i}) \cdot \tilde{a}^i_{ij}(\Theta_{-i}) \right], \quad (2.20)$$

and

$$W^i(s_i; p, x^i) \equiv \mathbb{E} \left[ x^i(s_i, \Theta_{-i}) \right] - \sum_{j=0}^{n} \mathbb{E} \left[ p_j(s_i, \Theta_{-i}) \cdot \tilde{b}^i_{ij}(\Theta_{-i}) \right]. \quad (2.21)$$

An exploitable feature of 2.19 is that the term $\langle V^i(s_i; p), t_i \rangle$, which captures the entirety of $U^i(s_i, t_i; p, x)$’s $t_i$-dependency, is independent of the payment rule $x$ while being linear and hence convex in $t_i$. Let $S^i(t_i; p, x)$ be buyer $i$’s surplus at type $t_i$ when she tells the truth under a mechanism $(p, x)$. Due to 2.15,

$$S^i(t_i; p, x) \equiv U^i(t_i, t_i; p, x) = \sup \{ U^i(s_i, t_i; p, x) : s_i \in [t_i, \bar{t}_i] \}. \quad (2.22)$$
According to Proposition 1 of Krishna and Maenner (2001), \( S^i(t; p, x) \) will be a convex function of \( t \) and its value will be determined by \( p \) alone up to an additive constant; hence, \( S^i(\cdot; p, y^i) \) has a \( y^i \)-independent sub-differential say \( \partial S^i(t_i; p) \) at any \( t_i \). From 2.19,

\[
\frac{\partial U^i(s_i; t_i; p, y^i)}{\partial t_i} = Q^i(s_i; p). \tag{2.23}
\]

By the envelope theorem, \( Q^i(s_i^*(t; p, y^i); p) \in \partial S^i(t_i; p) \). By 2.15,

\[ S^i(t_i; p, y^i) = U^i(t_i, t_i; p, y^i) \quad \text{and hence} \quad s_i^*(t_i; p, y^i) = t_i, \tag{2.24} \]

Thus, \( Q^i(t_i; p) \in \partial S^i(t_i; p) \). While revisiting 2.27,

\[
S^i(t_i; p, y^i) = \langle Q^i(t_i; p), t_i \rangle + \sum_{j=0}^{n} \mathbb{E} \left[ p_j(t_i, \Theta_{-i}) \cdot \tilde{b}'_j(\Theta_{-i}) \right] - y^i(t_i). \tag{2.25}
\]

When 2.20 is viewed in combination with 2.27 to 2.25, we see that the payment function \( y^i \) is completely determined by \( y^i(t_i) \) and the allocation rule \( p \). Note the seller aims at maximizing 2.14. Tapping into Krishna and Maenner (2001), again, we see have the following theorem.

**Theorem 1** We assume for each player \( i \), the type \( \Theta_{-i} \) is convex, and \( S^i(t_i; p, y^i) \) is a convex function of \( t_i \). Therefore, the expected equilibrium utility function is convex in any incentive compatibility mechanism \( (p, y^i) \), therefore, for any smooth path \( r \) joining \( t_1 \) to \( t_2 \), where \( r \) is an arbitrary smooth path from \( t_i \) to \( t_i \), say the
straight one.

\[
S^i(t_i; p, y^i) = S^i(t_i; p, y^i) + \int_{t_i}^{t_i} \langle Q^i(s_i; p), dr(s_i) \rangle, \tag{2.26}
\]

where \(Q^i(s_i; p)\) is a subgradient of \(S^i\) at \(t_i\).

The equation 2.26 corresponds to the importance of \(Q^i(s_i; p)\) as a subgradient of a convex function \(S^i\). Therefore, we have the following proposition,

**Proposition 1** We explain the action for our mechanism \((p, y)\) where \(Q^i\) responses to conditional probability assignment functions. Therefore, we have incentive compatible constrain for buyer \(i\) if and only if the vector field \(Q^i\) is monotone for all \(t_i\).

\[
y^i(t_i) = \langle Q^i(t_i; p), t_i \rangle - S^i(t_i; p, y^i) + \sum_{j=0}^{n} \mathbb{E} \left[ p_j(t_i, \Theta_{-i}) \cdot \tilde{b}^i_j(\Theta_{-i}) \right]. \tag{2.27}
\]

where through 2.26.

The proposition 1 states that for incentive compatible mechanisms, the payment is determined by the type of buyer \(y^i(t_i)\). The validity of 2.26, regardless of the path \(r\) being chosen, just means that \(Q^i(\cdot; p)\) is conservative. Just because \(S^i(\cdot; p, y^i)\) is convex, we also have monotonicity on its derivatives; thus, for any \(t_i, t_i^{} \in [t_i, T_i]\),

\[
\langle t_i Q^i(t_1; p) - Q^2(t_2; p) \rangle \geq 0. \tag{2.28}
\]

Furthermore, by part 2.26, the payment and surplus of the lowest type \(y_i(t_i)\) and
describes the incentive compatible mechanisms, and the \( y'(t_i) \) is uniquely determined by \( y_i(t_i) \). Furthermore, we denote the vector \((y_1(t_1), \ldots, y_n(t_n))\) by \( y(t) \).

By considering negative externality case as \( \omega_i < 0 \) then the most risky problem for buyer \( i \) is when seller gives the object to one of \( i \)'s opponents. Therefore, we have

\[
\hat{y}_i(t_i) = \langle Q'(t_i; p), t_i \rangle - \omega_i \tag{2.29}
\]

Therefore, we have the following proposition;

**Proposition 2**  
In the mechanism design where every \( Q'(t_i; p) \), \( i \in I \), is monotone. Therefore, \( \hat{y}_i(t_i) \) is the optimal auction mechanism with probability assignment function \( p \).

Proposition 2 shows that in the case of negative externality, it is enough to check the participation constraint for the critical type. Furthermore, we have a special case for the seller's utility which is as follows:

\[
U^0(p, x) = \sum_{j=0}^{n} \tilde{a}_j^0 \cdot E[p_j(\Theta)] + \sum_{j=0}^{n} \sum_{k=0}^{n} E[p_j(\Theta) \cdot \langle \tilde{b}_0^j k, \Theta_k \rangle] + \sum_{i=1}^{n} E[x^i(\Theta)]. \tag{2.30}
\]

2.5 Will Various Symmetries Help?

Suppose all the \( T_i \)'s are the same \([t, \bar{t}] \subset \mathbb{R}^d\) for some dimension \( d \). When each \( t_{-i} \) is arranged in the fashion of \((t_{i+1}, \ldots, t_n, t_1, \ldots, t_{i-1})\), all the \( \tilde{a}_i^1 \) vector functions are the same \( \tilde{a}_1^1 \) and all the \( \tilde{b}_i^1 \) functions are the same \( \tilde{b}_1^1 \). When each \( t_{-i} \) is arranged in the fashion of all the \( \tilde{a}_i^j \) functions for \( i \neq j \) are the same \( \tilde{a}_2^1 \), all the \( \tilde{b}_j^1 \)
further symmetry, let $\Pi$ be the set of all $n!$ permutations of $\{1, 2, \ldots, n\}$. Also consider one-dimensional bidding strategies. After symmetry, suppose all buyers use a common bidding strategy $b(\cdot)$. This auction maximizes the seller’s expected payoff among all standard auctions with one dimensional bids.

Therefore, we define the function $\Pi$ for each permutation as follows:

$$ \Pi(b) := (b_1, \ldots, b_n) $$

for each $b \in R^N$. In this case, the seller cannot make the outcome depend on the identity of the buyers, because all buyers use the same bidding strategy. Therefore, by considering a standard bidding mechanism $(p, y_i)$, buyer $i$’s conditional payment $y^i(b_i)$ and probability assignment vector $(Q^i(b_i; p), t_i)$ for any bid $b_i \in [b, B]$ are defined by

$$ Y^i(b_i; p, y_i) \equiv y_i - \sum_{j=0}^{n} E \left[ p_j(b_i, \Theta_{-i}) \cdot \hat{b}_j^i(\Theta_{-i}) \right]. $$

and,

$$ Q^i(b_i; p) \equiv \sum_{j=0}^{n} E \left[ p_j(b_i, \Theta_{-i}) \cdot \hat{a}_j^i(\Theta_{-i}) \right], $$

By considering $(p, y_i)$ as an anonymous mechanism, and $b_i$ as a symmetric bidding strategy, we have $y_i \equiv y_1$ for all $i > 1$. Given that, the expected payment function is the same for all buyers. The following lemma also describes that the conditional probability assignment function is the same for all the buyers and all the bids $b_i$ for all the buyers $i$ have the same conditional probability of getting the object.
any \( i \in I, b \in [b, \bar{b}] \),

\[
Q_j^i(b) = \frac{1 - Q_0^i(b, p) - Q_j^i(b, p)}{n - 1}
\]

And,

\[
Q_j^i(b, p) \equiv Q_1^i(b, p)
\]

Therefore, the expected payment function is the same for all buyers. So buyers \( i \)'s expected utility is

\[
U^i(b_i; t_i; p, y^i) = \langle Q^i_j(b_i; p), t_i \rangle - Y^i(b_i; p, y^i)
\]  

(2.31)

when,

\[
U^i(b_i; t_i; p, y^i) = \langle Q^i_j(b_i; p), [v^i_i - \frac{1}{n - 1} \sum_{j \neq i} v^j_i]\rangle + (1 - Q^i_0(b_i; p)) \left[ \frac{1}{n - 1} \sum_{j \neq i} v^j_i \right] - Y^i(b_i; p, y^i)
\]

Since \( b \) is a symmetric bidding strategy and seller always will sell the object then \( Q^i_0(b_i; p) = 0 \). Therefore, we have ,

\[
U^i(b_i; t_i; p, y^i) = \langle Q^i_j(b_i; p), [v^i_i - \frac{1}{n - 1} \sum_{j \neq i} v^j_i]\rangle + \left[ \frac{1}{n - 1} \sum_{j \neq i} v^j_i \right] - Y^i(b_i; p, y^i)
\]

(2.32)

Because \( Q^i_0(b_i; p) = 0 \), and \( Q^i_j(b_i; p) = \frac{(1-Q^i_0(b_i; p))}{n-1} \) for all \( i \neq j \). Buyer’s \( i \) expected payoff is determined by the bid and the difference between the valuation of the object and the externality the bidder incurs when the other buyer wins the object.

Let \( b^* \) be the symmetric bidding strategy with range \( b^* \in [b, \bar{b}]^N \), and \( b^* = v^i - \alpha \).
where \( \alpha \) is negative externality, and \( \bar{b} = v^i \) where

\[
b^*(t_i, t_{-i}) = v^i - \frac{1}{n-1} \sum_{j \neq i} v^j, t_i \in T
\] (2.33)

Equation 2.33 corresponds to the valuation of buyer i minus the average externality from \( n - 1 \) buyers in the auction.

**Lemma 1** When \( (p, x) \) is a mechanism by always transferring the object from seller to buyers, then the symmetric bidding strategy \( b^* \) is an equilibrium for \( (p, y) \). Therefore, for all \( i \in I \) and \( t_i, s_i \in T \), we have \( b^*_i(t_i) = b^*_i(s_i) \) which implies \( b_i(t_i) = b_i(s_i) \).

In symmetric auction, the buyers are not betraying their identities by their bid which is considered as an advantage for such auction. In the following section we have case study analysis to explain the problem with numerical examples.

### 2.6 Case study Analysis

In this section, we consider the single seller with one object and two buyers who are competing to get the object. Buyers' types have an additional coordinate to represent the externality they suffer when other competitors win the object, and the externality to others if the bidder \( i \) win the object. We started with a very specific case with the following model:

\[
U_i(E(k)) = \begin{cases} 
v^j - E(k), & \text{if } j = i \\
E(k), & \text{if } j \neq i \end{cases}
\]
\( E(k) \) is defined as an externality and restores incentive compatibility to force buyers to report the valuation truthfully. \( E(k) \) does not depend on the opponents' bids, and as true valuation is paid by the winner in equilibrium. We assumed \( E(k) \) function can be written as

\[
E(k) = \sum_{j=1}^{k-1} \left( \frac{n}{v_i} \right)^{n-1}
\]

Given that, \( E(k) \) is a strictly convex function of bid \( k \). When we have two different types of buyers, including high-value bidder (e.g., Amazon), and the low-value bidder (e.g., Walmart), and the seller (Whole Foods). Note that, \( n \) represents the number of players in the game. For \( v_i \) of these two bidders when \( v_1 \) for high value bidder, and \( v_2 \) for low value bidder are respectively 100 and 50, and a bid of \( k = 30 \), the negative externality are 4.35, and 8.70 respectively. A bid of 70 is given the negative externality by 24.15, and 48.3, respectively. Finally, the maximal bid of 100 is given the negative externality by 49.5 and 99 for the high-value bidder and low-value bidder, respectively. Figure 2.1 shows the graph-related the growth of externality for both types of bidders based on the amount of bids. The main observation is that the bidder aggressively bids higher to win the auction and avoid the negative externalities regardless of the valuation for the object.

As it is shown in Figure 2.1, the bidder with a higher value for the object will get less negative externality when he bid higher compared to the weaker bidder.

Furthermore, we aim to optimize the welfare of the seller. In the case of \( n = 2 \),
by considering the type space for the strong bidder and weak bidder, and $\alpha_i$ as negative externality when bidder $i$ cause to others and $\beta_{-i}$ as externality when other bidders lose the object if player $i$ wins the object, we have the following matrix.

$$
\begin{pmatrix}
0 & 0 & 0 \\
0 & \pi_1 & -\alpha_2 + \beta_1 \\
0 & -\alpha_1 + \beta_2 & \pi_2
\end{pmatrix}.
$$

(2.34)

With same information for bidder 1, and bidder 2 values (e.g., 100, 50 respectively), and the negative externality of 4.35 for bidder 1, and 8.70 for bidder 2, the maximum welfare for seller would be 71.73 when each bidder has equal probability of winning the auction. When we consider the externality due to $\beta_{-i}$ to calculate the seller welfare. We could have two different scenarios which are as follows:

(i) $\beta_1 < \beta_2$
When the condition (i) happens, and bidder one as the strong bidder (e.g., Amazon) with higher value lose the object, and bidder two as the weak bidder (e.g., Walmart) wins the object, then optimal utility for the seller, in our case Whole Food is 67. When the condition (ii) happens, and the externality for the strong bidder becomes equal or greater than the externality for bidder 2, if bidder 1 wins the object, then optimal utility for the seller is 69.78. Therefore, the optimal utility for the seller would be higher if the bidder with higher value wins the auction even if the bid is less than the true value. The case study analysis by considering our model shows that the seller’s decision toward giving the object away by a higher bid is a good decision, but it is not necessarily maximizing the welfare since the lower value bidder’s externality influences the seller’s payoff. In particular, if the externality created by a sale reduces the welfare, then the seller is better off by not selling at all. We use numerical studies on Python to compare the outputs of the two scenarios with traditional auction and evaluate the results. Figure 2.2 shows the results related to the scenario 1 where buyer 1 with the higher value wins the auction. Figure 2.3 shows the results related to the scenario 2 when buyer 2 with the lower value wins the auction.
Figure 2.2: Scenario 1 where the buyer 1 with the higher value wins the auction

Figure 2.3: Scenario 2 where the buyer 2 with the lower value wins the auction
As it is shown, when the buyer with the higher value on the item wins the auction, the welfare is higher than traditional auction while by increasing the negative externality that winner causes to others, the welfare reduces. In the case of buyer with lower value on item as a winner, the welfare reduces by increasing the negative externality that the winner causes to others. For example, when Amazon and Walmart were competing for acquiring Whole Foods, the analysts said if Walmart makes a bid for Whole Foods, it is less likely to win \(^6\), but they did not mention about the optimal welfare for Whole Foods on the long run. If the sum of externalities in Whole Foods acquisition was greater than the payoff for Whole Foods, then it was not worth it at all for Whole Foods to consider the acquisition.

### 2.7 Conclusion

The most important challenge in researches related to auction design is the auctioneer knows enough about the true value of buyers for the item, which reveals how much they are willing to pay for the item and how much they are willing to share their true information when they are bidding. With respect to previous studies, our research explains there is a possibility that auctioned object has an impact on the auction’s participants who lose the auction, and so as seller’s payoff. We simplified the potential mechanism by depriving buyers of their right to absolute non-participation. In our study, the objective is to help the seller identify an optimal mechanism.

\(^6\)“Wal-Mart could enter a bidding war with Amazon over Whole Foods” CNN June 22, 2017.
We study the impact of information sharing structure among competing buyers on the seller’s revenue with a single object. We explain that the structure of information sharing among buyers and the seller dictate the design of the optimal mechanism, as well as the seller’s expected revenue. We find that the seller could benefit from buyers’ loss due to competitive relationships among buyers. The competitive relationships between buyers are modeled as a negative externality, if any competitor obtains the object, what it causes to other buyers, and if other buyers gain the object, what is caused by the winner to the buyer.

Moreover, we show that in the optimal mechanism design, the seller can gain the revenue from the bidders who lose the auction. Therefore, maximizing the revenue for the seller is not an efficient mechanism. Our characterization is more tailored towards understanding the type space for bidders, and the information structure of single object auctions with negative externality set up. We have shown that if the negative externalities created by the sale is greater than the seller’s payoff, then the seller is better do not auctioning the object away.

In the Whole Foods acquisition case, many small businesses and local delivery companies lost their opportunity in sales, and many big grocery stores like Kroger and Walmart started to change toward investing in online channel infrastructures, which increases the costs for them. Evaluating the pros and cons of the consequence of Whole Foods acquisition from the seller point of views, and the other bidders’ point of view is not related to this study, but our results showed that in an incomplete information structure, the negative externalities are strong enough to affect the outcome of mechanism. Our result provides the foundation for various
used auctions. We also believe that this research opens new research ideas for carrying out a similar model in a multi-object auction model. Moreover, the future research can focus on the positive externalities that winner can cause on other bidders and the seller. Implementing the model on big data related to auction can bring several managerial insights on the research as well. In the future research, we can apply the model on real data to evaluate the impact of competitive relationship among buyers on designing the optimal mechanism.
Appendix

2.8 Proofs

Proof of proposition 1: A vector field $v : \mathbb{R}^N \rightarrow \mathbb{R}^N$ is conservative if it is a gradient of a function $V : \mathbb{R}^N \rightarrow \mathbb{R}$. Hence, if $v$ is differentiable, $v$ is conservative iff $\frac{\partial v_i}{\partial x_j} \equiv \frac{\partial v_j}{\partial x_i}$ for all $i \neq j$. That is, iff the Jacobian of $v$ is symmetric. $\square$

Proof of proposition 2: Since $Q^i$ is monotone, $S^i$ is convex. Therefore,

$$S^i(t_i; p, y^i) \geq S^i(t_i; p, y^i) + \langle Q^i(s_i; p), (t_i - s_i) \rangle$$

Thus, we have

$$S^i(t_i; p, y^i) + \langle Q^i(s_i; p), (t_i - s_i) \rangle \geq 0$$

Moreover, we have $\langle Q^i(t_i; p), (t_i - t_i) \rangle \geq 0$, while $Q^i(t_i; p) \geq 0$ and $v_i^i \geq v_j^i$.

Therefore, $\langle Q^i(t_i; p), (t_i - t_i) \rangle = \sum_{j \neq i} Q^j_{ij}(t_i; p), (v_j^i - v_j^i) \geq 0$

Proof of lemma 1: By symmetry, we show the result for $i = 1$. Surplus function for player 1 is $S_1(t_1) := \text{sup}\{U^1(b_1, t_1) | b_1 \in [b, \bar{b}] \}$. $N$.

Let $t^1, s^1 \in T_1$ be such that $b_1(t^1) = b_1(s^1)$. Since $Q_{ij}^0(b_1; p) = 0$ for all $b_1 \in [b, \bar{b}]$,

and

$$U^1(b_1^*, t_1) = U^1(b_1, s^1) + \frac{1}{n-1} \sum [v_j^1 - s_j^1].$$
Therefore, $S_1(t_1) = S_1(s_1) + \left(\frac{1}{n-1}\right) \sum_{j \neq i} [v_j - s_j]$. Furthermore, $S_1$ is differentiable at $t_1$ if and only if $S_1$ differentiable at $s_1$.

By assuming all buyers use a common bidding strategy $b(\cdot)$, and $1 < i < j$,

$$Q^i(b_1(t_1); p) = Q^1(b_1(s_1); p)$$

, and thus $b_1(t_1) = b_1(s_1)$ by considering $Q^1$ where,

$$Q^1(b_1; p) \equiv \sum_{j=0}^n \mathbb{E} \left[ p_2(b_1, \Theta_{-i}) \cdot \tilde{a}_2^1 \right],$$

and, $Y^1(b_1; p, y_i) \equiv y_i - \sum_{j=0}^n \mathbb{E} \left[ p_2(b_1, \Theta_{-i}) \cdot \tilde{b}_2^1 \right]. \square$
Chapter 3

Sentiment Analysis on Luxury Products at Amazon

3.1 Introduction

Online shopping offers consumers a wide variety of products with a low search cost, but unlike in the context of brick and mortar retailers (B&MRs), customers cannot try out a product prior to purchasing it online. Thus, they devote considerable time to reading reviews to learn about other customers' experiences. They spend even more time on reading reviews when a product is expensive, and they also find it challenging to learn about the product on the retailer's website. Fashion merchandise presents one of the greatest challenges for online business because customers spend more money in this market and have high expectations for the products. Therefore, selling luxury goods is a very risky business for online retailers (ORs), and recent publications have raised the issue of the compatibility of luxury and the internet (e.g., Hu et al. (2011a, 2012); Salehan and Kim (2016)). Although ORs try to gain consumers' trust by adopting strategies such as having a rating and review system, the continuing presence of fake product reviews reduce this trust. The large body of literature focuses on customizing consumers’
reviews on future purchases (e.g., Gardner (2011); Tan and Wei (2006); Thongpapanl and Ashraf (2011)). Some of these papers focus on either the effect of product reviews on a product choice or sentiment analysis on positive and negative reviews, and neither of them shed light on evaluating the relevant features for enhancing the performance of classifiers to predict the helpfulness of reviews. Examining numerous online reviews on a company’s website enables consumers to make informed decisions about the quality and credibility of products. However, if these reviews are not reliable, they could reduce the sales, especially when a product is expensive. To overcome this problem, Amazon.com added a “verified” tag to reviews written by users who have bought the product.

Although this tag may influence the purchase intention and final decision of the user about the product, there exist several fake reviews with “verified” label that are written by sellers who had vouchers to purchase their products and get this label. To solve this problem and regain consumer trust, Amazon.com introduced a “helpful” voting system along with the review text, which allows users to vote on whether the content of the review has valuable information or not. Consumers can then use the number of helpful votes on a review as a reference to make a purchase decision. To reduce the hassle of searching reviews with highest helpful votes, Amazon.com sorts the reviews according to the number of helpful votes on the first page of a product. Several studies have assumed that these votes reflect the quality of reviews’ contents. However, the voting system can be manipulated.

---

1“Verified Purchase Reviews vs. Unverified Purchase Reviews: Why Does it Matter?” AMZ
advisers May 16, 2019
2“Amazon can’t end fake reviews, but its new system might drown them out” Vox Feb 14, 2020
by fake user accounts as well. Since consumers usually do not read all the pages of reviews, the reviews with less or none helpful votes will be missed in further pages of reviews. Nakayama and Wan (2017) conducted empirical research and found that fake vote counts can completely change judgments of reviews' quality and influence consumers purchasing decisions. In this study, we shed light on how to predict the helpfulness of reviews and find the most frequent terms in helpful and non-helpful reviews.

To this end, we build a network of terms (e.g., bi-grams, tri-grams) by using the term frequency-inverse document frequency (TF-IDF) technique to analyze the terms' connection in both helpful and non-helpful reviews. In other words, our approach improves the review helpfulness prediction performance by using topics and terms. Since Amazon.com is one of the largest ORs in the world that began selling luxury products by introducing the Amazon Fashion concept to its website, we recognized an opportunity to get access to reviews on this section of Amazon.com.

The main goal of research related to sentiment analysis is to obtain the feelings that consumers express in positive or negative comments that garner more helpful votes and predict the helpfulness of reviews. The research questions for this study are as follows (i) Can we predict the helpfulness of a review? (ii) What are the possible reasons of getting more helpful votes? and (iii) What are the most frequently repeated keywords in helpful and non-helpful reviews?

To answer the research questions, we demonstrate our model's performance in prediction accuracy by extracting the main features from topics analysis using
the latent Dirichlet allocation (LDA) model, and topics analysis plus bi-grams by using the TF-IDF technique. We then use these features in a support vector machine (SVM) classifier by having a binary response variable, namely helpful and non-helpful reviews. We compare the performance of two models: (i) topics analysis using LDA features for SVM classifier, and (ii) topics plus bi-grams with TF-IDF vectorizer for SVM classifier. The techniques operate on a large corpus of Amazon Fashion review texts and predict the helpfulness of reviews by having a large data set related to product information.

We examine the performance of classifier by using the binary response variable to assess the number of helpful votes on reviews. We consider reviews with more than three helpful votes as helpful reviews and otherwise as non-helpful reviews. We use the available dataset of Amazon Fashion reviews, we perform classification experiments on samples from different product categories for each iteration. In comparison with previous methods, our method tends to be more accurate since we train the classifier by using real-world dataset. Furthermore, we use a test set to determine the accuracy of the system. We prove the effectiveness and capability of the topics plus bi-grams TF-IDF vectorizer model by comparing the performance of both approaches, namely topics (LDA)-SVM, and topics plus bi-grams TF-IDF vectorizer-SVM. To validate the models, we use a cross-validation technique and split the training set into five-folds.

Moreover, we use a receiver operating characteristics (ROC) curve to evaluate the performance of each model with cross-validation. We also examine the possible reasons why reviews gain more helpful votes by performing an exploratory analysis.
on terms and their correlations with helpful votes. We find that the longer reviews do not obtain helpful votes, and consumers most likely choose to read the reviews that are neither too short nor too long. We also find that the star rating system is useful at the primary stage of the purchasing process, but it does not attract consumers’ attention when the product is expensive, and thus the consumers likely rely on reading the reviews. Furthermore, we find that in the fashion industry, consumers are sensitive to the appearance and the quality of products rather than their price.

Therefore, the most frequent positive terms on helpful reviews are stylish, soft, handy and light, showing that customers in the fashion filed care about the style and material of clothes because they seek to establish a personality signature and feel comfortable, respectively. The most frequent negative terms are bent, return, junk, and stiff which show that consumers’ are concerned about the fabric and the return experience. In sum, in this study, we build a classifier model that can predict the helpfulness of reviews based on the content of a review and identify its helpfulness irrespective of the volume of votes.

We organized this study by reviewing the literature in §3.2, and particularly reviewing the background of using text mining in the fashion industry. In §3.3, we introduced the data set by having a overview on the reviews in subsection §3.3.1, and a overview of the review helpfulness in subsection §3.3.2. In §3.4, we have data process which includes §3.4.1, §3.4.2, §3.4.3. In §3.5 we select the appropriate features for our study which are introduced in §3.5.1 and §3.5.2. We introduced supervised machine learning algorithm, namely support vector machine (SVM) in
§3.6, and includes subsections §3.6.1, §3.6.2, and §3.6.3. The results of the study is in §3.7 which includes subsection 3.7.1, and §3.7.2. Finally, we have the conclusion and future work at §3.8.

3.2 Literature Review

Online reviews on online channels have become the main source of information for consumers to learn about products before purchasing them. Iyengar et al. (2011) found that reviews on websites impact consumers’ decisions about which product to buy. Our research contributes to four research streams namely, sentiment analysis and manipulated reviews, helpfulness of reviews, and application of text mining in the fashion industry. A large body of literature has accumulated recently on the work involved in sentiment analysis of texts containing personal opinions. Pang and Lee (2004); Pang et al. (2008, 2002) used several machine learning systems to implement a binary classification task of movie reviews to examine users’ opinion on different genre of movies.

Several scholars (e.g., Pan and LIN (2008); Salehan and Kim (2016); Salvetti et al. (2006)) used structured reviews for testing and training for determining the polarity of reviews. Some researchers applied the sentiment classification strategy based on supervised machine learning classification methods, including naïve bayes, SVM, bayesian network, decision tree, and random forest algorithms for sentiment classification of Twitter data for several services, including airline service (e.g., Catal and Nangir (2017); Kanakaraj and Guddeti (2015); Shrivastava and Nair (2015); Wan and Gao (2015).
The second research stream is related to reviews manipulation when consumer’s reviews and their vote on the product or helpfulness of the reviews are manipulated to enhance the sales of specific products. Several studies have investigated and confirmed the presence of manipulated reviews on online review platforms for several services (e.g., Hu et al. (2011b); Ott et al. (2011); Sharma and Lin (2013)). However, these studies have primarily focused on the rating system to investigate the presence of online review manipulation without considering the content of reviews. Some studies have considered the content of reviews and proposed methods for identifying products with manipulated reviews (e.g., Hu et al. (2012); Luca and Zervas (2016); Ludwig et al. (2013)). Furthermore, some scholars focused on determining fake reviewer groups by identifying suspicious patterns in the contents of reviews (e.g., Kolhe et al. (2014); Wang et al. (2015)). We enhanced the performance of our models by regretting those manipulated reviews.

The third research stream is related to review helpfulness and its impact on consumers’ future purchases. The literature in this area has divided into two sections. The first section concerns the effects of review contents on the helpfulness of reviews (e.g., Connors et al. (2011); Korfiatis et al. (2012); Mudambi and Schuff (2010)). The second section of the literature emphasizes on the possible reasons that make the reviews more helpful for consumers (e.g., Cao et al. (2011); Huang et al. (2015); Willemsen et al. (2011)). Korfiatis et al. (2012) explained as part of their results that there is a positive correlation between helpful votes and the review length. Furthermore, they explained that the helpful reviews are usually positive or strongly positive with the longer explanation about the product.
Mudambi and Schuff (2010) developed and tested a model of customer review helpfulness by analyzing 1,587 reviews from Amazon.com across six different products and found that the correlation between the star rating system and helpful votes are weak. In contrast, review depth (extremely positive or extremely negative) has a positive effect on the review’s helpfulness. Furthermore, they explained that lengthier reviews generally increase the helpfulness of the review. We test this assumption in our study to examine if the length of the review has a positive correlation with its helpfulness in the fashion field.

Finally, the fourth research stream is related to the importance of the text mining approach in the fashion industry. Several studies proposed text mining method on review data to predict color or style trends in the fashion industry field (e.g., An and Park (2017); Romão et al. (2019)). Dennison and Montecchi (2017) explained the effect of online consumer reviews on female fashion consumers in terms of subsequent purchase decisions. Their results showed that reviews with credibility and positive words significantly increased the purchase intention of female fashion consumers. To the best of our knowledge, there is no research related to using a text mining approach on consumers’ reviews for fashion products on the online channel. The reason might be the lack of enough data related to this field. Given that Amazon released the data related to Amazon fashion a few months ago. Our research fills the gap by using a supervised machine learning algorithm to predict the helpfulness of the reviews and seek to find the most common words that are used in a helpful review in the fashion field.
3.3 Dataset

To implement our study, we focused on a subset of Amazon.com product review data related to the Amazon Fashion category. In particular, we are using the dataset for the sensory products like fashion products and beauty products sold through Amazon, which were almost 80,000 reviews on Amazon Fashion with 18,637 products spanning May 2004 - July 2018. We clean the data and narrowed it down to 79,611 reviews after cleaning. The data has two different sets of information. One set of information is related to consumers' reviews, and the other set of information is related to the products' descriptions. The purpose of this research suits to the first category of dataset which is related to consumers' reviews.

Consumers’ reviews have the product ID, title of the product, product’s price, user ID and the name of the reviewer, the number of users who found the review helpful, the star rating for the product (out of five), verified review, time of the review, review summary, the text body of the review, and the product description. Product information includes category information, price, brand, also viewed, also bought. The following table shows all the review attributes along with their descriptions. In the next sections, we have an overview of reviews and the review helpfulness, respectively.
Table 3.1: Attributes Descriptions

<table>
<thead>
<tr>
<th>Review Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reviewer ID</td>
<td>Unique identifier for the user</td>
</tr>
<tr>
<td>Asin</td>
<td>Unique identifier for the product</td>
</tr>
<tr>
<td>Reviewer Name</td>
<td>User profile</td>
</tr>
<tr>
<td>Vote</td>
<td>Helpful votes of the review</td>
</tr>
<tr>
<td>Review Text</td>
<td>Text of the review</td>
</tr>
<tr>
<td>Overall</td>
<td>Rating for the product</td>
</tr>
<tr>
<td>Summary</td>
<td>Summary of the review</td>
</tr>
<tr>
<td>Unix Review Time</td>
<td>Time of the review (Unix time)</td>
</tr>
<tr>
<td>Review Time</td>
<td>Time of the review</td>
</tr>
</tbody>
</table>

3.3.1 Overview of the Reviews

Each review includes a review text which is a detailed description of the product from users’ perspective, and their opinion about that product. Some of the examples of the review text are shown below:

- *I was looking for a tab collar dress shirt. I have always liked that style, but lately, I had been unable to find any. I looked on Amazon and lo and behold; there they were. Reasonable price, fast delivery, and excellent quality. I have absolutely no complaints, and I intend to purchase several more in the near future.*

- *Perfect out of the box. I have worn a lot of dress “business” over the years, and I know these will be a favorite. Great style. Great fit. Great value.*

- *The skirt was stuck together when I received it and when I pulled it apart, the color was removed from some of the fabric. The bodice of the dress is stiff and very itchy. It is blatantly cheap, and the cape has a very small neck hole. I will be returning this item. I included pictures of the front and back.*
Furthermore, there is a summary text which conveys information in a few words. Some of the examples of them are shown below:

- *Terrible and cheap*
- *Cute but disappointing*
- *Five Stars!*
- *a good and comfortable costume*

In this research, we extract the feature from both the review text, and the summary text by using n-grams and topics analysis to enhance the accuracy of prediction for our classifier.

### 3.3.2 Overview of the review helpfulness

The helpfulness of a review is measured by the volume of “helpful vote”, which denotes the total number of users who found the review helpful. In this study, we categorize the reviews to helpful and non-helpful reviews where the helpful reviews have higher than three votes.

### 3.4 Data Process

In this section, we discuss the process of building our text classification system to predict whether or not the reviews of luxury products on Amazon.com are helpful. The process includes the following steps:

(i) Implementing exploratory data analysis to generate the binary response
(ii) Performing text retrieval and text relevant to clean the documents.

(iii) Performing the approaches related to sentiment classification including topics analysis by using LDA methods and topic analysis plus bi-grams by using TF-IDF methods to extract the features.

(iv) Applying the features on support vector machine (SVM) classifier to predict the helpfulness of reviews.

(v) Evaluating the model validation and the accuracy of approaches by using confusion matrix and k-folds cross-validation.

Figure 3.1 shows the process of our research on helpfulness of reviews briefly.

Figure 3.1: Graphical process for text-analysis on Amazon Reviews
3.4.1 Exploratory Data Analysis

This section describes the process of binary response variable generation. By considering the goal of this research, as we mentioned earlier, the non-helpful reviews have less than three votes. In Figure 3.2, we have the frequency distribution of the helpful reviews for the data set where 1 refers to helpful reviews and -1 refers to non-helpful reviews.

![Count of Verified Reviews against Rating](image)

Figure 3.2: Frequency distribution of helpful verified reviews

As Figure 3.2 shows, the helpfulness attribute has two parts, and the number of reviews with more than three helpful votes is larger than the number of reviews with less than three helpful votes. We want to have a fair number of distribution for both helpful and non-helpful reviews, and thus we choose median number of votes for the helpful reviews, which is three.
distribution of the rating system attribute for the helpful reviews. The rating system consists of the integer values from 1 to 5 with “1” as “extremely low” and “5” as “extremely high”. Figure 3.3 shows the distribution of the rating system attribute. As Figure 3.3 shows, the distribution of scores related to rating attribute is highly skewed toward the right and the score “5”, which shows the majority of reviews with at least three helpful votes have “extremely high” rating. Note that some of the reviews did not have star-rating, and consumers only rely on writing their reviews without giving any star rating to the products.

Furthermore, Figure 3.4 shows the distribution of reviews length. The distribution shows a large number of reviews have between 100 to 200 characters, and few reviews are considered as long reviews with more than a thousand characters. We also have the distribution of length of helpful review in Figure 3.5 which shows

![Figure 3.3: Distribution of the rating score attribute for helpful verified reviews](image-url)
Figure 3.4: Distribution of the reviews’ length

Figure 3.5: Distribution of the helpful reviews’ length

Figure 3.6 shows that the distribution of reviews’ helpfulness versus the length of reviews is highly skewed toward shorter length reviews. In other words, the
review that is not too short or too long is getting more votes as being a helpful review. Therefore, the possible reason of getting more helpful votes for longer review is not correct in the fashion field. Thus, the lengthier reviews are not necessarily, the more helpful ones on the fashion field.

Figure 3.6: Distribution of helpfulness vs length of verified reviews
As mentioned earlier, most reviewers give a five-star rating to helpful reviews and very few give two or three stars. Thus, we conclude that the average rating contains four or five stars, but we investigate how effective the rating system is for selling purposes when the consumer is going to purchase a product with a high star rating. Is it helpful for consumers to learn about a product when they see that it has a higher star rating (e.g., 4.3 out of 5 stars for Levi's Women's Wedgie Skinny Jeans)? As Figure 3.7 shows, the rating system has a very weak correlation with the helpfulness of reviews. Therefore, the correlation is not strong enough to conclude that a higher star rate could yield more helpful votes for reviews. Thus, the possible reason of gaining more helpful votes for the higher star rating (e.g., four stars, five stars) is not clear in the fashion field.

![Figure 3.7: Distribution of helpfulness vs stars rating system](image-url)

Figure 3.7: Distribution of helpfulness vs stars rating system
3.4.2 Text Preprocessing

Before drawing features from the dataset, we did preprocessing on raw texts. We iterated through over 80,000 reviews for fashion products and narrowed down our dataset to 79,611 unique reviews after cleaning the dataset. Since the raw texts have slang, emojis, and unstructured texts, the data gets clean and reformatted with better quality, which has a significant impact on the performance of algorithms. In this study, we did text preprocessing by following components such as string cleaning, tokenization, stop-words removal, lemmatization, and stemming:

- **String cleaning**: cleaning texts from unwanted or useless characters that do not contribute any fundamental meaning to the reviews, such as email address, image link and regular expression by adding emojis. (e.g., :) , and :( and so on ).

- **Tokenization**: by having a sequence of texts, tokenization is a task of breaking a chain of textual content into words or phrases.

- **Stop-word removal**: this task is for removing the words that do not have a meaningful content in the document (e.g., “the”, “a”, “an”, “in”, “at”). Three types of words are considered as stop-words: (i) Prepositions, conjunctions, pronouns. (ii) Words are repeating frequently in all the documents without adding information to a review (e.g., “is”, “are”, “want”, “buy”). (iii) Words are appearing few times in the document, which represents no significant information (e.g., “hate”, “punctuation”).
accuracy and efficiency of the analysis by reducing the variation of words within a document. (e.g., “buy”, “bought”, “view”, “viewed”, “dress”, “dresses”)

• **Stemming:** this task is similar to lemmatization, while the method is more straight-forward.

### 3.4.3 Text Retrieval and Text Relevant

We use text retrieval technique in order to search the relevant text. This technique can prevent the fake reviews that are irrelevant to the products within the reviews. McMahon et al. (2004) explained document retrieval can facilitate the classification tasks. In this study, we generate structured representations of documents by converting the unstructured text of each review into a numeric vector. Particularly, with a pool of documents $D = \{d_1, d_2, ..., d_n\}$, and $V = \{w_1, w_2, ..., w_n\}$ is the set of vocabulary contained in this pool. Considering $f^d(w)$ as the weight of the term $w$ for document $d$, we have binary values, identifying whether term $w$ is in document $d$ with 1 and 0 is not in document. Therefore, $d$ represented a vector with binary values as follows:

$$d = [f^d(w_1), f^d(w_2), ..., f^d(w_n)]$$ (3.1)

This is the naive version of vector space model by having binary values, while we use term frequency-inverse document frequency (TF-IDF) weighting that was
introduced by Salton and Buckley (1988), and the weight is calculated as:

\[ f^d(w_i) = \frac{f^d_{w_i}}{\sum_{k=1}^{v} f^d_{w_k}} \cdot \log \frac{n}{F_{w_i}} \]  

(3.2)

Where \( f^d_{w_i} \) is the occurrence frequency of term \( w_i \) in document \( d \), \( v \) is the size of vocabulary \( V \), \( n \) is the total number of the documents in the documents, and \( F_{w_i} \) is the number of document which has term \( w_i \). By using TF-IDF configurations and a weight threshold, we could extract the most informative keywords and labels for each review. In other words, if a term appears frequently within a review, then the term is important for the review's content. Furthermore, we analyze the polarity of the reviews by creating the word cloud for both positive and negative reviews. Word cloud represents the more frequent words that are appearing on the dataset. We import the libraries including numpy, pandas, matplotlib, collections and wordcloud in Python to create the word cloud for our texts. Furthermore, we use valence aware dictionary and sentiment reasoner (VADER) tool to label the semantic of texts based on their polarities. Therefore, the words clouds are showing both frequent positive words and frequent negative words. Figure 3.8 shows the words cloud related to positive reviews.

Figure 3.9 also shows the words cloud related to negative reviews. Figure 3.8, and Figure 3.9 show the pattern of positive and negative words within the raw texts. In the future sections, we reach to the list of more specified positive and negative words.

Furthermore, we examine the distribution of positive, neutral, and negative
reviews that are categorized as helpful and non-helpful reviews in Figure 3.10. As Figure 3.10 shows, the high percentages of reviews are positive while there is not a significant difference between helpful and non-helpful reviews.
3.5 Features Selection

The other common task in text mining is text classification, which is very applicable in diverse fields. Mitchell (1997) explained that text classification emphasizes to assign the predefined classes or labels to the documents. Singh et al. (2013) did a sentimental analysis on the movie review, which focused on the users’ feedback and predicted their interest to recommend movies to them. One of the popular examples of using sentiment analysis related to text classification is customer reviews on the products to predict the product feature in the future (e.g., Jiang et al. (2017)). The main task in sentiment analysis of reviews is “text polarity classification”, where the documents are determined as positive and negative. In our case, we examine the helpfulness of reviews regardless of the reviews’ polarity. According to literature, there are two approaches to this problem. One approach uses a sentiment lexicon by having a list of words with

![Sentiment Analysis](image)

Figure 3.10: The distribution of the reviews’ polarities based on their helpfulness
known sentiment helpfulness, which shows the helpful words about the product or the non-helpful words. To the best of our knowledge, there is not such a sentiment lexicon list for the helpfulness of reviews. Note that, there exists a list of words based on their polarity when positive words are associated with the rate of five stars, and negative words about the product are associated with the rate of one star or two stars. Using this approach for analysis of big data is difficult due to presence of the noise in the data. Furthermore, we do not have the list for the helpfulness of reviews.

The second way is building a “model” of the language used for helpfulness of reviews using training data. Machine learning methods involve training of models on documents by adopting supervised algorithms to extract the features related to the data. We first select the “features”. The features of sentiment analysis have three dimensions. First, we should examine the basic units extracted from texts, including words and phrases. Second, we need to explore feature selection by considering the frequency of those words and phrases. Third, we should explore feature generalization. Previous research (e.g., El-Din (2016); Martineau and Finin (2009); Wang et al. (2014)) used a standard “bag of words” which has vector of words within the document and is still widely used today. The vector produced by the vector space model (VSM) or bag of word (BOW) model has several elements, and each element indicates the TF, TF-IDF, or appearance of a particular item. We examine the frequency of top twenty words in helpful and non-helpful reviews and extract the top ten positive and negative words by using BOW method. Figure 3.11 shows the most frequent words in terms of helpful and non-helpful reviews.
As it is shown in the table, “Like” is a very general word and one the most frequent words in both helpful and non-helpful reviews with the frequency of 15,229 and 8,109 respectively. Furthermore, “Terrible” is highlighted as one of the frequent words in non-helpful reviews which is very general adjective for describing a product. In contrast, “Worn” has the highest frequency for the negative helpful reviews. In sum, the BOW technique is not a efficient technique for this research to
identify the helpful and non-helpful reviews. Therefore, we use topics analysis by using Latent Dirichlet Allocation (LDA) technique to get more particular features for enhancing the performance of our classifier. In the following section, we explain the topics analysis by using LDA technique as one of the techniques that is used to extract the features from our data.

3.5.1 Topics Analysis by Using Latent Dirichlet Allocation (LDA) model

Latent dirichlet allocation (LDA) is considered as unsupervised machine learning technique that examine a document as a limited number of topics. In addition, each topic is a mixture of a number of words. We aim to use this technique for extracting the features to use in our future analysis and to predict the helpfulness of the reviews with the higher accuracy. Blei et al. (2003) introduced LDA model as a more complete generative model. For instance, instead of classifying the sentiment topic by indicating the polarity of movie reviews (e.g., Pang and Lee (2004)), the researcher can recover the topics based on the genre of movies. In LDA model, we observe the words “w” and documents “d”. We have $w = w_1 \ldots w_N$ that consider all the documents contain N words in total. Therefore, a document “d” is a vector of $N_d$ words. In this model, we have the matrix of topic distribution which denoted as $\phi$ with a multinominal distribution over “V” vocabulary for “T” topics that are individually extract from Dirichlet ($\beta$) prior.

The matrix of document-specific mixture is $\theta$ for “T” topics, and each topic is individually drawn from a symmetric Dirichlet ($\alpha$) prior. For each word, we have
“z” as the topic that generates that word, extracted from the $\theta$ distribution for
the document and the word (i.e., $w_1$) drawn from the topic distribution $\phi$ that
corresponds to “z”. Figure 3.12 shows the generative topic model for LDA.

We construct the multiple LDA models for 15, 20 and 25 topics with learning
decay of 0.5, 0.7 and 0.9 to examine all the possible combination of model perplexity.
The best number of topics for LDA model in our dataset is chosen by having 15
topics. Each topic shows the words with highest frequency along with document
topic weights. The reason we use higher number of topics for this dataset is the
reviews are the long texts with no limitation on the amount of characters, and
thus we have a lot of new words that are not repeated frequently. The Figure 3.13
shows the weight of each topic in each document, and the dominant topic in each
document.

For instance, the most frequent words in topic 1 and topic 2 are as follows:

Figure 3.13: Document Topic Weights

<table>
<thead>
<tr>
<th></th>
<th>Topic0</th>
<th>Topic1</th>
<th>Topic2</th>
<th>Topic3</th>
<th>...</th>
<th>Topic15</th>
<th>dominant topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doc0</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>...</td>
<td>0.45</td>
<td>15</td>
</tr>
<tr>
<td>Doc1</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>...</td>
<td>0.02</td>
<td>4</td>
</tr>
<tr>
<td>Doc2</td>
<td>0</td>
<td>0.13</td>
<td>0.06</td>
<td>0</td>
<td>...</td>
<td>0.06</td>
<td>7</td>
</tr>
<tr>
<td>Doc3</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>...</td>
<td>0.35</td>
<td>10</td>
</tr>
<tr>
<td>Doc4</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>...</td>
<td>0.01</td>
<td>11</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Doc79,611</td>
<td>0.02</td>
<td>0.02</td>
<td>0</td>
<td>0.02</td>
<td>...</td>
<td>0.32</td>
<td>15</td>
</tr>
</tbody>
</table>

Therefore, we examine the most frequent adjectives and verbs on each topic based on their helpfulness (i.e., helpful and non-helpful). Figure 3.14 shows top three frequent words in each topic for the helpful and non-helpful reviews.

'pleased', 'best', 'expensive', 'fake', 'fast', 'perfectly', 'right', 'wonderful', 'happy', 'sturdy', 'works', 'beautiful', 'easy', 'awesome', 'excellent', 'comfortable', 'amazing', 'work', 'gold', 'perfect', 'recommend', 'great'


Therefore, we examine the most frequent adjectives and verbs on each topic based on their helpfulness (i.e., helpful and non-helpful). Figure 3.14 shows top three frequent words in each topic for the helpful and non-helpful reviews.
<table>
<thead>
<tr>
<th>Topics</th>
<th><strong>Adjective</strong></th>
<th><strong>Verb</strong></th>
<th><strong>Adjective</strong></th>
<th><strong>Verb</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>comfortable, worth, sexy</td>
<td>return, recommend, refund</td>
<td>difficult, hard, unfortunately</td>
<td>loved, like, amazed</td>
</tr>
<tr>
<td>2</td>
<td>cheap, flimsy, waste</td>
<td>loose, refund, excited</td>
<td>bother, easy, disappointing</td>
<td>fell, work, loves</td>
</tr>
<tr>
<td>3</td>
<td>durable, issue, worth</td>
<td>support, satisfied, broke</td>
<td>poorly, free, problem</td>
<td>satisfied, excited, hated</td>
</tr>
<tr>
<td>4</td>
<td>charm, problem, weird</td>
<td>adore, loved, smelled</td>
<td>horrible, fake, bad</td>
<td>disappointed, return, hate</td>
</tr>
<tr>
<td>5</td>
<td>skinny, cute, wrinkle</td>
<td>worked, refund, falling</td>
<td>worn, bust, nicely</td>
<td>loved, ripped, liked</td>
</tr>
<tr>
<td>6</td>
<td>comfy, warm, soft</td>
<td>wrinkle, worn, recommend</td>
<td>decent, ripped, hang</td>
<td>losing, works, broke</td>
</tr>
<tr>
<td>7</td>
<td>helpful, stunning, remarkable</td>
<td>exciting, trilled, amazed</td>
<td>terrible, stiff, solid</td>
<td>loose, returned, exciting</td>
</tr>
<tr>
<td>8</td>
<td>return, right, issue</td>
<td>returned, smells, refund</td>
<td>expensive, loved, excellent</td>
<td>bought, hate, worn</td>
</tr>
<tr>
<td>9</td>
<td>affordable, classy, adjustable</td>
<td>worked, falling, broken</td>
<td>best, happy, pleased</td>
<td>stuck, broken, worked</td>
</tr>
<tr>
<td>10</td>
<td>favorite, thicker, uncomfortable</td>
<td>secure, helped, loved</td>
<td>easy, unbiased, fun</td>
<td>amazed, like, lost</td>
</tr>
<tr>
<td>11</td>
<td>fake, thinner, solid</td>
<td>Complain, hate, disappointed</td>
<td>enough, better, fantastic</td>
<td>flattering, break, buckle</td>
</tr>
<tr>
<td>12</td>
<td>right, flattering, odd</td>
<td>fell, broke, excited</td>
<td>horrible, fun, nicer</td>
<td>hating, thrilled, disappointed</td>
</tr>
<tr>
<td>13</td>
<td>odor, complaints, sturdy</td>
<td>lost, thank, disgust</td>
<td>Weird, junk, glad</td>
<td>lost, recommend, sting</td>
</tr>
<tr>
<td>14</td>
<td>gorgeous, sharp, problem</td>
<td>adjust, sparkle, amazed</td>
<td>Funny, cheaper, best</td>
<td>works, fell, amazing</td>
</tr>
<tr>
<td>15</td>
<td>poor, beautiful, correct</td>
<td>support, fell, loves</td>
<td>Horrible, nice, good</td>
<td>hate, return, refund</td>
</tr>
</tbody>
</table>

Figure 3.14: Topic Analysis based on helpfulness
The verbs “loved, likes, amazed” have the highest frequency in non-helpful reviews while in helpful reviews they have either lower rank or they do not exist on top three frequent terms. The verbs “return, recommend, refund” have the highest frequency in helpful reviews which shows consumers rely on the reviews on their future purchase if they find these terms on the reviews. We extract the features from topic analysis to use for supervised machine learning algorithm. In addition, we compare the results of a supervised machine learning algorithm by using only topics analysis (LDA) features, and by using both topics analysis plus bi-grams with TF-IDF vectorizer to evaluate which one has a better performance for predicting the helpfulness of reviews. In the following section, we explain the n-grams analysis to extract the features for our classifier.

3.5.2 N-grams Analysis by Using TF-IDF Vectorizer

Since fashion products are expensive and they have their target consumers, we aim to find the most frequent terms that are used repeatedly to reveal consumers’ concerns for the product and their experience regarding the online purchase at Amazon.com. Therefore, we extract the most frequent terms in both helpful and non-helpful reviews by considering the results from the BOW technique, bi-grams model, and tri-grams model. We introduce the uni-gram model as BOW which assumes each word $w_i$ is produced independently of the other words, and we use TF-IDF vectorizer to calculate the frequency of each word within the document. Furthermore, we expand the size of window of width $n$ words over text, where $n=2$ is referred to bi-grams and $n=3$ is referred to tri-grams. The benefit of using
n-grams models is the sequence of terms can be compared to each other in an effective manner. We use the results of this technique as features to enhance the classifier performance. Figure 3.15 shows the results of this comparison for both helpful and non-helpful reviews based on their polarities.
<table>
<thead>
<tr>
<th>Ranking</th>
<th>Bag of word</th>
<th>Bi-grams (Non-Helpful)</th>
<th>Tri-grams (Non-Helpful)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>1</td>
<td>Like</td>
<td>Bad</td>
<td>Gorgeous, Satisfied</td>
</tr>
<tr>
<td>2</td>
<td>Love</td>
<td>Horrible</td>
<td>Stunning, Classic</td>
</tr>
<tr>
<td>3</td>
<td>Great</td>
<td>Disappointment</td>
<td>Amazing, Strong</td>
</tr>
<tr>
<td>4</td>
<td>Well</td>
<td>Smell</td>
<td>Elegant, Cute</td>
</tr>
<tr>
<td>5</td>
<td>Perfect</td>
<td>Junk</td>
<td>Shinny, Perfect</td>
</tr>
<tr>
<td>6</td>
<td>Good</td>
<td>Terrible</td>
<td>Super, Cute</td>
</tr>
<tr>
<td>7</td>
<td>Nice</td>
<td>Disgusting</td>
<td>Perfectly, Great</td>
</tr>
<tr>
<td>8</td>
<td>Top</td>
<td>Sad</td>
<td>Sturdy, Worth</td>
</tr>
<tr>
<td>9</td>
<td>Best</td>
<td>Uncomfortable</td>
<td>Soft, Adorable</td>
</tr>
<tr>
<td>10</td>
<td>Happy</td>
<td>Broke</td>
<td>Worked, Well</td>
</tr>
</tbody>
</table>

Figure 3.15: Top 10 high-frequent terms in different models for non-helpful reviews
The highlighted terms for the BOW technique are very general compared to those in the bi-grams and tri-grams models. For instance, "Nice" is a very general adjective to describe a product, but when it is accompanied by "perfect" and "fashionable", the phrase for describing the product gains more value. In addition, the terms in non-helpful reviews are still too general to be reliable for future purchases, which explains why they do not attract consumers’ votes.

Moreover, we extract the top ten high frequent positive and negative terms for the helpful reviews by considering the results from all three techniques that we discussed earlier for non-helpful reviews. Figure 3.16 shows the results of the top ten high frequent terms for helpful reviews.
<table>
<thead>
<tr>
<th>Ranking</th>
<th>Bag of word</th>
<th>Bi-gram (Helpful)</th>
<th>Tri-gram (Helpful)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>1</td>
<td>Like</td>
<td>Bad</td>
<td>Stylish, Soft</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Comfortable, Perfect,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Stability</td>
</tr>
<tr>
<td>2</td>
<td>Love</td>
<td>Horrible</td>
<td>Light, Handy</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Recommend, Sufficient,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Appropriate</td>
</tr>
<tr>
<td>3</td>
<td>Great</td>
<td>Disappointment</td>
<td>Fine, Comfortable</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Durable, Supportive,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Flexible</td>
</tr>
<tr>
<td>4</td>
<td>Well</td>
<td>Smell</td>
<td>Gorgeous, Classic</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Love, Amazing, Perfect</td>
</tr>
<tr>
<td>5</td>
<td>Perfect</td>
<td>Junk</td>
<td>Pleased, Reasonable</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Accurate, enough,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>like</td>
</tr>
<tr>
<td>6</td>
<td>Good</td>
<td>Terrible</td>
<td>Flattering, Pretty</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Refunded, Wonderful, Pleased</td>
</tr>
<tr>
<td>7</td>
<td>Nice</td>
<td>Disgusting</td>
<td>Recommend, Easy</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Classy, Prefer,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Excited</td>
</tr>
<tr>
<td>8</td>
<td>Top</td>
<td>Sad</td>
<td>Sturdy, Impressed</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Comfy, Fine, Precise</td>
</tr>
<tr>
<td>9</td>
<td>Best</td>
<td>Uncomfortable</td>
<td>Soft, Awesome</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adorable, Stunned,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Love</td>
</tr>
<tr>
<td>10</td>
<td>Happy</td>
<td>Broke</td>
<td>Adorable, Warm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Stylish, Convenient,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Return</td>
</tr>
</tbody>
</table>

Figure 3.16: Top 10 high-frequent terms in different models for helpful reviews
Figure 3.16 indicates that when using the BOW technique, “Like”, “Love” and “Great” are repeated frequently in positive reviews, and “bad”, “horrible” are repeated in negative reviews, while more specific words related to Amazon Fashion such as “Stylish, Soft”, “Light, Handy”, and “Comfortable, Fine” from positive reviews are repeated in helpful reviews in bi-grams model. By contrast, negative words emphasizing the quality of products, such as “bent, return” and “junk, stiff” have a higher rank in the bi-grams model. In the tri-grams model, words with the highest rank for positive and negative reviews are more specifically related to the fabric used in products. Unexpectedly, the approach related to price does not rank first among all positive and negative reviews rated as helpful. Instead, the applicability of the product seems to be the priority for most customers, since the words “Comfortable” or “Durable” are at the top of the list.

We can also observe that in the fashion industry, customers value aesthetics, since combinations of words like “Classic”, “Stylish” have a higher frequency in the bi-grams model. Besides, product quality seems to appeal to many customers. In general, moving from the left side of the table to the right side of it shows how terms are changing from very general expression to more specific and useful explanations.

From the top 10 negative words list, we also observe that if a fashion product looks cheap, consumers consider that as a signal for a negative review. We can also conclude that “return” is a strongly negative word that makes negative reviews helpful for consumers when they are going to spend more money on purchasing products that have high valuation uncertainty. To uncover the most frequent terms
that appear in helpful reviews, we extract the features of using bi-grams for the positive and negative words to create a network of terms. Figure 3.17 shows the network of positive words by applying bi-grams model. We also have the network of terms for negative terms which is shown in Figure 3.18.

Figure 3.17: Co-occurrence network of terms for positive terms
Figure 3.18: Co-occurrence terms of network for negative terms

3.6 Support Vector Machine (SVM)

We begin this section with a formal definition of support vector machine (SVM). Then, we discuss the results of examining two categories of features including: (i) topics analysis (by using LDA model) and (ii) topics plus bi-grams with TF-IDF vectorizer for enhancing the accuracy of prediction. We evaluate the results by comparing the difference between the impact of using each category of features on the algorithm’s performance. We use an SVM for the text classification, which is one of the most powerful supervised algorithms in this field. SVM was originally developed as a binary linear classifier similar to logistic regression. We use SVM in this study because sentiment analysis is a binary classification, and it can work with huge datasets. In this research, to train the classifier, we employ a
manually created training set. SVM input is the score of the opinion word about a feature we defined in a review. We aim to extract the features at reviews and evaluate reviews’ helpfulness to give the score to them. We use the scores to classify them as helpful and non-helpful reviews.

3.6.1 Topics Analysis (LDA) for SVM classifier

We examine the topics analysis by using LDA to select features to find the semantic structures. Then, we use the SVM classifier based on the topics-text matrix, which is shown in Figure 3.13. Text representation capabilities and feature reduction of the LDA model can improve the performance of SVM classification. In other words, each document is generated by 15 topics from topic zero to topic fifteen, and the frequency of each word is observed and is filtered in each document. We train the SVM classifier by using topics that are generated by LDA as the inputs.

3.6.2 Topics + Bi-grams TF-IDF vectorizer for SVM classifier

We add bi-grams by using TF-IDF algorithm to the topics and use the outputs as features for SVM classifier. We first use the bi-grams with TF-IDF technique to extract terms from the documents by weighing the appropriate term, and we use the LDA’s outputs as topics to model the text probability. Therefore, each topic demonstrates the probability distribution of words in the document. Using the bi-grams TF-IDF technique reveals the importance of the words in the document, thereby distinguishing it from other documents and unveiling the most important
and relevant terms in each topic. We represent the performance of the topics analysis (LDA) and the topics plus bi-grams TF-IDF vectorizer model in the SVM classifier and compare the results of the evaluation in the next section.

3.6.3 Confusion Matrix

In text classification, we evaluate the correctness of the classifier predictability. The statistics that we are looking for to compare the results in different approaches are precision and recall in addition to accuracy and F-measure. The statistics are shown on the confusion matrix, which present all the relevant information for each approach. The confusion matrix is presented as follows:

<table>
<thead>
<tr>
<th>Actual class</th>
<th>Predicted as helpful</th>
<th>Predicted as non-helpful</th>
</tr>
</thead>
<tbody>
<tr>
<td>Helpful</td>
<td>True Helpful (TH)</td>
<td>False Non-Helpful (FN)</td>
</tr>
<tr>
<td>Non-Helpful</td>
<td>False Helpful (FH)</td>
<td>True Non-Helpful (TN)</td>
</tr>
</tbody>
</table>

The parameters of this matrix are described as follows:

1. **True Helpful**: sample is belonging to the helpful class predicted as helpful

2. **True Non-Helpful**: sample is belonging to the non-helpful class predicted as non-helpful

3. **False Helpful**: sample is belonging to the non-helpful class predicted as helpful

4. **False Non-Helpful**: sample is belonging to the helpful class predicted as non-helpful
Furthermore, we have the evaluation metrics that are mentioned above, and we computed them based on the values in the confusion matrix. The first metric is accuracy which shows the number of correctly predicted helpful reviews out of all the reviews, as shown in the following equation:

\[
\text{Accuracy} = \frac{TH + TN}{TH + TN + FH + FN} \tag{3.3}
\]

The second metric is precision, which is the number of true helpful reviews out of all the reviews that are either predicted correctly as helpful reviews or assigned as helpful reviews. The following equation shows how we calculated it:

\[
\text{Precision} = \frac{TH}{TH + FH} \tag{3.4}
\]

The third metric named as recall, which is the number of true helpful reviews out of the actual helpful reviews, and it is given by

\[
\text{Recall} = \frac{TH}{TH + FN} \tag{3.5}
\]

Finally, the last metric is F-measure, which is a weighted method of precision and recall metrics, and it is calculated as follows

\[
F - \text{measure} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \tag{3.6}
\]

The value of F-measure is between zero to one and shows better results when
it is closer to one. Moreover, to present the performance of our proposed text classification algorithm, we compare the result of applying two categories of features on SVM classifier.

3.7 Results

The result for this study has two subsections including performance analysis and cross-validation analysis. In performance analysis, we explain how each category of features generate different accuracy as well as other performance metrics. In cross-validation technique, we evaluate the models by training several models on the subset of dataset and evaluate them on the complementary subset of the data. We split the training data into five-folds and evaluate the accuracy of each fold and then take the average of them. Furthermore, we examine the validation of our models by checking the receiver operating characteristics (ROC) to evaluate the overall performance of our models.

3.7.1 Performance Analysis

In this section, we present the results from comparing the performance of topics by using LDA for SVM and topics by using LDA plus bi-grams by using TF-IDF vectorizer for SVM. As it shown in Figure 3.19, the performance of helpfulness prediction related to the helpful reviews for the topics plus bi-grams TF-IDF vectorizer for SVM algorithm is slightly higher than the performance of only topics for SVM algorithm. Figure 3.19 also shows the comparison between the results of confusion matrix for both topic analysis and topics plus bi-grams TF-IDF vectorizer.
vectorizer on SVM algorithm for all four metrics.

As can be inferred from Figure 3.19, the topics plus bi-grams TF-IDF vectorizer on SVM algorithm has higher accuracy compared to only topics on SVM algorithm. Both these approaches emphasized on the helpfulness of reviews, review rating, and review content features. In the following section, we use the k-folds cross-validation analysis to evaluate the validation of the models.

### 3.7.2 K-Folds Cross-Validation (KCV) on SVM classifier

In this study, we applied k-folds cross-validation (KVC) technique to the SVM classifier and compared the results for five-folds. The literature shows that k-folds cross-validation (KVC) procedure is simple, effective, and reliable (e.g., Anthony and Holden (1998); Liu and Liao (2017); Zhang and Wang (2016)). In this research, we split the dataset in five independent subsets, and one of the subsets is used to train the SVM classifier. The Figure 3.20 shows how the five-folds for the training dataset works. We evaluate the results for both categories of features on
SVM classifier by applying the KVC which is shown in Figure 3.21. The results of applying KVC on SVM classifier shows that topics plus bi-grams TF-IDf vectorizer features increases the accuracy of SVM classifier compared to only using topics analysis on SVM classifier. We also check the performance of each model by using ROC model on KVC. Furthermore, we evaluate the overall performance of these two classification models by the area under the Receiver Operating Characteristics (ROC) curve by measuring the true helpful rate on the y-axis and false helpful rate on the x-axis. The equations for the true helpful fraction and false-helpful
fraction are as follows:

\[ \text{true-helpful fraction} = \frac{TH}{TH + FN} \]

and

\[ \text{false-helpful fraction} = \frac{FH}{FH + TN} \]

The functionality of the ROC curves for the topics plus bi-grams TF-IDF vectorizer on SVM model and topics analysis on SVM are shown in Figure 3.22. The ROC curve plots true-helpful fraction versus the false-helpful fraction at different classification thresholds. In other words, the greater area under the curve means the better performance of the classifier. As it is shown in Figure 3.22, the area under the topics plus bi-grams TF-IDF vectorizer on SVM model is larger than the area under the topics analysis on SVM model.
3.8 Conclusion and Future Work

In this study, we developed an innovative method that can predict the helpfulness of reviews and identify the most frequent terms used in helpful and non-helpful reviews of fashion product purchases on an online platform. We enhanced the SVM classifiers’ performance by using appropriate text preprocessing methods, including cleaning data by regretting those reviews that are written on non-English languages. We applied topics analysis by using LDA model for the reviews and obtained the best estimation of the number of topics by choosing the fifteen topics. We added another approach by using topics plus bi-grams TF-IDF vectorizer to enhance the performance of the classifier. Experiments in our study show that the accuracy of the topics plus bi-grams TF-IDF vectorizer on SVM model is higher than the accuracy of applying only topics on SVM model in predicting the helpfulness of reviews.
helpfulness of the reviews.

We evaluated the accuracy, precision, recall, and F1 score of sentiment classification for both categories of features on SVM algorithm. Furthermore, we examined the possible reasons of gaining more helpful votes, including longer reviews, rating system, and specific terms within a review. We found that longer reviews are not necessarily helpful ones and that the rating system does not have a strong correlation with the helpfulness of reviews.

We also find that helpful reviews are neither strongly positive nor strongly negative. The helpful reviews are balanced with the use of certain terms related to product quality and consumers’ suggestions on returning or purchasing products, which make them helpful for trusting the reviews and voting for them. We developed a model that provides both consumers and online retailers with a very stable environment in which to interact without having issues about fake reviews with manipulated helpful votes. Our analysis helps to extract specific features from any set of reviews for any sensory category of product sold on the online channel.

- **Online retailers** can make good use of our model to obtain essential information for selling their products once they have received a certain number of reviews to sell their product. This analysis can identify helpful reviews without focusing on the number of votes or having a verified tag.

- **Customers** can trust the reviews irrespective of whether they have a verified tag or a large number of votes. Moreover, they can choose their favorite
a wide variety of reviews that are either unvoted or higher voted reviews.

For future work, we would like to extend this study to different fields offering sensitive service or products to consumers through online channels, and where consumers' reviews are key to the purchase decision making process. We seek to use different vectorized features and structured features for the models. Furthermore, in this study, we used our model for binary classification problems (i.e., helpful reviews vs. non-helpful reviews); but we can extend the model to address multi-classification problems in future work.
Chapter 4

Sentiment Analysis on Tweets across the development of COVID-19

4.1 Introduction

The coronavirus disease known as COVID-19 started in December 2019, when several patients from Wuhan Hubei province in China reported severe health symptoms. Since then, COVID-19 has spread significantly to many countries and is now considered a pandemic. According to the World Health Organization (WHO) report in July 2020, 10,533,799 cases have been confirmed. Moreover, the report showed that more than half a million deaths have resulted across the world. However, the WHO solution for reducing the number of confirmed cases and mortality rates is isolation and self-quarantine, which has led to the biggest lockdown in the history.

Spending time at home and searching for the news has become one of the leading forms of entertainment as a result. Spending time at home and searching for the COVID-19 related news has become one of the leading forms of entertainment as a result. Twitter has become one of the most significant ways of sharing
information and expressing feelings regarding COVID-19 during this pandemic.

Twitter users can forward each tweet to their network, which is referred to as retweeting, and speed the information sharing process. Thus, retweets can represent Twitter users’ interests on a large scale and the popularity of tweets based on their content and the volume of retweets. However, during the COVID-19 pandemic, sixty percent of the misleading information on Twitter remained on the platform as a “resource” for users to retweet. The research objectives for this study are (i) predicting the popularity of tweets based on the volume of retweets, (ii) selecting the features including n-grams and topics that help to understand the public’s sentiment at different stages of COVID-19, and (iii) building a model with the highest accuracy to predict the popularity of the tweets. In this research, we select the features that have a significant impact on the performance of the random forest (RF) classifier, support vector machine (SVM) classifier, and logistic regression (LR) classifier for predicting the popularity of tweets based on their content.

We analyze almost three hundred thousand tweets on COVID-19 that are written in English to evaluate each tweet’s content and to categorize users’ fears, anger, hope, and any expressions of racism related to the pandemic from all over the world. We then select features from (i) topics analysis by using the latent Dirichlet allocation (LDA) technique, (ii) n-grams by using TF-IDF vectorizer, and (iii) topics analysis plus bi-grams TF-IDF vectorizer. Then, we use the features for the selected classifiers to improve the prediction performance of tweet

---

2“On Twitter, almost 60 percent of false claims about coronavirus remain online” The Washington Post April 7, 2020
popularity. We compare the result of the classifier with different categories of features to highlight the difference in results and choose the best performance of all classifiers. We find that RF has the highest accuracy among the other classifiers and topics analysis plus bi-grams TF-IDF vectorizer has the highest impact on the performance of each classifier.

We organized this study by reviewing the literature in §4.2, and specifically reviewing the background of the impact of social media and Twitter on the pandemic. In §4.3, we introduce the dataset by having overview of tweets in §4.3.2 and overview of the retweeted tweets in §4.3.2. In §4.4, we clean the tweets, and we define the binary response variable for the popularity of tweets based on the volume of retweets. In §4.5, we discuss the process of selecting the features in the dataset and explain it in detail by having two subsections including §4.5.1, and §4.5.2 that presents the n-grams with TF-IDF vectorizer. §4.6 introduces the supervised machine learning algorithms in this study by having three subsections §4.6.1, §4.6.2, and §4.6.3. We have the model validation in §4.6.4, and the results in §4.7. Finally, we have the conclusion in §4.8.

4.2 Literature Review

Our research contributes to two research streams, including the impact of media, and particularly Twitter during pandemics, and retweeting behavior based on the tweets’ content. With regard to the first research stream, Odhun and Yoon (2015) studied the use of Twitter during the Ebola outbreak to monitor information sharing among users and examine the users’ behavior and their knowledge
of the disease during the pandemic. The result of this study revealed the pattern of spread of the information among the public and highlighted the value of Twitter as a tool for supporting public awareness. Lazard et al. (2015) studied a textual analysis to examine the public’s concerns about the Ebola virus and safety information. The study highlighted the efficiency of Twitter in public health communication.

Jain and Kumar (2015) studied the use of Twitter in the 2015 H1N1 pandemic (known as Swine flu) to make an inspection system by analyzing the relevant information related to Influenza (H1N1) and enhancing the public awareness of it in India. They studied public opinion regarding H1N1 flu and analyzed the tweets, and classified them as relevant and irrelevant. Their results highlighted the importance of social media for tracking a disease.

Szomszor et al. (2011) analyzed the tweets and online media related to the Swine flu pandemic of 2009 with the aim of identifying the popularity of true information. They found that poor scientific knowledge can still be shared in public and cause harm. Furthermore, there are several studies that have examined the Twitter content during pandemics in order to analyze how the public express their feeling in the early stages of the disease (e.g., Ji et al. (2013, 2015); Mamidi et al. (2019)). The second research stream is related to retweeting behavior. There are several studies that have contributed to this filed by offering a solution for predicting the results of important events such as games, and political elections with the support of retweet volume (e.g., Hong et al. (2011); Suh et al. (2010); Yang et al. (2010)).

Some of the research into this aspect of retweeting has examined the reasons
why users retweet certain information without making an effort to predict the retweet. Boyd et al. (2010) empirically examined several case studies on Twitter to analyze the retweeting behavior, and understand why and what the users retweet. Their study highlighted that the bias in interpreting of tweet caused the spread of wrong information on Twitter. Kwak et al. (2010) studied the impact of retweeting on information sharing by ranking the users based on their number of followers and followings and compared it to the volume of retweets to evaluate the popularity of tweets. The result of this study showed the volume of retweet based on its content has a stronger impact than the number of people who follow the Twitter account’s user.

Macskassy and Michelson (2011) explained that user’s retweeting behavior has several factors to share a particular piece of information. They built a model to focus on users’ topics of interest to understand the retweeting behavior at the individual level. Zhang et al. (2015) proposed a model that supports textual analysis and the social network for predicting retweeting behavior. They compared the performance of their model with other supervised machine learning algorithms. Naveed et al. (2011) examined the impact of the tweet’s content on its retweet volume. They examined two different levels of content-based features in tweets and predicted the retweetability of the tweet. Zhao et al. (2011) developed a model by using the LDA model for short tweets and the effectiveness of the proposed model on their analysis to compare the difference between Twitter and traditional media.

We contribute to this research stream by applying topics (LDA) on classifiers as
well as topics plus bi-grams TF-IDF vectorizer models on our classifiers to enhance their performance. However, tweets with at most 280 characters bring serious challenges to the effectiveness of applying the LDA model. Mehrotra et al. (2013) empirically established a new method by using hashtags and improved LDA topic models without changing the machinery of LDA. There are also several studies related to using topic modeling and LDA over short text in different social media by either generating of word co-occurrence patterns (i.e., bi-grams, tri-grams, and uni-gram plus bi-grams) in a document or modeling the documents as a mixture of topics (e.g., Cheng et al. (2014); Li et al. (2016); Yan et al. (2013)).

4.3 Dataset

To implement our study, we examined a subset of a dataset of tweets related to COVID-19. The data has over 4 million tweets in four languages, including Spanish, English, French, and Russian, from March 27th to June 5th, 2020. In this study, we focused on tweets that are written in English, which reduced the dataset to two hundred and fifty thousand tweets. Several tweets are missing information, which narrows down our dataset to almost two hundred thousand tweets. The following table shows the relevant information about the dataset and an example of one unique record. The data is imported into Python console by using numpy, nltk, and pandas packages.

In the following section, we have an overview of tweets and the definitions of each attribute related to tweets. We explain the used attributes in our research.
<table>
<thead>
<tr>
<th>User ID</th>
<th>1245698700736</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text</td>
<td>RT @ CIDRAP: Virologits weigh in on novel #coronavirus in China’s outbreak</td>
</tr>
<tr>
<td>Language</td>
<td>En</td>
</tr>
<tr>
<td>User Location</td>
<td>Comunidad de Madrid, Espana</td>
</tr>
<tr>
<td>Hashtags</td>
<td>#Coronavirus</td>
</tr>
<tr>
<td>User Statuses Count</td>
<td>805</td>
</tr>
<tr>
<td>Retweet Count</td>
<td>45</td>
</tr>
</tbody>
</table>

4.3.1 Overview of Tweets

In this section, we discuss the definition of some attributes that are used in our research.

- **User ID**: The integer number that represents a unique identifier for the tweet.

- **Text**: A post that contains the user’s opinion on Twitter’s platform on certain event. The tweet can be viewed by the user’s followers as well as other users who searched certain keywords.

- **Language**: The language of the tweet is identified in four different categories, and “En” refers to English in our dataset.

- **User Location**: The tweet is associated with a location on the world map.

- **Hashtags**: Certain keywords by the (#) sign make the process of searching for information easy. Twitter refers to such keywords as hashtags.

- **User Statuses Count**: The number of tweets that are issued by the user id.

- **Retweet Count**: Twitter users can share the information of a tweet with
Furthermore, some of the examples related to tweets on COVID-19 are shown below:

- Why #CCP keeps on saying the unknown cause of pneumonia? The cause is obviously related to coronavirus. Let's just call it #WARS.#CCP

- A novel #coronavirus is a new strain of the virus that has not been previously identified in humans

- I always feel weird hoping for another coronavirus outbreak to rationalize our research!

The examples are chosen randomly without mentioning the users' names. The content is showing users' knowledge about COVID-19, their fears, and their hope about this pandemic along with hashtags. In this study, we extract the features from texts, and hashtags and retweets' content.

4.3.2 Overview of the retweeted tweets

We use the median of the dataset, which is the midpoint value for the observations to categorize the volume of retweets in this study. Thus, if the volume of retweets for a tweet is 136 times retweets or more, we consider that tweet as a popular tweet otherwise is a non-popular tweet. The purpose of this categorization is to describe the process of the binary response variable for future analysis. In Figure 4.1, we have the distribution of retweets for the tweets that are written in English.

As it is shown in Figure 4.1, the number of tweets with higher than 136 times of retweeting is close to the number of tweets with less than 136 times of retweeting.
Furthermore, the distribution of the length of tweets is shown in Figure 4.2. As it is shown, the large number of tweets have between 100 to 140 characters. Note that tweets should not have higher than 280 characters, but still, there are some tweets that poses more than the certain characters.

Furthermore, Figure 4.3 shows the frequency of tweets that have been written by the citizen of the ten countries in English. USA and Canada have the highest number of tweets related to COVID-19.

In the following section, we examine the text preprocessing on tweets, and categorize the people feeling and emotions toward the pandemic.

4.4 Tweet Preprocessing

We do the text preprocessing for the tweets by taking the following steps:
Figure 4.2: Distribution of the tweets length

Figure 4.3: Distribution of English tweets based on locations
• convert text to the lower case.

• remove stop words (words like “the”, “of”, “in”, “at”, and punctuation).

• remove retweet keyword like “rt” and usernames like “@username”.

• remove links URL, pictures links, and emojis.

• lemmatization of the text to improve the accuracy of the analysis.

We then examine the polarity of tweets and produce the word cloud for positive and negative tweets. We examine the polarity of tweets based on lexicons of sentiment related to the words. Therefore, we identify whether (i) the word is positive or negative and (ii) how strong is the degree of positivity or negativity of the word by investigating on the sentiment metrics. We calculate the positive, neutral, and negative words within the documents and produce the compound score, which is a range between -1 and 1. In python, we use the VADER package by loading a sentiment intensity analyzer to calculate the polarity scores after cleaning the text. Hutto and Gilbert (2014) described the validation of VADER and examined its accuracy of classification for tweets into positive, neutral, and negative classes. Figure 4.4 shows the word cloud for positive tweets. As it is shown in Figure 4.4, the keywords like effect, protect, and strong are highlighted in the word cloud.

Furthermore, Figure 4.5 shows the word cloud for the negative tweets. As it is shown, most of the negative words are related to fear and anxious of outbreak and the infection.
We also compare the distribution of tweets’ polarity and their frequency of retweets. As it is shown in Figure 4.6, the tweets with negative contents are retweeted less than the tweets with positive content.

Categorizing the tweets based on their polarity helps us to investigate the emotions that were associated with tweets’ polarity. Anxiety and fear about a new
Figure 4.6: The distribution of the tweet’s polarity based on their popularity
disease, having hope on the treatment and racial comments to certain countries
that speed the pandemic. These emotions are the most popular emotions that
are shown on users’ tweets related to COVID-19. We categorize the emotions in
four different clusters including; “Hope”, “Fear”, “Anxious”, and “racism”. We then
import gensim package to python and create the word to vector model to learn the
network of terms and detect synonymous words for all the fours clusters. Thus, in
each class, the words that are associated with the emotions are extracted, which
can help us for the co-occurrence network of terms for the next step.

The cluster “Hope” includes the positive sentiment about COVID-19 by having
words such as heal, stable, protection, and healthy. The cluster “Fear” represents
people’s emotions regarding the pandemic and the primary symptom of COVID-19.
Furthermore, the tweet with anxiety is attributed to expressing the stress related to the diseases that do not have a treatment. Racism words mostly appear in negative tweets. Figure 4.7 shows the words clustering related to the aforementioned clusters in more detail. We ranked the words with the highest frequency in each cluster.

<table>
<thead>
<tr>
<th>Words Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hope</strong></td>
</tr>
<tr>
<td>Heal</td>
</tr>
<tr>
<td>Stable</td>
</tr>
<tr>
<td>Protection</td>
</tr>
<tr>
<td>Healthy</td>
</tr>
<tr>
<td>Improved</td>
</tr>
<tr>
<td>Supporting</td>
</tr>
<tr>
<td>Isolation</td>
</tr>
<tr>
<td>Strong</td>
</tr>
<tr>
<td>Safe</td>
</tr>
<tr>
<td>Clean</td>
</tr>
<tr>
<td>Grateful</td>
</tr>
<tr>
<td>Effective</td>
</tr>
<tr>
<td>Heartwarming</td>
</tr>
<tr>
<td>Ready</td>
</tr>
<tr>
<td>Defeat</td>
</tr>
</tbody>
</table>

Figure 4.7: words clustering for tweets

We also extracted the hashtags information from the tweets and ranked the top ten popular hashtags which are shown in Figure 4.8. # coronavirus has the highest frequency in tweets, and # Wuhan is in the second place since the disease started from there.

In the following section, we examine the topic modeling and latent Dirichlet allocation (LDA), and n-grams by using TF-IDF techniques to extract the features
Figure 4.8: Top ten popular hashtags

from the tweets.
4.5 Features Selection

In the following subsections, we examine the different features that are used in the classifiers in order to enhance their performance. The features are including: (i) Topics analysis by using LDA model, (ii) N-grams by using TF-IDF vectorizer, and we have bi-grams, tri-grams, and uni-gram plus bi-grams, (iii) Topic analysis by using LDA plus bi-grams TF-IDF vectorizer. Our classifiers for this study are supervised machine learning algorithms including support vector machine (SVM), random forest (RF), and logistic regression (LR).

4.5.1 Topic Modeling for Short Texts

We examine the topic latent Dirichlet allocation (LDA) technique to evaluate the number of topics in the dataset. For choosing the optimal number of topics, we choose the highest coherence value score, which is shown in Figure 4.9, and it is equal to ten topics with the coherence value of 0.35. The topics generated the terms, and three first topics, along with the top ten words in each topic, are shown as follows.

- **Top 10 words for topic 0**: 'fell', 'accurate', 'trust', 'tumble', 'gross', 'grossly', 'fucking', 'racing', 'cold', 'protection', 'worrysome', 'hell', 'issue', 'stal', 'healthy', 'mysterious', 'timely', 'love', 'severe', 'dangerous', 'free', 'terrorism', 'cheap', 'great', 'concerned', 'contagious', 'virus', 'warned', 'correct', 'symptoms'

- **Top 10 words for topic 1**: 'improved', 'aver', 'guidance', 'issues', 'clear', 'struck', 'scare', 'bs', 'wonder', 'welcome', 'conflicting', 'concern', 'remarkable',
Top 10 words for topic 1: 'joke', 'fever', 'better', 'interesting', 'kills', 'cure', 'lying', 'threat', 'crisis', 'killed', 'worried', 'dead', 'right', 'infected', 'trump', 'important', 'like'

Top 10 words for topic 2: 'anger', 'famous', 'perfect', 'bruised', 'negative', 'lead', 'lethal', 'stole', 'issues', 'exterminate', 'wrong', 'supporting', 'excuse', 'useful', 'available', 'worst', 'rapid', 'urgent', 'faith', 'warning', 'infection', 'died', 'danger', 'isolation', 'fears', 'effectively', 'like', 'emergency', 'risk', 'outbreak'


Figure 4.9: optimal number of topics
different clusters, we can create a document-word matrix. However, in order to find high-quality topics, we should have a co-occurrence network of terms. Thus, we combine the LDA analysis with co-occurrence network of terms analysis by adding the network of words “$w_i$” and “$w_j$” in the document “$d$”. Note that $w_i$ can have an impact on $w_j$ and have the network. Therefore, document $d$ is a vector of $N_d$ words, and the matrix of topic denoted at $\phi$ over $V$ vocabulary for $T$ topics that are an extract from Dirichlet $\beta$ and each topic is drawn from a symmetric Dirichlet $\alpha$ prior. For each cluster of words, we have $z_i$ as the topic that generates the words and their network. Figure 4.10 shows the model.

![Figure 4.10: LDA model combined with co-occurrence terms of network](image)

We have the document-word matrix in Figure 4.11 for the ten topics and the frequency of documents at each topic in Figure 4.12.
Each of these words has a network with the most relevant words at the highest frequency. For instance, Figure 4.14 shows that middle-aged has a network with terms like COVID-19, pandemic, coronavirus, aged 80 and over, and the United States. Another example is shown in Figure 4.15, which represents the network of terms for the dominant topic of each document.
Figure 4.13: Co-occurrence terms of network for all the topics between epidemic and COVID-19, pandemic, coronavirus disease 2019, and human. 4.13 shows the visualization of co-occurrence terms of networks for the topics as a result of topics plus bi-grams TF-IDF vectorizer model. According to co-occurrence terms of network, two words $w_1$ and $w_2$ are related to each other in topic $T_i$ and their relation can be measured as follows:

$$R_T(w_1, w_2) = \frac{\sum_{i=1}^{n} T_i |(w_1, w_2)\rangle}{T_i |w_2\rangle}$$  (4.1)
where “d” is the length of document in topic “$T_i$” where $i$ shows the number of topics within the documents. According to equation (4.1), the $R_T$ shows the relation of two words within topic T, and the strength of the co-occurrence depends on how specific $w_2$ is in the topic.

Figure 4.14: co-occurrence term of network for “middle aged”

Figure 4.15: co-occurrence term of network for “epidemic”
Combining the co-occurrence network of terms with the LDA model overcome the challenge of using the LDA model for short texts like tweets. Therefore, co-occurrence network of terms generate a network of terms by considering bi-grams, tri-grams or n-grams in each topic, and TF-IDF represents the weight of the words within the documents where TF is obtained by the frequency of the term in the document and IDF supports the weight of a term to the number of documents that has that term. Therefore, we have the weight of term i in document j as follows \( w_{ij} = TF_{ij} \times IDF_i \). Note that \( IDF_i \) supports the inverse document frequency of term i and \( TF_{ij} \) supports the frequency of term i in document j. Furthermore, uni-gram, bi-grams, and tri-grams are used in text mining as attributes. For instance if the sentence is “I fight COVID-19”, there are three uni-grams as such “I”, “fight”, and “COVID-19”, two bi-grams “I fight”, “fight COVID-19”, and one tri-grams “I fight COVID-19”.

Creating bi-grams and tri-grams models on the dataset contributes to select features and learn what are the mos popular terms and phrases on the dataset. Tweets are short texts and using bi-grams and tri-grams can help us to find more meaningful phrases on the dataset. Figure 4.16 shows top ten popular bi-grams on the dataset and Figure 4.17 shows top ten popular tri-grams on the dataset.
Figure 4.16: Top ten popular bi-grams for COVID-19
As shown in Figure 4.16 the bi-grams “coronavirus cases” has the highest frequency and “tested positive” is at rank ten. Moreover, “wear mask” is one of the popular bi-grams on the dataset which demonstrates the importance of fact sharing on social media. For tri-grams “COVID19 cases” is the most popular tri-grams, and all top ten popular tri-grams are related to COVID-19 or coronavirus. This reveals that people’s main concerns are related to expressing their feeling about the pandemic rather than sharing information related to how to protect themselves during the pandemic. Other popular phrases for both bi-grams and tri-grams are “000people”, “000life”, and “black life matters”. In HTML color code 000 stands for the color black, and triple zeros hashtag has become one of the popular trend during the pandemic due to the Black Live Matter events. Since the United States is one of the most active countries on Twitter, tweets on Black Lives Matter during the pandemic were also frequently repeated during the time that the dataset was collected.
Figure 4.17: Top 10 popular tri-grams for COVID-19 tweets
4.5.2 Vectorized Features

The documents should be represented with a high level of clarity by a vector of features, and each feature should correspond to a term or a phrase in the dataset. In this study, we obtain N-grams by using TF-IDF vectorizer to meet the goal of having vectorized features. N-grams are basically a series of words or characters formed by adjusting the size of token words, as we explained in the previous section. The simplest n-grams has one word, which is called uni-gram, where n=1, and it represents the “bag of word” (BOW). Bi-grams consist of two words and n=2, representing the two-word sequence, and a three-word sequence of words is called tri-grams where n=3. Therefore, we have the following features:

- uni-gram + bi-gram TF-IDF vectorizer: a matrix with both single and paired words and their frequency and inverse document frequency within the document as a feature.

- bi-grams TF-IDF vectorizer: a matrix with paired words and their frequency and inverse document frequency within the document as a feature.

- tri-grams TF-IDF vectorizer: a matrix with three words and their frequency and inverse document frequency within the document as a feature.

4.6 Supervised Machine Learning Techniques

4.6.1 Random Forest Algorithm

Random Forest (RF) algorithm is a supervised machine learning algorithm that
random vector distributed among all trees in a forest (e.g., Breiman (1999)). The aim of this study is using (RF) for a combination of features at an individual node in order to grow a tree. The Gini Index is used in RF as a measurement for the attribute selection, and the following equation shows the index:

\[ Gini = 1 - \sum_{i=1}^{n} (p_i)^2 \]  

(4.2)

where \( p_i \) is the probability that a selected object belongs to a specific class. The tree grows by using a combination of features, which is one of the main advantages of the RF classifier compared with other decision tree methods. In this study, the number of trees for RF are two hundred, and the features are topics by using LDA model, and n-grams by using TF-IDF vectorizer, and topics plus bi-grams TF-IDF vectorizer. Therefore, each case, if the dataset passes down to each of two hundred trees, and the forest choose a class with the most votes for the case. We compare the results related to LDA features as an input for RF with the combined features as an input for RF. In the following section, we have the model validation, which represents the results of both models.

4.6.2 Logistic Regression (LR)

We also considered Logistic Regression (LR) classifier for our analysis since it is the baseline supervised machine learning algorithm for classification. We use LR to classify an observation into two classes such as “popular tweets” (i.e., tweets with 136 times retweets or more) and “non-popular tweets” (i.e., tweets with less than 136 times retweets). LR accepts features as independent variables, and it has a goodness of fit.
efficient when some of the features have correlation (e.g., Cohen and Hersh (2005); Genkin et al. (2007); Pranckevičius and Marcinkevičius (2017)). Furthermore, LR is a discriminative model and directly models the posterior probability of \( P(c|t) \) by learning the input-to-output mapping by minimizing the error. LR is mainly used when the output is binary. In our study, we use LR classifier because of the need to consider two values that are related to the popularity of tweets. We consider features \( \{t_1, t_2, t_3, ..., t_n\} \), and outcome \( c \) which stands for two classes and takes the value of \( \{0, 1\} \) for the popular tweets and non-popular tweets. LR has a parametric form for the distribution \( P(c|t_i) \), and estimates the parameters from the training data. Therefore, we have:

\[
P(c = 1|t_1, t_2, t_3, ..., t_n) = \frac{1}{1 + \exp(\beta_0 + \sum_{i=1}^{n} \beta_i t_i)} \quad (4.3)
\]

and,

\[
P(c = 0|t_1, t_2, t_3, ..., t_n) = \frac{\exp(\beta_0 + \sum_{i=1}^{n} \beta_i t_i)}{1 + \exp(\beta_0 + \sum_{i=1}^{n} \beta_i t_i)} \quad (4.4)
\]

Notice that equation (4.4) follows from equation (4.3), since the sum of these equations is equal to one. In LR we predict the outcome to be \( c = 1 \), if the following condition holds,

\[
P(c = 1|t_1, t_2, t_3, ..., t_n) > P(c = 0|t_1, t_2, t_3, ..., t_n)
\]
substituting from equations (4.3) and (4.4), this becomes

\[ 1 < \exp(\beta_0 + \sum_{i=1}^{n} \beta_i t_i) \]

and by taking the natural log of both sides, we have \( c = 0 \) if \( t_i \) satisfies

\[ 0 < \exp(\beta_0 + \sum_{i=1}^{n} \beta_i t_i) \quad (4.5) \]

and we have \( c = 1 \) otherwise.

### 4.6.3 Support Vector Machine (SVM)

A support vector machine (SVM) is another supervised machine learning algorithm that is used for binary classification in this research. We use SVM in this study for the good reputation of this classifier on the high accuracy. The SVM finds a hyperplane to separate the positive training example from the negative one with the highest margin (e.g., Sain (1996)). The SVM classifier is memory efficient in high dimensional space which suits well in our large dataset. Figure 4.18 is the example of showing that SVM maximizes the margin around the separating hyperplane.
4.6.4 Confusion Matrix

The purpose of this study is to predict the popularity of tweets based on the volume of retweets. In order to meet that goal, we implement the supervised machine learning algorithm for constructing the model from the data. We examine the statistics that are calculated from a confusion matrix along with F-measure, precision, and recall metrics. The confusion matrix has a binary classification of the degree of retweeting that includes: (i) retweeting equal or more than 136 times which we refer to as popular tweet, and (ii) retweeting fewer than 136 times which we refer to as non-popular tweet. The following confusion matrix shows the information in more detail,
The parameters of this matrix are described as follows:

- **True popular tweets**: sample is belonging to the popular tweet class predicted as popular tweet

- **True non-popular tweets**: sample is belonging to the non-popular tweet class predicted as non-popular tweet

- **False popular tweet**: sample is belonging to the non-popular tweet class predicted as popular tweet

- **False non-popular tweet**: the sample is belonging to the popular tweet class predicted as non-popular tweet

The metrics for accuracy, recall, F1-score, and precision have a similar formula that we used in the previous chapter. Therefore, in the following section, we illustrate the results of our proposed model.

### 4.7 Results

#### 4.7.1 Performance Analysis

In this section, we discuss our results by comparing the performance of three different classifiers, including random forest (RF), logistics regression (LR), and...
support vector machine (SVM), by using topic analysis and vectorized features. In this study, the features are extracted by representing the tweet content into a matrix word where rows are the unique tweets and columns are the unique topics used in the corpus of tweet content. We used topic analysis by LDA method and n-grams by count vectorizer and TF-IDF vectorizer. In count vectorizer, we have uni-gram plus bi-gram, bi-grams, and tri-grams. The objective is having a matrix element that counts the frequency of the presence of words in a particular tweet. Thus, TF-IDF matrix calculates the term frequency and inverse document frequency of the word in the particular tweet. The following table shows the accuracy of each classifier by using different features.
Table 4.1: Performance evaluation of different features

<table>
<thead>
<tr>
<th>Feature Description</th>
<th>Logistic Regression (LR)</th>
<th>Support Vector Machine (SVM)</th>
<th>Random Forest (RF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topics + Bi-grams TF-IDF vectorizer</td>
<td>0.9519</td>
<td>0.9840</td>
<td>0.9903</td>
</tr>
<tr>
<td>Topics LDA Modeling</td>
<td>0.5754</td>
<td>0.5963</td>
<td>0.6040</td>
</tr>
<tr>
<td>Uni-gram + Bi-grams TF-IDF vectorizer</td>
<td>0.9386</td>
<td>0.9842</td>
<td>0.9899</td>
</tr>
<tr>
<td>Bi-grams TF-IDF vectorizer</td>
<td>0.9454</td>
<td>0.9654</td>
<td>0.9705</td>
</tr>
<tr>
<td>Tri-grams TF-IDF vectorizer</td>
<td>0.9234</td>
<td>0.9203</td>
<td>0.9300</td>
</tr>
</tbody>
</table>

As it is shown on the table, the RF classifier performs better than the SVM and LR classifiers when topics (LDA) plus bi-grams TF-IDF vectorizer are used as features, but the accuracy is low when we only use topics by LDA model. Moreover, combining uni-grams and bi-grams with the TF-IDF vectorizer improves the accuracy of all three classifiers as the second method.
4.7.2 K-folds Cross-Validation

We apply the k-fold cross-validation (KVC) technique on all the classifiers on each category of features, by having $k=5$. This technique checks the possibility of over-fitting on our dataset and gives more accurate results. We explain the concept of this technique in previous chapter, thus, in this chapter, we only show the results of applying KVC on each classifier. Figure 4.19 shows the result of accuracy for RF classifier in each category of feature. The results show that topics plus bi-grams TF-IDF vectorizer and uni-gram plus bi-grams TF-IDF vectorizer have the highest accuracy for RF classifier.

<table>
<thead>
<tr>
<th>Cross-Validation Accuracy for RF</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Topics Analysis (LDA)</strong></td>
</tr>
<tr>
<td>Fold #1</td>
</tr>
<tr>
<td><strong>Topics plus Bi-grams TF-IDF</strong></td>
</tr>
<tr>
<td>89.61%</td>
</tr>
<tr>
<td><strong>Uni-gram plus Bi-grams TF-IDF</strong></td>
</tr>
<tr>
<td>89.67%</td>
</tr>
<tr>
<td><strong>Bi-grams TF-IDF</strong></td>
</tr>
<tr>
<td>82.26%</td>
</tr>
<tr>
<td><strong>Tri-grams TF-IDF</strong></td>
</tr>
<tr>
<td>75.65%</td>
</tr>
</tbody>
</table>

Figure 4.19: KVC technique on RF classifier

Furthermore, Figure 4.20 shows the results of comparing the accuracy for each fold and the average of accuracy for SVM classifier. Figure 4.21 shows the results of the accuracy for different categories of feature for LR classifier by applying KVC technique.

The results for LR classifier shows that topics plus bi-grams TF-IDF vectorizer
Figure 4.20: KVC technique on SVM classifier

<table>
<thead>
<tr>
<th>Categories of Features</th>
<th>Fold #1</th>
<th>Fold #2</th>
<th>Fold #3</th>
<th>Fold #4</th>
<th>Fold #5</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topics Analysis (LDA)</td>
<td>41.29%</td>
<td>60.68%</td>
<td>59.20%</td>
<td>56.42%</td>
<td>53.70%</td>
<td>54.26%</td>
</tr>
<tr>
<td>Topics plus Bi-grams TF-IDF</td>
<td>85.06%</td>
<td>98.92%</td>
<td>98.93%</td>
<td>99.00%</td>
<td>91.96%</td>
<td>94.77%</td>
</tr>
<tr>
<td>Uni-gram plus Bi-grams TF-IDF</td>
<td>86.11%</td>
<td>98.48%</td>
<td>98.80%</td>
<td>98.92%</td>
<td>92.29%</td>
<td>94.92%</td>
</tr>
<tr>
<td>Bi-grams TF-IDF</td>
<td>80.17%</td>
<td>95.22%</td>
<td>94.53%</td>
<td>94.56%</td>
<td>88.07%</td>
<td>90.51%</td>
</tr>
<tr>
<td>Tri-grams TF-IDF</td>
<td>75.61%</td>
<td>90.47%</td>
<td>90.77%</td>
<td>91.17%</td>
<td>84.52%</td>
<td>86.51%</td>
</tr>
</tbody>
</table>

Figure 4.21: KVC technique on LR classifier

<table>
<thead>
<tr>
<th>Categories of Features</th>
<th>Fold #1</th>
<th>Fold #2</th>
<th>Fold #3</th>
<th>Fold #4</th>
<th>Fold #5</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topics Analysis (LDA)</td>
<td>41.48%</td>
<td>57.46%</td>
<td>59.81%</td>
<td>62.42%</td>
<td>58.44%</td>
<td>55.92%</td>
</tr>
<tr>
<td>Topics plus Bi-grams TF-IDF</td>
<td>78.53%</td>
<td>92.74%</td>
<td>92.11%</td>
<td>93.33%</td>
<td>85.80%</td>
<td>88.50%</td>
</tr>
<tr>
<td>Uni-gram plus Bi-grams TF-IDF</td>
<td>75.29%</td>
<td>91.21%</td>
<td>89.02%</td>
<td>89.01%</td>
<td>83.46%</td>
<td>85.60%</td>
</tr>
<tr>
<td>Bi-grams TF-IDF</td>
<td>76.36%</td>
<td>91.95%</td>
<td>90.43%</td>
<td>91.69%</td>
<td>85.90%</td>
<td>87.27%</td>
</tr>
<tr>
<td>Tri-grams TF-IDF</td>
<td>72.85%</td>
<td>89.56%</td>
<td>89.51%</td>
<td>90.44%</td>
<td>83.28%</td>
<td>85.13%</td>
</tr>
</tbody>
</table>

categories of features. Figure 4.22 shows the performance on the graph by comparing the accuracy after applying KCV.
Figure 4.22: Performance Analysis for accuracy on bar graph
4.7.3 Receiver Operating Characteristics (ROC)

The receiver operating characteristics (ROC) curve is another essential task for measuring the performance of the classifiers. ROC is a probability curve and shows the strength of classifiers for distinguishing between classes, and thus, the higher ROC means better performance. The best model has the ROC near to the one, and the classifier with poor performance has the ROC near to zero. The ROC curve shows the plot with the sensitivity of the true positive rate of retweets (TPR) against the false positive rate of retweets (FPR). The equation for the TPR and FPR are as follows:

\[
TPR = \frac{TP}{TP + FN}
\]

and

\[
FPR = \frac{FP}{FP + TN}
\]

The functionality of the ROC curves for RF classifier, LR classifier and SVM classifier by using different features with applying KVC are shown as follows. Figure 4.23 shows the ROC with applying KVC for using different features on RF classifier. As it is shown the Topics plus bi-grams TF-IDF vectorizer performance is near to the performance of applying uni-gram plus bi-grams TF-IDF vectorizer on RF classifier.
Furthermore, Figure 4.24 shows the ROC for using different features on SVM classifier, and Figure 4.25 shows the ROC for using different features on LR classifier. In all these classifiers topics plus bi-grams TF-IDF vectorizer as combined features enhance the performance of classifiers significantly compared to only using topic analysis.

Thus, in Figure 4.26 we compared the ROC of all three classifiers by applying combined features to identify which classifier has the better performance. Figure 4.26 shows RF classifier has the highest performance compared to LR and SVM classifiers.
Figure 4.24: ROC with KVC technique of all features for SVM classifier

Figure 4.25: ROC with KVC of all features for LR classifier
4.8 Conclusion and Future Work

In this study, we analyze tweets about COVID-19 from March 27th, 2020 to June 5th, 2020, in the English language. Our Analysis related to the recent pandemic highlights that Twitter users in the United Stated are the most active user in the world on tweeting about COVID-19. People are more willing to retweet positive tweets (e.g., finding the cure, safe neighborhood, stay safe) compared to informative tweets (e.g., Wear mask, Stay home) and negative tweets (e.g., positive cases, end of the world), which enhances the risk of sharing misleading information. Furthermore, hashtags like Coronavirus and COVID-19 are still the most popular.
hashtags in the world, even after several events including those arising from the Black Lives Matter movement.

We find that by analyzing the co-occurrence network of terms (bi-grams and tri-grams), we can use topics analysis by LDA technique for the short texts and solve the challenge related to it. We apply five different categories of features including (i) topics by using LDA model, (ii) n-grams by using TF-IDF vectorizer, which includes bi-grams, tri-grams, uni-grams plus bi-grams, and (iii) topics analysis plus bi-grams TF-IDF vectorizer on three supervised machine learning algorithms including random forest (RF) algorithm, support vector machine (SVM) algorithm, and logistic regression (LR) algorithm.

We aim to predict the popularity of tweets based on the volume of retweets by applying these classifiers on the tweets. We find that RF has the highest accuracy for predicting the popular tweets, and the performance of the algorithm improves by applying the topics plus bi-grams TF-IDF vectorizer. Furthermore, we find that uni-gram plus bi-grams TF-IDF vectorizer enhances the performance of classifiers close to accuracy of using topics plus bi-grams TF-IDF vectorizer. The reason might be related to having short texts with only 280 characters and also a sensitive subject like COVID-19. The result of this research can improve understanding of the users’ preferences in retweeting content during the pandemic, and prevent the spread of misleading information by identifying these preferences at the early stage.

In future research, we can use the retweets frequency and the time of tweets to calculate the speed of spreading popular tweets based on their contents. In
line with this study, we can develop a recommendation system for a user who is
tweeting with similar hashtags and keywords to find tweets with similar content
that agree with or stand against the content of the user’s tweets and so speed
the retweeting process. Furthermore, we can apply the algorithm on a different
dataset for multiple response variables. For instance, we can apply the algorithm
on common COVID-19 symptoms to predict the severity of patient illnesses.
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