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Antiferromagnetic order in topological materials has recently become incredibly important

in the quest for exotic phenomena such as high temperature quantum anomalous Hall effect,

quantized magnetoelectric effect, chiral edge modes, and Weyl and Dirac semimetal states.

However, there is a lack of understanding of the antiferromagnetic domains and domain walls

in these materials. The control of these domain walls or spin textures is not only important

for controlling these states, but also crucial for spintronic applications of antiferromagnets.

Despite many efforts, it has been challenging to directly visualize antiferromagnetic domains

or domain walls with nanoscale resolution, especially in magnetic field.

In this thesis, we show magnetic imaging of domain walls in several uniaxial antifer-

romagnets including the topological insulator MnBi2Te4 family and the Dirac semimetal

EuMnBi2, using cryogenic magnetic force microscopy (MFM). Our MFM results reveal

higher magnetic susceptibility inside the domain walls than in domains. Domain walls in

these antiferromagnets form randomly with strong thermal and magnetic field dependence.
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Through this application, we also present microscopic evidence of the persistence of uni-

axial A-type antiferromagnetic order to the surface layers of MnBi2Te4 single crystals using

magnetic force microscopy. Our results reveal termination-dependent magnetic contrast

across both surface step edges and domain walls, which can be screened by thin layers of

soft magnetism. The robust surface A-type order is further corroborated by the observa-

tion of termination-dependent surface spin-flop transitions, which have been theoretically

proposed decades ago and not observed in natural antiferromagnets until now.

The direct visualization of these domain walls and domain structures in magnetic field

not only provides key ingredients for understanding the electronic properties of the antifer-

romagnetic topological insulator MnBi2Te4, but also opens both a new way of exploring in-

trinsic surface metamagnetic transitions in natural antiferromagnets and a new path toward

control and manipulation of domain walls or spin textures in functional antiferromagnets.
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Chapter 1

Background and Motivation

The universe is full of microscopic particles, zipping around according to their own set of

laws. However, mix them together in the right way and nature will allow you to observe

much more exotic emergent states of matter, such as, crystals, magnets, and supercon-

ductors. These states of matter can be classified by the specific symmetries with which

they break: translational, reflection, rotational, time reversal or gauge symmetry, and can

be topologically protected by these symmetries. Meaning that they are protected from

adiabatic changes in trivial material parameters, like defects and shape.

Discovered in the early 80’s, the quantum Hall effect (QHE) was the first observed topo-

logical phase of matter. Over the next 35 years, new exotic states evolved from the QHE,

the quantum spin Hall and quantum anomalous Hall states. These systems feature similar

topologically protected chiral/helical edge currents which are quantized and dissipation-

less, but require no external magnetic field. The applications of the quantum anomalous

Hall effect (where only one chiral edge spin state is preferred) range from electronics with

extremely low power consumption to metrology.

Recently, the quantum anomalous Hall effect (QAHE) has been observed and studied

in Cr- and V-doped (Bi,Sb)2Te3, to high precision. However, extremely low temperature

is required to observe this exotic effect due to complications from magnetic doping. Thus,

antiferromagnetic topological insulators (AFMTI) were born, giving rise to similar exotic

effects like QAHE and topological magnetoelectric effect, but requiring no magnetic doping.

However, the magnetic domain states and exact magnetic configurations on the surfaces of
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these AFM TIs is still unknown. Additionally, due to the nature of AFMs, there are few

experimental techniques that have the sensitivity and resolution to probe their magnetic

states. Through our cryogenic magnetic force microscopy technique however, we are able

to image the domains and domain walls in uniaxial AFMs, giving us a glimpse into the

magnetic secrets these AFM TIs hold.

First, the classical and quantum Hall effects will be introduced, followed by their im-

pact on the field of topology in condensed matter physics and later, the discovery of TIs,

topological semimetals, and finally, AFM TIs will be discussed.

1.1 The Classical Hall Effects

1.1.1 Hall Effect

When a conductor is subjected to a longitudinal current and perpendicular DC magnetic

field, the charge carrying electrons are deflected to one side of the conductor, setting up a

transverse potential difference across the conductor, as shown in Fig. 1.1.

Figure 1.1: Depiction of the classical Hall effect. External magnetic field perpendicular
to non-magnetic conductor deflects electrons (blue) to one side or to the other side if the
carriers are holes (green). Equillibrium is met when there is a strong enough electric field
to balance out the Lorentz force. This leads to a non-zero Hall voltage.
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The transverse resistance, coined the Hall resistance, is this transverse potential differ-

ence divided by the applied current. It is proportional to the applied magnetic field divided

by the carrier density multiplied by the carrier charge. This is the Hall effect, discovered

by 24 year old American Edwin Hall (Fig. 1.2(a)) and his advisor Augustus Rowland (Fig.

1.2(b)) in 1879 at Johns Hopkins University.

Hall’s inspiration came from Maxwell’s book. It had said that electromagnetic forces act

on the conductor and not on currents, thus if the conductor is held fixed, there would be no

effect on the conductor[1]. Hall and Rowland believed the opposite and for various reasons,

adopted the reasoning, ”If the current of electricity in a fixed conductor is itself attracted by

a magnet, the current should be drawn to one side of the wire, and therefore the resistance

experienced should be increased”[2]. Unfortunately Maxwell had died a couple of months

after Hall’s publication. The editor of the second edition of Maxwell’s book later in 1881

noted Hall’s discovery.

Hall and Rowland’s first experiment involved hooking up a silver triangular wire wound

into a spiral, oriented perpendicular to magnetic poles, to a wheatstone bridge and gal-

vanometer (could measure down to 1 µΩ) and passed 0.3 T through the spiral. He observed

nothing consistent and attributed resistance changes to stress effects[2].

Their next experiment involved passing current radially through a gold disk to observe

an increase in resistance, due to the current becoming less radial and more spiral like.

Nothing was observed however, and he attributed it to the fact that the conductor was too

thick.

To test this idea they put gold leaf on glass, which would have a higher current density

than the metal bar that they previously tried, and ran current through it with a galvanome-

ter perpendicular to the current direction to test for a voltage difference. The needle de-

flected (not by magnetic induction) and was reversed when the magnetic field reversed and

did not reverse when the meter was moved over the bar. More systematic experimentation
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revealed that this voltage was proportional to the magnetic flux density times the applied

current.

They also wanted to see if the width of the conductor had any affect and found that the

flux density times the current density and width divided by the hall voltage was constant,

which was later found to be the carrier density times the electron charge, giving new insight

into the nature of metals and their interaction with electromagnetic fields.

Figure 1.2: Edwin Hall (left) and his advisor Augustus Rowland responsible for the discovery
of the Hall effect.

These findings contributed greatly to understanding electrical properties of metals. The

Hall resistance gives information about the sign of charge carriers, carrier density, mobility,

doping, and number of valence electrons per atom. The Hall effect is used today in mag-

netometers and sensors such as: speed sensors, ignition systems, smart phones, gps, and

even thrusters. It is one of the greatest discoveries in solid state physics, lighting the way

to the more exotic phenomena in quantum transport, such as its quantum successor, the

quantum Hall effect. Before the quantum effect however, Hall made a surprising discovery

that linked the Hall effect to intrinsic magnetism.

1.1.2 Anomalous Hall Effect

One year after the Hall effect, Hall discovered that the effect was ten times larger in fer-

romagnetic conductors like iron[3]. This was coined the anomalous Hall effect (AHE) or
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extraordinary Hall effect as it used to be known and is depicted in Fig. 1.3.

Figure 1.3: Anomalous Hall effect in ferromagnetic material. Blue spin-up electrons are
deflected upward and red spin-down electrons are deflected downward. There is an asym-
metry in the accumulation of electrons and spin due to the combined effect of spin splitting
from SOC and majority-minority asymmetry from the magnetization coupling and thus a
non-zero Hall voltage is set up.

Early experiments showed that the transverse resistivity (Hall resistivity) behaves dif-

ferently in an applied field in ferromagnetic conductors than non-magnetic conductors.

Non-magnetic conductors have a linear relation between Hall resistance and applied mag-

netic field, as depicted in Fig. 1.4(a). In magnetic conductors, a steep increase in the Hall

resistivity is seen when the external field is weak, it then hits a saturation after the applied

field is strong enough and continues linearly, as shown in Fig. 1.4(b).

Experimentation on Fe, Co, and Ni by Kundt in 1893 showed that this saturation value is

roughly proportional to the magnetization[5]. Years later arguments set forth by Pugh and

Lippert established that ρxy = R0µoHz +RsµoMz, where R0 is the classical Hall coefficient,

µ0Hz is the external magnetic field, Rs is a constant that depends on the material, which

can be positive or negative, and Mz is the magnetization in the z direction[6]. Extrapolation

of a ρxy vs. Hz curve shows that the saturation value is the magnetization, as shown in

Fig. 1.4(b). Continuing to sweep the magnetic field shows similar behavior to a hysteresis

loop in ferromagnetic materials, as shown in Fig. 1.4(c).
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Figure 1.4: Typical behaviors of the Hall and anomalous Hall effects. The Hall resistivity
ρxy is plotted versus external magnetic field H. (a) The Hall effect; (b) The anomalous Hall
effect; and (c) The hysteresis loop measured from the anomalous Hall effect. Adapted from
ref. [4].

Owing the asymmetry in spin accumulation to the difference in minority and majority

spins from the magnetization, the origin of the AHE remained mysterious until 1954 when

Karplus and Luttinger put forward a crucial theory that theRs coefficient could be explained

by spin-orbit coupling (SOC) of the electrons. They showed that when an external electric

field, perpendicular to the magnetization, is applied to the solid, in this case Fe or Ni, the

electrons acquired an additional, anomalous, velocity. This implies that there will be a

current perpendicular to the electric field and to the net spin of the electrons. The current

will be proportional to the magnetization and its coefficient will yield Rs[7]. They predicted

that since the anomalous velocity depends on the band structure, the coefficient should not

have any scattering, which agreed with previous experiments on Fe and Ni. This makes

sense since the overall contribution of the anomalous velocity to the conductivity will then

be the transverse σxy, which inverting this tensor yields ρxy ≈ σxy/σ
2
xx ∝ ρ2. As you will

see later, the connection between the AHE and SOC will propel the Hall effect into its more

exotic, quantum forms.
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1.1.3 Spin Hall Effect

When thinking about the AHE, researchers naturally asked the question whether there

could still be a Hall effect with no net magnetization or external magnetic field. The

answer was a resounding yes, yet with subtle differences to the AHE. In the AHE, since

there is an inherent magnetization, there is a carrier spin polarization. In the spin Hall

effect (SHE), the material has no net magnetization, but still has inherent SOC. Therefore,

there will still be spin accumulation in both directions, but there will be no asymmetry

in the accumulation of charges, because there is no magnetization to break the symmetry

between the spin up and spin down states and thus, no Hall voltage to measure, as depicted

in Fig. 1.5.

Figure 1.5: Depiction of spin Hall effect, where equal amount of blue spin-up electrons
are deflected upward as red spin-down electrons are deflected downward due to spin orbit
coupling. No Hall voltage is set up, but there is a spin polarization across the material.

Despite having no measurable Hall voltage, experimentalists have managed to observe

the SHE using optical detection techniques. In 2004, Kato et al. spatially imaged the

SHE for the first time in AlGaAs quantum wells using magneto-optical Kerr-rotation

spectroscopy[8]. They observed opposite spin accumulations in the 2-D electron gas (2DEG),
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as shown in Fig. 1.6. The next question is what happens when one applies a strong mag-

netic field to an electron system with reduced dimensionality. For that, let us go back in

time a bit.

Figure 1.6: 2-D spatial profile of the spin accumulation near the edges of a AlGaAs/GaAs
quantum well mapped out by static Kerr rotation. Two spin Hall peaks can be seen at each
edge, the right is spin-down and the left is spin-up. Adapted from ref. [8].

1.2 A Quantum Leap to the Quantum Hall Effects

1.2.1 Quantum Hall Effect

In the early 1930s, much interest was generated in probing phenomena in the quantum

regime of electron transport. There are many experiments which observe oscillations of

different quantities with a changing applied magnetic field. The first, however, were the

Shubnikov-de Haas[9] and de Haas-van Alphen[10] effects observed in 1930. Both effects

were discovered in Bi at low temperatures and intense magnetic fields. The former observed
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conductivity oscillate with increasing applied magnetic field, the latter, magnetic moment.

To explain these phenomena, Landau’s work on the quantization of electron orbits in

magnetic fields provided the first theoretical key[11]. Additionally, as a consequence, this

understanding lead to the extraction of the shapes of the Fermi surfaces of these metals

using these quantum oscillations[12].

With technological developments in solid state physics quickly emerging, especially after

the transistor in 1947, semiconductors began to spark fundamental physical interest from

their industrial application due to their reduced dimensionality and lack of defects. Making

them the perfect platform to study quantum oscillations. A major stepping stone on the

way to revealing the quantum Hall effect was an experiment in 1966 where Shubnikov-de

Haas oscillations were observed in a Si metal-oxide-semiconductor field-effect transistor[13].

A little over a century after Hall’s discovery, in 1980 at the Grenoble High Magnetic

Field Laboratory, a discovery was made that would change condensed matter history. Klaus

von Klitzing (later awarded the Nobel Prize for this discovery in 1985), Pepper, and Dorda

found that when the charge carriers are confined to a 2D sheet, in this case the same Si

transistor as above, the Hall resistance becomes quantized to h/νe2 at specific values of

applied magnetic field, where h is Planck’s constant, e is the electron charge, and ν is an

integer[14]. The magnetic field and temperature here however needs to be high and low

enough, respectively, that the Landau level energies overcome the thermal energy.

What they saw in this experiment, was a not a smooth linear increase in the Hall

resistance, but rather showed a series of plateaus, as depicted in Fig. 1.7. The longitudinal

resistance was seen going to zero when the transverse resistance was plateaued, and peaked

between the plateaus. It is understood that at these plateaus, the number of electrons is

an integer multiple of the number of available eigenstates, this is the filling factor ν above.

The places where the Hall resistivity is quantized, edge channels appear at the edges of

the 2DEG, as shown in Fig. 1.8. This can be visualized classically as an electron skipping
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Figure 1.7: The quantum Hall effect occurs in a two-dimensional electron system under a
large applied magnetic field. The transverse resistance ρxy takes on quantized values while
the longitudinal resistance ρxx vanishes. Adapted from ref. [15].

orbits on the edges, however in realistic systems, this can be thought of as the bending of

the landau levels due to the confining potential at the edge, and edge states appear where

the levels cross the Fermi energy.

What is amazing is that this effect is immune to sample imperfections, field inhomo-

geneities, electron density differences and so on. Later on it was found that the Hall con-

ductance was a topological invariant, and it is topology that gives such immunity. This

topological protection is the reason for the high precision of the Hall resistance ( 10−10) and

it has been used as an industry standard since 1990, it is equal to h/e2 = 25812.807557(18)Ω,

also known as the von Klitzing constant. The edge channels are also immune to scattering,

since there are no other states for the electrons to scatter into, and thus are dissipationless.

This has immense applicability to electronic devices that need to reduce heat dissipation.

However, in the QHE, a high magnetic field on the order of 10 T needs to be applied to see

these effects, so the question that is natural to ask is can one get a quantized version of the

SHE, i.e. quantization with no external field? Before we arrive there, let us see why these
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Figure 1.8: A two-dimensional electron gas in a strong perpendicular external magnetic
field sends the electrons into cyclotron orbits and quantizes their energies into Landau
levels. The topologically protected edge current can only propagate one way and can be
thought of classically as the skipping orbits of the electrons, where ,quantum mechanically,
is from the bent bands at the confining potential crossing the fermi level.

states are topologically protected and why the resistance comes in integer multiples.

1.2.2 Topological Protection: TKNN Invariant and Berry Curvature

To explain why the quantum Hall effect is so robust against any changes in shape or im-

purities in the material, Laughlin first proposed a topological argument based on gauge

invariance[16]. Later on, Thouless, Kohmoto, Nightingale and den Nijs (TKNN) related

the Hall conductance to a topological invariant in momentum space[17]. The topological

invariant was then used to rewrite the Hall conductance in terms of the bulk states.

For an electron zipping through a periodic potential, like in a crystal or metal, its

eigenfunctions can be written as the product of a plane wave and a periodic Bloch function,

ukn(r), which has the same periodicity as the potential. The eigenfunctions expressed as

ψkn(r) = eik·rukn(r), where n is the band index and k is the wave vector, satisfy the

Schrodinger equation Hk(r)ukn(r) = Eknukn(r), where Hk(r) = e−ik·rH(r)eik·r. Using the

Kubo formula, the Hall conductivity of a 2DEG can be written in terms of the Bloch wave

functions, shown by TKNN,

ν =
i

2π

∑∮
BZ

d2k

(
∂u∗

∂kx

∂u

∂ky
− ∂u∗

∂ky

∂u

∂kx

)
=

h

e2
σxy, (1.1)
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where the sum is over the occupied electron bands and the integral is over the Brillouin

zone, which is topologically equivalent to a torus. The above integral was shown to always

be an integer by the Chern-Simons theorem.

Here, the integral is always an integer, so ν only depends on the Bloch wave functions.

As long as there are no partially filled bands, ν will always be an integer[18]. To derive the

TKNN invariant of the quantum Hall state one can apply the concept of Berry phase[19] to

the Bloch bands. The Berry connection, Berry phase and Berry curvature written in terms

of the Bloch functions can be defined as

An(k) = i 〈unk | ∇k | unk〉 (1.2)

φn =

∮
BZ

An(k) · dk (1.3)

Ωn(k) = ∇×An(k) (1.4)

which can be thought to behave as a vector potential, Ahraronov-Bohm phase and effective

magnetic field in momentum space, respectively. The Berry phase is gauge invariant over

the loop in Eq. 1.1. Non-zero Berry curvature depends on the symmetries of the system.

Two important symmetries are space-inversion (IS) and time-reversal symmetry (TRS),

defined respectively,

Ωn(k) = Ωn(-k) (1.5)

Ωn(k) = −Ωn(-k) (1.6)

Only when one symmetry is broken, a non-zero Berry curvature arises. Equation 1.1 can

be rewritten with the Berry curvature as

C =
1

2π

∫
BZ

Ωnd
2k = 0,±1,±2, ... (1.7)

The integral is a multiple of 2π when the Berry connection is singular and zero otherwise. A

non-zero number indicates the existence chiral edge states in the system. This is the TKNN

invariant[17] or the first Chern number[20] or Z invariance. Thus, the Hall conductance
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is a measure of the integral of Berry curvature in momentum space and is topologically

protected.

1.2.3 Quantum Spin Hall Effect

A large motivation for the study of the quantum spin Hall effect (QSHE) is the application

to spintronic devices (devices in which spin carries information, not charge) and the study of

topologically nontrivial states of matter. They are expected to be capable of, combining in-

formation processing with storage with faster speeds and higher densities, having extremely

low power dissipation and be able to perform reversible quantum computations[21]. The

QSHE is great for this because the effect allows for direct electric manipulation of spin

without a magnetic field, and the resulting spin current can flow without dissipation. In

addition to device application, the QSHE is of fundamental interest because it is another

topologically nontrivial state of matter aside from the QHE (where Hall conductance is

quantized and topologically protected).

To study this topological state a few interesting materials were proposed to exhibit the

QSHE such as, doped semiconductors, graphene, and strained semiconductors[22, 23]. A

quite interesting material proposal, and relevant to this review, was made explaining that

QSHE could be seen in specific types of band insulators such as zero-gap and narrow-gap

semiconductors, now coined topological insulators (TI)[24].

TIs are insulators that are insulating in their bulk, but are conducting on their surface.

These metallic surface states are helical and obey a Dirac-type linear energy-momentum

dispersion relation that is protected by TRS[25]. Upon a time-reversal operation the electron

wave vector k and the spin will flip sign. The helical surface states of a TI are invariant

under such operation since the opposite spin channels are locked to the opposite momenta.

The QSH insulator state is invariant under time reversal and has a charge excitation gap

in the 2D bulk, but has topologically protected gapless edge states that lie inside the bulk

insulating gap as depicted in Fig. 1.9(b). Since both TRS and IS are preserved, the invariant
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is rewritten as,

Z2 =
1

2π

(∮
Half BZ

An(k) · dk−
∫
Half BZ

Ωnd
2k

)
= 0 or 1(mod 2) (1.8)

called the Z2 invariant[26].

Figure 1.9: Edge states in the quantum spin Hall insulator (QSHI). (a) The interface
between a QSHI and an ordinary insulator. (b) The edge state dispersion in the graphene
model in which up and down spins propagate in opposite directions. Adapted from ref.
[27].

A sufficient condition for these edge states is band inversion. Spin-orbit coupling lifts

the degeneracy of the spin states, splitting the conducting symmetric bonding and valence

asymmetric antibonding states, allowing a portion of the conduction band to become anti-

symmetric and part of the valence band symmetric, such that at the interface, the bands

must be continuous and thus, edge states appear, as shown in Fig. 1.9(b). At the boundary,

the bands cross and the Fermi energy intersects the bands if it is in the SOC opened gap.

This crossing contributes to backscattering-immune conducting edge states which have op-

posite spin-polarization and counter-propagate at the edges, as shown in Fig. 1.9(a) and

Fig. 1.10.

While the initial proposal of the QSH state in graphene[22] provided an interesting theo-

retical toy model, it was soon shown to be unrealistic since the spin-orbit gap in this system

is extremely small, i.e. QSHE occurring below ∼10 mK[28]. In 2006, Bernevig, Hughes

and Zhang[29] initiated the search for the QSH state in semiconductors with an “inverted”
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Figure 1.10: Quantum spin Hall effect showing equal, but counter propagating blue spin-
up and red spin-down edge currents due to SOC. The current loops in the center do not
contribute to the edge currents. Since there is nothing to break the symmetry between the
spins there is no Hall voltage set up, but there is a spin polarization across the material.

electronic gap, and predicted a quantum phase transition in HgTe/CdTe quantum wells

(QW) as a function of the thickness of the QW. The QW system should be a QSH insulator

when the thickness of the HgTe layer is thicker than a certain critical value and show a

single pair of helical edge states.

In 2007, experimental observation by Markus Koenig et al., revealed in HgTe/CdTe

QWs at 30 mK the presence of these edge channels with no applied magnetic field[30].

They found that these edge channels appeared in the QWs with thickness greater than 6.5

nm, as shown in Fig. 1.11(a). Figure 1.11b shows the energy spectra for each thickness

regime, with the edge states shown in red and blue. Since there was no external magnetic

field to bias the charge carrier flow, no transverse voltage appeared. Instead they measured

the longitudinal conductance and saw that above the critical thickness the conductance was

quantized to 2e2/h (ν = 2), as shown in Fig. 1.11(c), indicating the formation of two edge

channels comprised of oppositely flowing currents, one with spin up and one with spin down

electrons, imposed by strong SOC in the HgTe layer.
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Figure 1.11: HgTe QW 2D TIs. (a) Potential energy of electrons in conduction band (blue)
and holes in valence band (red). For thickness dc ∼6.5 nm, the lowest energy conduction
subband E1, is higher than the highest valence band, H1. For d > dc, those electron and
hole bands are inverted. (b) Surface states appear above the critical thickness (red and
blue lines) (c) Experimentally measured resistance of thin and thick QWs, plotted against
the gate voltage. The thin QW has a nearly infinite resistance within the gap, whereas the
thick QW has a quantized resistance plateau at R = h/2e2 (ν = 2), due to the perfectly
conducting edge states. Red and blue are much much thicker QWs, proof that only the
edges are conducting. Adapted from ref. [30].

The edge states in the HgTe/CdTe interface are 1D even though the TI is 2D, as il-

lustrated in Fig. 1.12(a), where their dispersion is similar to that of massless relativistic

fermions. Generalizing this to a 3D TI gives 2D edge states, as shown in Fig. 1.12(b), with

dispersion similar to a Dirac cone, as illustrated in Fig. 1.13(b).

Bi1−xSbx alloy was predicted by Liang Fu and Kane to be a 3D TI[32]. Later investi-

gation by Zahid Hasan, using angle-resolved photoemission spectroscopy (ARPES), using

photons to eject electrons and measuring the ejected angle and energy to get information
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Figure 1.12: (A) Schematic of the 1D edge states in a 2D TI. The red and blue curves
represent the edge current with opposite spin character. (B) Schematic of the 2D surface
states in a 3D TI. Adapted from ref. [31].

about the material’s dispersion relation, confirmed the existence of edge states[33]. How-

ever, the surface band structure of this material turned out to be too complex and difficult

to control.

Soon after in 2009, Zhang et al.[35] predicted that Bi2Te3, Bi2Se3 and Sb2Te3, with

structures like that shown in Fig. 1.13(a), are 3D TIs which were shortly confirmed ex-

perimentally. A single Dirac-cone surface state, for the first time, in Bi2Se3 was observed

by Xia et al.[36] and later for Bi2Te3 by Hsieh et al.[37] and Chen et al.[34] independently.

Different from the HgTe QWs, the Bi2Te3 surface states lie at the interface between the

inverted bulk bands and the surrounding non-inverted insulating “vacuum” bands, so the

band crossing occurs because of the mismatch of reversed bands between the sample surface

and the vacuum. Similar to the QWs, the band inversion is driven by strong SOC in the

Bi2Te3. First principle calculation showed a Dirac cone at the surface, with electron spin

lying in the plane of the surface and perpendicular to the momentum, as shown in Fig.

1.13(b). The ARPES measurements by Zhi-xun Shen’s group confirmed this, as shown in

Fig. 1.13(c), the Dirac cone is seen meeting at the bulk valence band.

It is natural to ask if there is a way now to break the symmetry of the QSHE in these
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Figure 1.13: In 3D TIs, the linearly dispersing edge states become surface states described
by a so-called Dirac cone. (a) The crystal structure of the 3D TI Bi2Te3 consists of stacked
quasi-2D layers of Te-Bi-Te-Bi-Te. The arrows indicate the lattice basis vectors. (b) Spin
dependent ARPES of the related compound Bi2Se3 reveals that the spins (red) of the surface
states lie in the surface plane and are perpendicular to the momentum. (c) This ARPES
plot of energy versus wavenumber in Bi2Te3 shows the linearly dispersing surface-state band
(SSB) above the bulk valence band (BVB). The dashed white line indicates the Fermi level.
The blue lines meet at the tip of the Dirac cone. Adapted from ref. [34].

TIs to obtain a single edge state as opposed to both. This question forms the basis for the

exotic QAHE which I will introduce in the next section.

1.2.4 Quantum Anomalous Hall Effect

Now that we have the Hall effects all laid out, how can we get a quantized version of the

AHE? In essence, the QSHE is made up of two quantum anomalous Hall effects (QAHE),

i.e. there are two counter-propagating edge states of opposite spin due to the band inversion

of both spin channels. How can we then suppress one spin channel to expose the QAHE?
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Ferromagnetic (FM) order in TIs has been found to suppress one of the spin channels[38].

This system, consisting of a single spin channel, houses many interesting phenomena and

applications. For example, the QAHE, topological magnetoelectric effect[39], as well as

image magnetic monopoles[40]. In addition to relevance to fundamental physics research,

there are also a number of technological applications that are hoped to result from this

exotic effect. The quantization of the Hall resistance could be used as a simple resistance

standard where no large magnetic field is needed and the dissipationless edge channels could

be used to reduce power dissipation in electronics or as a spin-filter in spintronics.

An explanation for the suppression of one of the edge channels can be understood in

terms of SOC and magnetic exchange coupling. In the last section we learned that SOC

is responsible for the band inversion in the TI. Each band is spin degenerate with spin-up

and spin-down bands. The addition of local magnetism through exchange coupling lifts

the degeneracy of these bands. If the material is magnetized in the spin-up direction, for

example, the spin-up bands will shift to lower energy, and the spin-down bands will shift

up in energy. If the exchange coupling is large enough, the spin-up bands will cross each

other and invert a second time, after the SOC inversion, forcing the spin-up state to become

insulating again, while the spin-down state remains topologically insulating[41]. Thus, the

spin-up channel is suppressed by TRS breaking and we are left with the QAHE, as depicted

in Fig. 1.14.

When the Fermi level is tuned into this energy gap, the Hall resistance will become

quantized and the longitudinal resistance will reduce to zero as in the QH case. However,

similar to the AHE, the transverse resistance will trace out a hysteresis loop with an applied

magnetic field and the longitudinal resistance will peak at the locations where the transverse

resistance does not plateau, as depicted in Fig. 1.15.

This leads to some criteria for QAHE systems. First, the material must be 2D, second

it must be insulating in the bulk, third, the bands must be topologically non-trivial, mostly



20

Figure 1.14: Schematic showing QAHE chiral edge state composed of spin-down electrons
(in plane spin direction) with magnetization of the ferromagnetic material out-of-plane.
There is only one chiral edge state since magnetic exchange has inverted the spin-up states
a second time deleting the spin-up edge state. By this asymmetry there is a non-zero Hall
voltage.

due to strong SOC, and fourth, TRS must be broken by magnetic order, most simply, FM

long-range order.

Early proposals for 2D QAHE systems involved magnetic doping of HgTe/CdTe[29, 30]

and InAs/GaSb[42] QWs. For example, Mn2+ would replace Hg2+, allowing exchange

coupling, and it was shown that this system should exhibit the QAHE as long as the Mn

magnetization was strong enough[41]. As shown in Fig. 1.16, the exchange coupling opens

a gap between the symmetric spin states, but reduces the gap between the antisymmetric

states, crossing them and inverting them again (after SOC inversion), allowing only the

symmetric spin states to remain edge states.

However, this required an external magnetic field, since this material is actually para-

magnetic and behaves as a spin-glass at low temperatures[43]. This is not ideal because

an external magnetic field will induce the QHE through landau quantization in addition to

QAHE states.

Other proposals include thin film FM Weyl semimetals (essentially a 3D version of
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Figure 1.15: The QAHE has quantum Hall features with zero applied field. The transverse
resistance is precisely quantized at h/e2, where h is Planck’s constant and e the elementary
charge, and the longitudinal resistance vanishes at zero field. Adapted from ref. [15].

graphene where TRS is broken by FM) such as HgCr2Se4[44], or graphene grown on top of

a magnetic material[45], doping graphene with transition-metal atoms[46], or by creating

honeycomb lattices of transition-metal oxides with perovskite structures[47], also placing

heavy metals on magnetic insulators[48], or strained epitaxial films with interface band

inversion such as EuO/GdN[49] or EuO/CdO[50], or sandwiching a TI in between FM

insulators[51], or FM insulators grown on TIs like EuS/Bi2Se3[52], allowing the magnetic

proximity to open a gap for surface states at the TI boundary, as depicted in Fig. 1.17(b).

However, these proposals have complications such as the magnetic exchange gap being

too small for laboratory temperatures or, in the case of the FM insulator sandwich, the

interface is susceptible to imperfection, among other explanations, due to the FM insulator

growth.

It has also been shown, however, that magnetic doping in TIs exhibit FM behavior[54].

The only successful proposal so far has been to induce exchange splitting in TIs by magnetic

ion doping to make a FM semiconductor, as depicted in Fig. 1.17(a)[38, 55–57]. This has

been realized experimentally in 2013 by Cui-Zu Chang et al. in (BiSb)2Te3 doped with
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Figure 1.16: Evolution of band structure and edge states upon increasing the spin splitting.
Due to exchange coupling, if the magnetization is < 0, the spin-up states separate in energy
and the spin-down states come closer together to invert their bands. The additional band
inversion cancels the initial SOC band inversion and leaves the spin-up states as surface
states. Adapted from ref. [41].

Figure 1.17: Structures of (a) magnetically doped TI films and (b) a ferromagnetic insulator
(FI)/TI heterostructure. Adapted from ref. [53].

magnetic Cr ions[55] and later studied by other groups[15, 56, 58–61]. Recently, even higher

precision and temperature has been attained with V doping[57, 62], due to increased FM

ordering. The QAHE in these magnetically doped thin films are limited to extremely low

temperature becuase of the inherent disorder, although the disorder effects can be partially

alleviated by material engineering[63–65].

Not only is a more precise QAHE useful in metrology, for things like a simple resis-

tance standard and for measuring fundamental constants, like the fine structure constant,

in the laboratory, but it would also be useful in dissipationless electronics for low power

consumption. It is now just a question of how to raise the temperature required to enter
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the QAHE regime, which no study has, so far, been able to increase above ∼300 mK due to

the small magnetic exchange gap, even though SOC and FM order can be realized at room

temperature.

1.2.5 Topological Dirac and Weyl Semimetals

If a crystal respects both TRS and IS and band inversion occurs, we saw earlier that sufficient

SOC opens up a gap between the inverted valence and conduction bands. However, if the

crystal has some other crystalline symmetries, such as rotational symmetry, SOC may open

a band gap at all momenta where the bulk conduction and valence bands touch except at

special momenta along the symmetry axis, as depicted in Fig. 1.18.

Figure 1.18: Schematic of conventional band insulator and topological Dirac semimetal
bands. Bands inverted by SOC may have specific points in momentum space that are
protected by certain symmetries besides TRS and IS. The energy dispersion around these
points in linear, 3D massless Dirac fermions emerge.

At these special momenta, the protected degeneracy of the bands results in the emer-

gence of 3D massless Dirac fermions, since locally the energy dispersion is linear along all

three momentum directions. They are akin to the 3D analog of graphene. These materials

are no longer insulators, but semimetals, hence 3D Dirac semimetals. This is because the
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conduction and valence bands have a finite overlap. It should be noted that even though

there are points where the band gap closes, there are still 2D momentum planes with a

full inverted band gap (2D quantum Hall planes), thus topological classification still exists.

Theoretically the Dirac semimetal state was predicted in 2012[66] and recently discovered

experimentally in Na3Bi and Cd3As2[67–70].

If now we have a band inverted crystal that respects TRS, but not IS, or vice versa, and

sufficient SOC, there will be an even number of non-degenerate inverted bands with gapless

closings, as depicted in Fig. 1.19.

Figure 1.19: Schematic of conventional band insulator and topological Weyl semimetal
bands. Bands inverted by SOC, where either TRS or IS is broken, become non-degenerate
and form an even number of gapless closings where Weyl fermions emerge.

At these closings emerge Weyl fermions[71, 72]. Each Weyl node represents a monopole/

antimonopole of Berry flux and carries its own chirality, giving them their topological

protection[72]. Thus Weyl nodes generically occur in 3D magnetic or noncentrosymmet-

ric materials with the strong SOC. What makes TWS appealing is the exotic electronic

properties, such as the open surface Fermi arc[73, 74] and the chiral anomaly in transport

measurements[75, 76]. The first type of Weyl fermion was predicted and observed in TaAs
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family of compounds in 2015[77–80].

1.3 Antiferromagnetic Topological Insulators

This chapter will be primarily focused on AFM TIs, although there are quite a few the-

oretical and experimental topological AFMs around today which deserve mention. For

example, the AFM Dirac semimetals SrMnBi2, which features enhanced mobility similar

to graphene[81, 82], and EuMnBi2, which features the QHE due to quasi-two-dimensional

Dirac fermions in the Bi sublattices where the effect of the field is mediated by the Eu

sublattices[83] (see chapter 3 for our magnetic imaging results on EuMnBi2). Topological

Weyl semimetal states have also been realized in the paramagnetic and AFM phases of

GdPtBi[84, 85]. The quasi-two-dimensional Kagomé Weyl semimetal Co3Sn2S2 may also

feature a hidden AFM order that could be contributing to its magnetic Weyl state. A

real-space order parameter can also take the place of a momentum-space order parameter

in non-collinear or non-coplanar AFMs giving rise to the topological Hall effect[86]. Here,

the fictitious magnetic field that acts on the Bloch electrons comes from the chirality of the

spin-texture rather than SOC. Recent examples of this effect were recently observed in the

non-collinear AFMs Mn3Sn and Mn3Ge[87–89]. These spin-textures can also form topolog-

ically protected objects called AFM skyrmions, which can also give rise to topological Hall

or spin Hall effects[90–93].

As we have seen, there are many interesting quantum phenomena in TIs and semimetals.

However, topological effects that require intrinsic broken TRS require some kind of magnetic

order[51], for example the QAHE, outlined in the previous sections. As this endeavor

has proven to be fruitful, building the bridge to other exotic effects like chiral Majorana

modes and topological magnetoelectric effect[51, 94, 95], that bridge however, needs another

reinforcement. Since the QAH materials up to now require magnetic dopants to attain

their QAH states, there is much inhomogeneity in the electronic structure and magnetic
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properties, not to mention the quality is sensitive to details of the growth process[61, 96, 97].

These issues are mainly responsible for the extremely low temperatures required for the

quantum effects, even though the magnetic ordering and exchange gap temperatures are

much higher. Ideally then, such a system would be both stoichiometrically magnetic and

topological, rather than relying on complicated magnetic doping.

1.3.1 Antiferromagnetic Topological Insulator Building Blocks

The simplest way to realize the AFM TI state is to take a strong TI (odd number of Dirac

cones in its surface spectrum) and add an antiferromagnetic order (staggered magnetization)

which also doubles its unit cell. In this way it breaks both primitive lattice symmetry T1/2

and TRS Θ, but preserves the combination S = ΘT1/2. It can be shown for a 3D band

structure, S leads to a non-trivial Z2 invariant[98].

Just as the QSH insulator can be thought of as a stack of QH layers with opposite spin

and opposite Chern numbers[22, 99], one can also think of the AFM TI as a similar stack,

but with each layer offset from one another, as shown in Fig. 1.20.

Figure 1.20: Schematic of stack of staggered Chern insulators with alternating Chern num-
ber, representing an antiferromagnetic topological insulator. Adapted from ref. [98].

The Hall conductance in the bulk averages to zero, since the conductance of each layer
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is cancelled by each opposite layer. The top and bottom surfaces however have no magnetic

neighbors on one side to cancel them out and have their surface states gapped out, due to

TRS broken by magnetic exchange, forming chiral edge states on the edge of the layers each

having a conductivity of ±e2/2h, depending on the magnetization direction. If the number

of layers is odd, then the top and bottom layers have the same magnetization and the

same Zeeman field directions and thus, conductivities of equal sign, both +e2/2h or both

−e2/2h, giving a total slab conductivity of ±e2/h, an integer multiple of ±e2/h as it should

always be[17]. If the number of layers is even, then the top and bottom layers have opposite

magnetization and opposite Zeeman field directions and opposite sign conductivities, giving

a total slab conductivity of zero with vanishing chiral edge states[39]. Note, the side surfaces

are gapless since the moment is in plane, S symmetry is preserved, but if the stack is thin

enough, the side surface states become gapped[100, 101]. Depending on whether the stack

has an even or odd amount of layers can have a profound impact on the quantum state.

1.3.2 Quest for High Temperature Quantum Anomalous Hall Effect

When the number of layers in the stack is odd, the total Chern number of the stack is

C = 1/2 + 1/2 = 1 or C = −1/2 − 1/2 = −1, depending on the magnetization. This

state gives rise to the QAHE, since there is no external magnetic field required to break

TRS. This state has been realized recently in exfoliated flakes of the AFM TI, MnBi2Te4,

a material that will be discussed in detail later in chapters 3 and 4[102]. Deng et al. saw

quantization of the Hall resistance at zero-applied magnetic field within 3% of h/e2 and

very close to quantized at ∼ 2.5 T in a five septuple (SL) layer sample at 1.4 K, as shown

in Fig. 1.21a. It should be noted that this high-field QAH is adiabatically connected to the

zero-field QAH state, so they are topologically the same, and the state at high-field is not

from Landau levels[102]. Although the quality of quantization drops quickly at zero-field

with higher temperature, depicted in Fig. 1.21b, the quantization was within 3% of h/e2

under a field of 7.6 T up to a temperature of 6.5 K! Even higher temperatures have been
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realized under high-field. J. Ge et al. found near quantization at -15 T in a 7 SL sample up

to 45 K, as shown in Fig. 1.21c, in addition to the appearence of a higher Chern number

of two (two chiral edge states) in a 10 SL sample[103]. Now, when the number of layers is

even, another exotic quantum phase emerges, the axion insulator state.

Figure 1.21: (a) Quantum anomalous Hall effect in a five-layer MnBi2Te4 flake. Magnetic-
field-dependent Ryx acquired at 1.4 K. Up and down sweeps of the magnetic field are shown
in red and blue, respectively. Ryx reaches 0.97h/e2 at µ0H = 0T showing evidence of zero-
field QAH effect. External magnetic field polarizes the ferromagnetic SLs individually, and
further improves the QAH quantization; Ryx quantizes to 0.998h/e2 under magnetic fields
above µ0H ∼ 2.5T . Adapted from ref. [102]. (b) Anti-symmetrized |Ryx| as a function of
temperature obtained under external magnetic fields of µ0H = 7.6T (red) and µ0H = 0T
(blue). The QAH quantization temperature (defined as the temperature below which |Ryx|
within 3% of the resistance quantum) reaches T = 6.5 K under µ0H = 7.6T [102]. (c) High-
temperature QHE without Landau Levels in 7-SL MnBi2Te4 device. The nearly quantized
Hall resistance plateau can stay at the temperature up to 45 K (Hall resistance plateau of
0.904h/e2). Adapted from ref. [103].
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1.3.3 Axion Insulator

In a 3D TI in the axion insulator state, there exists a quantized magnetoelectric coupling

in the electromagnetic Lagrangian[39, 51, 104]:

∆LEM =
θe2

2πh
E ·B, θ = π. (1.9)

This implies that when an electric field is applied, a circulating surface current is induced,

giving rise to a magnetization, or when a magnetic field is applied, an electric polarization

is induced. In an ordinary insulator, θ is 0, but in topological insulators with TRS or IS, θ

is π.

In a AFM TI with S symmetry, the space-averaged θ is either 0 or π, since θ is odd

under S. In the θ = π case, the surfaces can either be metallic or gapped, and in the latter

there must be a half-integer QHE. As we saw earlier, broken TRS on the surface of an AFM

TI leads to gapped surface states. If the magnetization of the top and bottom surfaces

are opposite, as in the even layer stack, the stack will have zero Hall conductivity, because

of the cancelling Hall conductivities, leading to insulating behavior and giving rise to the

axion insulator state.

This axion insulator phase characterized by zero Hall resistance and large longitudinal

resistance has recently been realized in 6 SL MnBi2Te4 and interestingly a phase transition

to the Chern insulator phase, characterized by a quantized Hall resistance and zero lon-

gitudinal resistance can be induced with moderate external magnetic field[105]. Fig. 1.22

shows the axion insulating state at zero field and the Chern insulating state at -9 T.

1.3.4 Chiral Boundary Modes at Step Edges and Domain Walls

Imagine now there are extra layers on top of the stack forming step edges. Since each

extra layer has opposite magnetization and opposite Chern number. This is similar to

the situation where a chiral boundary mode with conductance e2/h will form between two

quantum Hall domains whose conductance differs by one. Here, there will be a chiral
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Figure 1.22: Gate dependent transport properties and magnetic-field-driven axion insulator
to Chern insulator transition. Adapted from ref. [105]. (a) Gate-voltage dependence of
ρxx and the slope of ρyx vs. µ0H measured at T = 1.6 K around zero magnetic field. The
axion insulator state with AFM order and gapped electronic structures is illustrated in the
inset. The slopes of ρyx are obtained by linear fitting between ±2 T. (b) The evolution of
ρxx and ρyx as a function gate-voltage at T = 1.6 K and µ0H = -9 T. The inset displays
the schematic FM order and electronic structure of the Chern insulator state with a chiral
edge state across the band gap.

boundary mode that forms on the step edge[98, 106], as shown in Fig. 1.23a. This edge

mode could be probed by scanning tunneling microscopy or similar.

A similar situation can be imagined at the intersection between two AFM domains, e.g.

two stacks side by side with the same number of layers, but opposite alternating magneti-

zation. At this intersection, the spin would have to rotate in-plane between the domains,

in order to connect the two domains, i.e. form a domain wall. When the magnetization

is parallel to the surface, TRS is no longer broken there and the surface gap will close, as

depicted in Fig. 1.23b, although the chiral mode may shift in momentum[98, 107].
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Figure 1.23: (a) Chiral edge states on step edges. The red and blue regions represent
ferromagnetic layers magnetized in opposite directions. There is a gapless chiral quantum
wire at each step edge with chirality indicated by the arrow at the edge. Adapted from ref.
[98]. (b) Energy spectrum with a single chiral mode at the surface of MnBi2Te4/(Bi2Te3)n
with a magnetic domain wall. Adapted from ref. [107].

1.4 Perspective

As we have seen, the AFM states in these systems play a huge role in the formation of

topological phases. It is imperative to understand both the spin and AFM domain con-

figurations in order to understand how the magnetism in these systems connects to the

topological orders. Despite the huge amount of research in this class of materials, there

is very little known about the AFM domain formation. The device sizes in these previous

studies are also quite small ∼10µm. If the AFM domains in these systems are smaller

than the device sizes, there will be multiple domains with opposite signs, cancelling out the

topological magnetoelectric response or QAHE[108]. Thus, it is imperative to visualize how

large the AFM domains are in these systems, how they interact with each other and how

they depend on magnetic field and temperature. Additionally, the nanoscale imaging of

these AFM domain walls and step edges could open up exploration of the chiral boundary

modes residing on them.
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Chapter 2

Experimental Methods

In this chapter, we first present the technique that we use to study and characterize domain

formation in magnetic materials, a scanning probe microscopy technique called magnetic

force microscopy (MFM) and in-situ electrical transport. The principle behind MFM will

be discussed. Next, a sophisticated homemade variable-temperature MFM setup to simul-

taneously measure MFM and in-situ transport will be discussed. Followed by examples of

some of the artifacts that can show up in MFM images.

2.1 Introduction to Magnetic Force Microscopy

Understanding magnetic order in condensed matter is one of, if not the most, important

areas of research in modern condensed matter physics. By introducing magnetism into

certain systems, some exotic phenomena can be achieved. For example, the possible coupling

of ferromagnetic order and ferroelectric order may lead to giant magnetoelectric effect[109,

110]. Introducing ferromagnetism in topological insulators can lead to many fascinating

quantum phenomena, such as QAHE[55], and topological magnetoelectric effect[111]. In

these exotic magnetic systems, where magnetic domains form on scales below the resolution

of the measurement device, their net magnetization is averaged out, which is unlikely to be

detected by larger measurement devices like a superconducting quantum interference device

(SQUID). On the other hand, visualizing the magnetism at the nanoscale is very useful in

understanding the properties of mesoscopic magnetic objects, such as skyrmions, magnetic

domains and domain walls, and magnetic quantum dots.
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Up to now, many magnetic imaging techniques enable the real-space characterization

of magnetism at the nanoscale. For example, MFM[112], scanning SQUID techniques[113]

and nitrogen-vacancy (NV) magnetometry[114] directly measure the magnetic field or field

gradient. Other optical techniques for magnetic imaging are also very popular, such as

magneto-optical Kerr effect (MOKE) microscopy[115] and scanning transmission X-ray mi-

croscopy (STXM)[116]. Among them, MFM, which is a relatively traditional technique, is

still widely used in the field of condensed matter physics and material sciences. Although

it may not have the same high-sensitivity as scanning SQUID and spatial resolution as NV

magnetometry, MFM can be used in a wider range of temperature and magnetic fields.

This enables the study of a wide variety of magnetic materials. Compared to those optical

techniques, MFM usually has a better spatial resolution. In addition, it is a table-top mi-

croscope, which can be realized in most labs without the need of synchrotron based light

sources. Moreover, the optical method, by utilizing Kerr effect to probe magnetism, is an

indirect magnetometry, which effectively measures the AC AHE at finite frequency.

The MFM, built on the basis of atomic force microscopy (afm), belongs to the scanning

probe techniques[117]. afm was invented by Binnig et al. in 1986[118], shortly after the

invention of scanning tunneling microscopy (STM)[119], which is a powerful technique to

image individual atoms. Although traditionally afm does not have the atomic resolution,

it is less sensitive to surface contamination and mechanical vibrations, therefore can be

used at ambient conditions. The basic principle of afm is to detect the atomic force, which

typically consists of long-range attractive van der Waals, electric or magnetic forces and

short-range repulsive forces from Coulomb repulsion or Pauli exclusion, as shown in Fig.

2.1. Different operation modes are utilized for different purposes. For topographic imaging,

a contact mode or tapping mode are often used. In the contact mode, the afm tip, on the

end of a cantilever, is pressed on the sample surface. The repulsive atomic force causes

the bending of the cantilever. Such small deflection can be accurately detected by various

methods, e.g., the laser-based position sensors, piezoresistive cantilevers,
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Figure 2.1: The force response curve (red) is a sum of long distance attractive van der
Waals force (green) and short range repulsive force (blue).
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and interferometric sensors. During the scanning process, the feedback electronics try

to keep the deflection constant by controlling the z position of the cantilever. The mapping

of z manifests the topography of the surface. The drawback of contact mode is the contact

force exerted is relatively high. This usually causes the damage of a soft sample surface

and the reduced lifetime of the afm tips. To circumvent this problem, a tapping mode (or

intermittent-contact mode) is used for topographic imaging. The afm tip is driven at its

resonance frequency. The amplitude of the oscillation is used as the feedback parameter in

this case. This mode is more commonly used for topographic imaging, due to less damage

to both the samples and afm tips. A standard afm setup can have high lateral resolution

∼10 nm and high vertical resolution ∼1 nm. If the tip is lifted above the surface ∼100 nm,

the short-range atomic force is negligible and the long-range interactions, such as magnetic

and electrostatic forces, dominate. MFM imaging operates in this so-called non-contact

mode.

Figure 2.2 shows a schematic MFM setup. A standard procedure of MFM imaging

is the interleave mode: it first scans the topography in tapping mode, then the tip is

lifted to maintain constant height from the surface in non-contact mode. This interleave

mode minimizes the topographic contamination in the MFM images, which is widely used

in ambient conditions. However, scanning the topography sometimes alters the magnetic

domain structures, if the sample is magnetically soft and tip moment is large. For instance,

magnetic thin films usually have relatively lower magnetic moments per unit area, which

requires a large moment tip to probe. If the thin films have a coercive field HC smaller

than the stray field near the magnetic tip, the topographic scanning can modify the domain

patterns, leading to some artifacts in the MFM images. Thus, interleave mode is not

preferable. In thin film samples, the surface is usually quite flat, with a roughness ∼ 1 nm.

Thus, interleaved topographic imaging is not necessary. However, the tilt of the sample

surface should still be determined. The typical scanning procedure for magnetic sample can

be described by two steps: first, scan the topography of the sample surface in another area,
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away from the area for MFM scanning; next, lift the tip up and move the tip to the desired

area. During MFM imaging, the tip always follows the slope of the surface to maintain a

constant lift height.

Figure 2.2: Schematic of standard MFM probe showing magnetic tip above surface of
ferromagnetic domains. Example probe signal (dotted line) and stray fields (solid lines) are
shown. Inset shows example of MFM scan of Co stripe domains.

The interaction between the sample and magnetically coated afm tip can be approxi-

mated by a dipole-dipole interaction[120]. The interaction energy U can be expressed as

the dot product of the moment of either dipole into the field from the other dipole:

U = −m ·B (2.1)

where m is the magnetic moment of the tip and B is the magnetic stray field from the

sample. Since the magnetic moment of the tip usually points to z direction, the equation

can be rewritten as U = −mz · Bz. The interaction between the sample and the tip is the

gradient of the interaction energy:

F = −∇U = mz
∂

∂z
Bz ẑ (2.2)

This force acting on the tip has a z dependence. Such force gradient effectively changes

the spring constant of the cantilever, leading to a resonance frequency shift. Consider the
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cantilever as a spring with a spring constant k0. The total force Ft acting on the cantilever

includes both restoring force and magnetic force:

Ft = −k0 · z + F = −k0 · z + F0 + F
′
z · z +

1

2
F

′′
z · z2 + ... (2.3)

Take into account the 1st order term of F, the magnetic force gradient effectively changes

the spring constant of the cantilever: k=k0−F
′
z. The resonance frequency of the cantilever

can be expressed as:

f =
1

2π

√
k

m
=

1

2π

√
k0 − F ′

z

m
= f0(1−

F
′
z

k0
)
1
2 ≈ f0 − f0

1

2k0
F

′
z (2.4)

So the resonance frequency shift ∆f caused by the magnetic force gradient can be ex-

pressed as:

∆f

f0
= − F

′
z

2k0
= −mz

2k0

∂2Bz
∂z2

(2.5)

The MFM measures the resonance frequency shift ∆f of the cantilever, which is propor-

tional to the second derivative of the stray magnetic field in z direction. The up and down

magnetic domains lead to opposite MFM signals, i.e. attractive (repulsive) force decreases

(increases) resonance frequency.

2.2 Experimental Setup

Figure 2.3 shows a schematic picture of the home-built cryogenic MFM system. This instru-

ment is able to perform magnetic imaging in a wide temperature (2 K – 300 K) with in-situ

high magnetic field (8 T) and high voltage (1 kV) The scanning probe has a compact design,

a circular cylinder with an 8-inch height and a 1-inch base radius, and is suitable for liquid

helium experiments. The apparatus is interfaced with a Nanonis SPM controller (SPECS)

and Phase Locked Loop (SPECS). The deflection of the cantilever, with nominal resonance

frequency of f 0 ≈ 42 kHz and spring constant k ≈ 3 N/m, is sensed by the piezoresistive

method, i.e., the stress-induced resistivity change of piezo-resistive material integrated

on the cantilever[121, 122]. The cantilever resistance is precisely balanced by a Wheatstone
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Figure 2.3: Schematic of home-built cryogenic MFM setup. Litrogen/He dewar (left), MFM
scanning head (middle) and MFM head drawing (right).

bridge, shown in Fig. 2.4. The resistance difference between the cantilever and reference is

amplified by 2000 times via a differential amplifier. This signal is then fed to the Nanonis

controller as the deflection signal. The magnetic tips are prepared by coating the bare tips

with nominally 150 nm Co film using electron-beam evaporation, which is capped with 2

nm Cr to prevent oxidation. The magnetic tip is usually magnetized by a strong magnet at

ambient condition before MFM measurements. MFM images are taken in a constant height

mode with the scanning plane nominally ∼50-100 nm above the sample surface.

In an itinerant ferromagnet, the transport properties may correlate with the magnetism,

examples include magnetoresistance, AHE, and topological Hall effect. In order to study the

interplay between the transport properties and the magnetism, it is imperative to combine

MFM and in-situ transport measurements. Fig. 2.5 shows an optical image of gold leads

attached to a MnSb2Te4 single crystal by silver epoxy in a Hall configuration ready for

MFM and in-situ transport measurements. The Hall resistance and longitudinal resistance

are measured by standard lock-in techniques with an alternating current of 100-2000 µA
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Figure 2.4: Schematic of the self-sensing piezo-resistive cantilever circuit. The cantilever
deflection is monitored by the change of the resistance, which is precisely measured by the
Wheatstone bridge. Adapted from ref. [121].

modulated at 314 Hz. A DC voltage is also applied to the sample in order to nullify the

electrostatic interaction between the tip and sample.

Figure 2.5: Optical image of MnSb2Te4 single crystal with gold wires attached by silver
epoxy for in-situ Hall transport.

Scanning artifacts can show up in the MFM images. Fig. 2.6 shows an example of

scanning artifacts that often shows up in the MFM images. Figs. 2.6(a,b) show a ”shad-

owing” effect that can come from the feedback parameters (proportional and integral) for
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Figure 2.6: (a,b) MFM images with forward (FWD) and backward (BWD) scanning direc-
tions, respectively. (c) Line profiles of red and black lines in (a) and (b). The ”shadowing”
seen in the MFM images is symmetric between forward and backward scanning directions,
and thus is not an intrinsic effect. The color scale for the MFM images is 2 Hz.

the resonance frequency not being fast enough to react to the scanning speed. The effect

will generally show up as an overshoot on the far side of the signal in the direction of the

scan, as shown in Fig. 2.6(c).

More substantial artifacts can also show up like ghosting bands, shown in Figs. 2.7. More

experimentation is required to figure out the origin, but a solution is to keep the sample

stage lower towards the bottom of the MFM head to allow the top of the Z positioner to

be further away from the cluster of wires at the top of the MFM head.
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Figure 2.7: (a-d) MFM images with examples of field-dependent ghosting bands of unknown
origin. The color scale for the MFM images is 0.3 (a,b) and 2 (c,d) Hz.
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Chapter 3

Magnetic Imaging of Antiferromagnetic Domain Walls

Because of compensated magnetic moments, AFM order produces no stray field, possesses

fast dynamics, and is insensitive to magnetic perturbation[123]. Thus, AFMs have been

used as a pinning layer in spin-valve devices[123, 124]. Furthermore, the robustness and

non-invasiveness of AFMs make them appealing for replacing the ferromagnetic active com-

ponents in spintronic devices[123–125]. In addition, recent progress in topological materials

suggest that many AFMs may host interesting topological states[86]. For example, it has

been proposed that an axion insulator state with topological magnetoelectric response could

be realized in an AFM TI phase[98, 106]. The AFM TI state adiabatically connects to a

stack of quantum Hall insulators with alternating Chern numbers[126], thus it also provides

a promising route to realizing a QAHE in stoichiometric materials. The prior observation

of the QAH effect in magnetically doped TI thin films is limited to extremely low tem-

perature because of inherent disorders[55–57, 60, 61, 63], though the disorder effect can be

partially alleviated by material engineering[63–65]. The MnBi2Te4 family was predicted to

be a promising candidate of AFM TI that may host QAH and axion insulator states in

thin films with odd and even SLs, respectively[127–129]. Recent transport measurements

on exfoliated thin flakes provide compelling evidence for these predictions[102, 105]. Al-

though there has been a surge of research efforts in this class of materials, there is no

report on the domain structure in these materials. Multiple domains with opposite signs

would cancel each other, resulting in vanishing topological magnetoelectric response or QAH

effect[108]. Therefore, it is imperative to visualize and control AFM domains or domain
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walls (DWs) in these AFMs with topologically non-trivial band structure to explore topolog-

ical phenomena[86, 123, 130]. The nanoscale imaging of AFM DWs would allow exploration

of the chiral electronic states residing on edges or DWs[106, 108].

3.1 State of the Art Antiferromagnetic Domain Imaging

While imaging techniques of magnetic domains on the surfaces of ferromagnetic materials

with, for example, magneto-optical Kerr effect microscopy and MFM have been available for

a number of decades, AFM domain imaging is a relatively new development. Imaging AFM

domains and domain walls has proven difficult because, as AFMs are made up of magnetic

components, i.e. magnetic ions, one would think a magnetic probe would prove well, but

the magnetic components set themselves up to zero-out magnetization, leaving magnetic

probes untouched. Most AFM imaging techniques rely on secondary effects induced by the

AFM order, e.g. optical birefringence due to magnetostrictive or piezomagnetic effects, non-

linear optical response due to broken inversion symmetry, or local electron spin polarization

induced by AFM order.

Examples of AFM imaging techniques[131] include optical methods (both linear and

non-linear) like second harmonic generation (SHG) which is sensitive to domain contrast

and which works particularly well on magnets with broken inversion symmetry, for example,

Cr2O3[132], shown in Fig. 3.1a.

There are also scanning probe methods that are sensitive to domain and DW contrast,

for example spin-polarized scanning tunneling microscopy (SP-STM)[133], shown in Fig.

3.1b, MFM[137] and magnetoelectric force microscopy (MeMFM)[110], shown in Fig. 3.1d.

Synchrotron X-ray techniques are also important in imaging AFM domains and DWs. These

include X-ray magnetic linear dichroism with photo-emission electron microscopy (XMLD-

PEEM)[134, 135] shown in Fig. 3.1c, micro-X-ray diffraction[136] shown in Fig. 3.1e, and a

new and unique technique using coherent soft X-rays to visualize antiphase AFM domains
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Figure 3.1: (a) Spatially resolved second-harmonic-generation image of the AFM 180◦ do-
main pattern in a z-oriented Cr2O3 sample. Adapted from ref. [132]. Scale bar: 1 mm.
(b) Theoretical spin structure, and simulated and experimental SP-STM image of antiphase
domain walls in the out-of-plane antiferromagnetic Fe monolayer on W(001). Adapted from
ref. [133]. Scale bar: 300 pm. (c) Topography of the magnetic k-domains in rhombohedral
BiFeO3 single crystal (top) and vector map of the α − Fe2O3 AFM domain configuration
(bottom) from XMLD-PEEM. Red, blue and green colors represent scattering from each of
the 120◦ domains. Scale bar: 2 µm. Adapted from refs. [134, 135]. (d) Room temperature
peizo force microscopy (PFM) (top-left) and low-temperature MFM (bottom-left) images of
the (001) surface of a hexagonal-ErMnO3 single crystal. Scale bar: 1 µm. Adapted from ref.
[110]. Room-temperature PFM image (left) and low-temperature MeMFM image (right).
Scale bar: 3 µm. (e) X-ray microdiffraction images of AFM domains in Cr at T = 130 K.
Adapted from ref. [136]. (f) X-ray Bragg diffraction phase contrast microscopy based on
the detection of domain boundaries in the image of a magnetic Bragg peak (left). Due to
the destructive interference, the boundaries are imaged on the detector as dark lines. 180◦

AFM domain boundaries (dark wavy lines) observed in the wings of the (001) magnetic
peak in a collinear antiferromagnet Fe2Mo3O8 (middle), and the corresponding antiphase
AFM domain pattern (right).
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called X-ray Bragg diffraction phase contrast microscopy (XBPM)[138], shown in Fig. 3.1f.

The advantages for MFM over other techniques (except SP-STM) however are that while

maintaining similar spatial and magnetic resolution, external parameters such as magnetic

field and temperature can be modified, in addition to in-situ transport. This allows AFM

domain evolution across both field, e.g. spin-flop or spin-flip, and temperature, e.g. Néel,

Curie, reorientation, transitions to be mapped and studied. Which opens up a whole new

avenue of AFM domain exploration in many exciting materials.

3.2 Magnetic Susceptibility Contrast Imaging in Natural Uniaxial Anti-

ferromagnets Using Magnetic Force Microscopy

In this chapter, we show direct visualization of AFM DWs in single crystals of MnBi2-xSbxTe4

(where, x = 0, 0.63, 2) and EuMnBi2 using cryogenic MFM with in-situ transport. The

rhombohedral crystal structure of MnBi2−xSbxTe4 can be viewed as inserting one Mn-Te

layer into the quintuple layers of Te-Bi(Sb)-Te-Bi(Sb)-Te in Bi(Sb)2Te3, as shown in Fig.

3.2(a)[139].

Figure 3.2: (a,b) A schematic illustration of crystal structure and magnetic order of
MnBi2-xSbxTe4 and EuMnBi2, respectively.
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Platelike single crystals of MnBi2-xSbxTe4 were grown out of a Bi(Sb)-Te flux and have

been well characterized by measuring the magnetic and transport properties[139, 140]. All

three compositions order magnetically below TN = 19-24 K with ferromagnetic Mn-Te

layers coupled antiferromagnetically. Mn2+ ions adopt a high-spin S = 5/2 and order into

an A-type AFM structure with ferromagnetic layers coupled antiferromagnetically along

the c axis. An ordered moment of 4.04(13) µB/Mn at 10 K was found to align along the c

axis by neutron diffraction[139]. MnBi2−xSbxTe4 is thus a unique natural heterostructure of

magnetic layers intergrowing with layers of a topological insulator. It is worth mentioning

that MnBi2−xSbxTe4 inherits van der Waals bonding between the quintuple layers in Bi2Te3.

The space group is R3̄m[139].

MnBi2-xSbxTe4 with x = 0.63 was investigated in this work because it stays close to

the transition from n-type to p-type conducting behavior. The transport data and H-T

phase diagrams derived from resistance anomalies are shown in Figs. 3.3-3.6 below. At 2

K, MnSb2Te4 shows a spin flip transition at ∼0.3 T with a magnetic field applied along

the crystallographic c-axis. In contrast, MnBi2Te4 (MnBi1.37Sb0.63Te4) shows a spin-flop

transition at H SF = 3.5 T (3.0 T) followed by moment saturation at H S = 7.8 T (6.8 T).

EuMnBi2 is a Dirac semimetal that consists of conducting layers of Bi square nets hosting

quasi-2D Dirac fermions and insulating magnetic layers consisting of Mn-Bi and Eu[83] with

S = 7/2 for Eu2+. The space group is I4/mmm. The Eu moments order ferromagnetically

in the ab plane and align along the c axis, where the Bi square nets intervenes between

the Eu layers with magnetic moments up and down, as shown in Fig. 3.2(b). EuMnBi2

single crystals were grown using Bi self-flux method using high purity Eu, Mn and Bi in

1:1:9 ratio placed in alumina crucibles in an Argon filled glove box and sealed in evacuated

quartz tubes heated at 1000 oC for 10 hours, followed by cooling to 400 oC at 2 oC/hour.

The excess Bi flux was removed by centrifuging to obtain plate like single crystals.
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Figure 3.3: (a) Optical image of MnBi22Te4 single crystal with Au leads for Hall transport.
(b,c) Longitudinal resistance versus applied field and temperature used to complete the H-T
phase diagram (d). The small blue (black) arrows indicate AFM to PM (paramagnetic) or
AFM to CAFM (canted AFM) (CAFM to PM) transition. The current used for transport
was 4 mA at 314 Hz.

Figure 3.4: (a) Optical image of MnBi1.37Sb0.63Te4 single crystal. (b,c) Longitudinal resis-
tance versus applied field and temperature used to complete the H-T phase diagram (d).
The small blue (black) arrows indicate AFM to PM or AFM to CAFM (CAFM to PM)
transition. The current used for transport was 200 µA.
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Figure 3.5: (a) Optical image of MnSb2Te4 single crystal with Au wires for in-situ transport
measurements. (b,c) Longitudinal resistance versus applied field and temperature used to
complete the H-T phase diagram (d). The blue arrows indicate AFM transition. The
current used for transport measurement was 100 µA.

Figure 3.6: (a) Optical image of as-grown EuMnBi2 single crystal (transport leads not
shown). (b) Longitudinal resistance versus applied field and temperature used to complete
the H-T phase diagram (d). The small blue arrows indicate AFM to CAFM or AFM to
PM transition. The current used for transport was 100 µA.
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All four compounds are AFM with uniaxial A-type AFM order, i.e., alternating fer-

romagnetic Mn order in SLs in MnBi2-xSbxTe4[139] (Fig. 3.2(a)), or double alternating

(up-up-down-down) ferromagnetic Eu order[83] (Fig. 3.2(b)), although the former is also

a possible configuration in EuMnBi2. Our MFM images reveal that DWs of A-type AFM

order emerge below the Néel ordering temperature (TN ∼19-24 K) in all four topological

AFMs. Field dependence of DW signals suggest that the magnetic contrast of DWs comes

from the enhanced susceptibility or net magnetization inside DWs. This is caused by the

winding of the AFM order parameter across a DW, resulting in a spin-flop or spin-flip state

inside the DW[133]. This contrast mechanism might be generalized to imaging DWs in other

AFMs with uniaxial anisotropy. The domain configuration is randomized after a thermal

cycle to T > TN or a field cycle to the saturated state, indicating random nucleation and

weak pinning.

For an A-type AFM with uniaxial anisotropy, there are only two possible domain states,

up-down-up-down (↑↓↑↓) and down-up-down-up (↓↑↓↑)[140], or in the case of EuMnBi2,

up-up-down-down (↑↑↓↓) and down-down-up (↓↓↑↑). They are related to each other by

either TRS or a fractional lattice translation, so they are antiphase domains and the AFM

DWs separating them are antiphase boundaries. Therefore, there will not be any vertex

point connected to three or more DWs. Indeed, this is what we observed in all four AFMs.

As shown in Fig. 3.7, curvilinear features with dark contrast emerge only below TN.

These features are either continuous or forming loops without any vertex point or preferred

orientation, which is consistent with there being only two antiphase domain states in these

systems. Thus, we conclude that these curvilinear features are antiphase AFM DWs. The

observation of DWs in these two uniaxial AFMs with very different crystal structure and

magnetic couplings suggest that magnetic imaging of AFM DWs can be generalized to other

functional uniaxial AFMs.

The AFM DWs in EuMnBi2 show dark contrast at low temperature and finite field,

indicating that they carry finite magnetic moments parallel to the MFM tip moment. For
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Figure 3.7: (a,d,g,j) Topographic images of MnBi2-xSbxTe4 singe crystals (x = 0, 0.63, 2)
and EuMnBi2. The color scales are: 25, 50, 15 and 40 nm, respectively. (b,e,h,k) MFM
images taken above TN. No domain walls (DW) are visible. (c,f,i,l) MFM images taken
below the Néel ordering temperatures (TN). The color scales are: 0.15, 0.3, 0.2 and 1.0 Hz,
respectively. TN = 24, 23, 19 K and 22 K for x = 0, 0.63, 2, and EuMnBi2, respectively.
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MnBi1.37Sb0.63Te4 and MnBi2Te4, additional weak domain contrast between two AFM do-

main states was observed at low field likely due to imperfect compensation of alternating

ferromagnetic layers near the surface (see chapter 4 for more detail). Such domain contrast

was reported previously in synthetic AFMs (effectively A-type order)[141, 142]. Weaker

domain contrast was also observed in MnSb2Te4 at low temperature, shown in Fig. 3.8,

presumably due to a much smaller saturation moment (∼1.5 µB/Mn) of MnSb2Te4 than

that of MnBi2Te4 and MnBi1.37Sb0.63Te4 (∼3.2-3.5 µB/Mn)[139].

Figure 3.8: Topography and MFM images at 15 K and 6 K of MnSb2Te4, respectively. The
6 K MFM image shows clear domain contrast in addition to DW signal. The color scale for
the topography and MFM images are 15 nm and 0.2 Hz.

No domain contrast was observed in EuMnBi2 at any field, possibly due to the rougher

surface morphology. The domain contrast in all three compounds gradually diminishes with

increasing magnetic field, possibly due to surface relaxation of antiferromagnetism which

will be discussed in detail in chapter 5.

The metamagnetic transition is of the spin-flip type (H SF ∼0.3 T) in MnSb2Te4, sug-

gesting the interlayer AFM exchange coupling is much weaker than anisotropy energy[139],

which is similar to that in synthetic AFMs widely used in spintronics[124, 125, 143], indi-

cating possibly similar DW structure. However, such DWs with net moment have not been

reported in natural A-type AFMs[144]. We note that AFM DWs with net moment have

been visualized in the multiferroic domain boundaries of Z6 vortex domains in hexagonal

manganites, where Mn spins form 120◦ spin order[145] and AFM DWs are pinned to the

structural antiphase-ferroelectric DWs because of cross-coupling[146].
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In contrast to MnSb2Te4, the metamagnetic transition (H SF ∼3-3.5 T) of

MnBi1.37Sb0.63Te4 and MnBi2Te4 is a spin-flop one, i.e. from the A-type AFM state to

the canted AFM (CAFM) state[139]. This suggests a significantly stronger interlayer AFM

exchange coupling [139]. The spin-flop transition is followed by a saturation transition

(H S∼7-8 T) from the CAFM state to the forced ferromagnetic state (i.e. paramagnetic

state in zero field)[83, 139]. Therefore, it is of fundamental interest to explore the evolution

of antiphase AFM DWs in these systems in high magnetic field. As shown in Fig. 3.9(a-g),

the DW contrast of MnBi1.37Sb0.63Te4 is substantially enhanced in finite magnetic fields.

Figure 3.9: (a-i) MFM images taken at 6 K after 0.5 T FC on the same location of
MnBi1.37Sb0.63Te4 with increasing magnetic fields (labeled on upper left corner). Panel
(f) and (g) show the coalescence of AFM domains. (i) MFM image (3.5 T) of the canted
AFM state. The color scales are 0.3 (a-d), 2 (e-g) and 0.3 Hz (h, i).

Note, the ”shadowing” effect seen in Fig. 3.9(e) is due to insufficient feedback of the tip

so there is a little bit of overshoot (See chapter 2). Because the AFM order must rotate away

from its easy axis inside the DW, the spins of the antiphase DWs in MnBi1.37Sb0.63Te4 are
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likely in the CAFM state as illustrated in cartoon in Fig. 3.10(a). Thus, the line profile of

the DW from Fig. 3.9(c) appears attractive at the DW, because the magnetic susceptibility

of the DW (χCA) is larger than that of domains (χAA). Line profiles of the DW along

the red dotted line in Fig. 3.9(a) are shown in Fig. 3.10(b). The line profiles at low-field

appear more dipole-like, whereas the lines profiles at higher field appear more monopole

like[141, 144]. This is due to the DW canting from in-plane to out-of-plane. The induced

canted moments of DWs in high magnetic field can be visualized by MFM, i.e., susceptibility

contrast mechanism[147].

Figure 3.10: (a) Line profile of DW from Fig. 3.9(c) (1.5 T) and schematic of spin structure
of DW. The DW contrast (indicated by blue dash arrow) comes from the susceptibility
difference between domains (χAA) and DW (χCA). (b) Line profiles of the DW along the
red dotted line in Fig. 3.9(a) at different magnetic fields showing a significant enhancement
of DW contrast. The short colored-lines in the middle of the DWs indicate the baseline of
the DW contrast. The baseline at low field (< 1.5 T) is midway between peak and trough,
since the domain contrast skews the baseline level. The DW moments (black arrows) are
displayed to show how they evolve with applied field, leading to a stronger DW moment.

Indeed, the DW contrast of MnBi1.37Sb0.63Te4 increases linearly with increasing mag-

netic field below 2 T, then rises sharply right before the spin-flop transition as shown in

Figs. 3.11(a) and 3.11(c). The blue curve in 3.11(a) is the DW contrast extracted using

histograms of the MFM images (an example is shown in 3.11(b)). The curve matches well to

the DW contrast extracted using line profiles, suggesting that the DW contrast is uniform
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and not to dependent on where the line profile is taken from.

Figure 3.11: (a) H -dependence of DW contrast (black) and longitudinal resistance (red) of
MnBi1.37Sb0.63Te4 at 6 K. The blue curve is the DW contrast extracted using a histogram of
the MFM image (an example is shown in (b)). It matches well to the DW contrast extracted
using line profiles, suggesting that the DW contrast is uniform. (c) H -dependence of DW
contrast in (a) with scale enhanced and linear fit to low-field data (red dashed-line. It is
approximately linear for H < 2 T, suggesting a susceptibility mechanism.

More detailed cartoons of the DW spin-texture at high-fields are shown in Fig. 3.12.

The black spin configuration (0.0 T) has a DW in the spin-flop state, leading to a line profile

that is more skewed. The blue and red spin configurations (2.0 and 2.7 T) however, have a

DW with a net out-of-plane moment.

Figure 3.12: Spin configurations of domains and domain walls for the first three line profiles
in Fig. 3.13(u).

This is due to the out-of-plane applied field staggering the parallel and anti-parallel
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moments, i.e. the anti-parallel moments are more easily rotated than the parallel moments.

This leads to a stronger net moment in the DW and thus a stronger DW contrast and

could also explain why the DW appears wider at higher field. Such wall structure has been

visualized by SP-STM[133].

The same DW behavior is also observed in MnBi2Te4, shown in Fig. 3.13. The DW

contrast increases approximately linearly with field up to 2 T, then rises quickly above 2

T up to the spin-flop transition (∼2.87 T), then plummets down sharply at the transition.

Above the spin-flop transition, the DW contrast decreases slowly in the CAFM state until

the saturation transition at ∼4.7 T, then disappears in the saturation state. This behavior

above the spin-flop transition, is discussed in more detail in the last section.

Figure 3.13: (a-s) Complete H -dependence of MFM images at 18 K on MnBi2Te4 single
crystal. The line profile (black dotted arrow) is used for DW contrast analysis. (t) H -
dependence of DW contrast (black) (18 K) vs applied field on MnBi2Te4 single crystal. (u)
Line profiles of the domain wall along the black dotted line in (a) at different magnetic
fields showing a significant enhancement of domain wall contrast. The color scales for the
MFM images are 0.3 (a-e), 1 (f-h), 0.5 (i) and 0.3 Hz (j-s).

A similar increase in DW contrast was observed in the spin-flip system MnSb2Te4,
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shown in Fig. 3.14. The observed DWs get weaker and fuzzier above 0.2 T, probably due

to interaction with the stray field of the MFM tip. The DWs become unrecognizable as the

magnetic field approaches the spin-flip transition (∼0.35 T), as shown in Figs. 3.14(h,i). No

DWs are observed above the spin-flip transition at 0.4 T. This is in contrast to MnBi2Te4

and MnBi1.37Sb0.63Te4. The contrast of the DWs, shown in Fig. 3.14(k) increases up to

0.2 T, then decreases and becomes unmeasurable above 0.3 T. The onset of the spin-flip

transition is ∼0.35 T, which completes at ∼0.4 T.

Figure 3.14: (a-j) Complete H -dependence MFM images of MnSb2Te4 at 5 K. DW contrast
was measured on red line shown in (a). (k) H -dependence of DW contrast (black) and
longitudinal resistance (red) on MnSb2Te4 single crystal. The color scales for the MFM
images are 0.2 (a), 1 (b-d) and 3 Hz (e-j). (l) Line profiles of the domain wall along the
red line in (a) at different magnetic fields showing a significant enhancement of domain wall
contrast.

The Dirac semimetal EuMnBi2 also showed similar increasing DW contrast behavior,

shown in Figs. 3.15 and 3.16. Fig. 3.15 shows MFM images taken on the same location as
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Fig. 3.7(l) with increasing magnetic field showing increasing contrast of a curvilinear DW.

The highest DW contrast is right before the spin-flop transition around 5.2 T, above which

there is no DW contrast in view.

Figure 3.15: (a-d) MFM images taken with increasing magnetic field (labelled in the upper
right corner) on as-grown EuMnBi2 single crystal showing increasing contrast of curvilinear
DW. The color scales for the MFM images are 1, 1, 4, 2 Hz, respectively.

Similarly, Fig. 3.16 shows MFM images taken after 50 mT FC on the same location with

increasing magnetic fields, starting at zero-field, showing increasing contrast of curvilinear

DWs. The H -dependence of DW contrast extracted from red dotted line in Fig. 3.16(g)

is plotted in Fig. 3.16(i). The DW contrast increases up to the spin-flop transition, then

disappears. Line profiles of the DW are shown in Fig. 3.16(j) at different magnetic fields.

A similar linear increase at low-field is observed followed by a significant enhancement of

DW contrast.

These results confirm that it is possible to visualize AFM DWs in high magnetic field

using the susceptibility contrast between the A-type AFM (χAA) and the CAFM (χCA)

states[139]. Note that the DW contrast in MnSb2Te4 is also enhanced in finite magnetic

field, indicating substantial contribution from susceptibility mechanism. Therefore this

mechanism extends to both spin-flop and spin-flip type systems.

The observed DW width in the MnBi2Te4 family is ∼300-500 nm, which is much larger

than the estimated values (. 10 nm) from exchange and anisotropy energy[139]. Here we

use the formula for ferromagnetic DW width δ = πa
√

A
K to estimate the width of A-type

AFM DW widths. Here A is the exchange stiffness energy constant, K is the anisotropy
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Figure 3.16: (a-h) MFM images taken after 50 mT FC on the same location with increasing
magnetic fields (labelled in the lower right corner) showing increasing contrast of curvilinear
DWs. (i) H -dependence of DW contrast on EuMnBi2 single crystal extracted from red
dotted line in (g). The DW contrast increases up to the spin-flop transition, labeled by
black vertical line, then disappears above the transition. (l) Line profiles of the domain wall
along the red dotted line in (g) at different magnetic fields showing a significant enhancement
of domain wall contrast. The color scale for the MFM images 1 Hz.
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energy, and a is the lattice constant (≈ 0.43 nm). A can be estimated from the ordering

temperature TN , A≈ kBTN . K can be estimated from the Zeeman energy at the spin-

flop (spin-flip) transition, K ≈ MSFHSF /2, because it is approximately the energy gain

to overcome the anisotropy energy. Here MSF is the magnetization value just above the

spin-flop or spin-flip transition, and HSF is the spin-flop or spin-flip transition field. The

estimated domain wall widths are listed in Table 3.1.

Crystal TN HSF MSF δ

MnBi2Te4 24 K 3.6 T 1.5 µB/Mn 5 nm

MnBi1.37Sb0.63Te4 23 K 3.0 T 1.3 µB/Mn 6 nm

MnSb2Te4 19 K 0.4 T 1.5 µB/Mn 13 nm

EuMnBi2 22 K 5.4 T 1.5 µB/Eu 4 nm

Table 3.1: The estimated DW widths of 4 – 13 nm are much different than the measured
DW widths of ∼500 nm. This is probably due to a combination of the diameter of the tip
(100 – 200 nm) and the tip-sample distance ∼50 – 100 nm. Therefore, the widths of the
DWs are likely resolution limited.

The DW width could be broadened in high magnetic field because of Zeeman energy gain.

The sharp rise of DW contrast near the spin-flop transition indicates an increase of DW

width, i.e., the volume of CAFM state (Fig. 3.9(f)). The observed width could be further

broadened by other factors such as bending of DWs underneath the surface, the effective

size of MFM tip, and the effective lift height. The DWs in MnBi1.37Sb0.63Te4 disappear

above the spin-flop transition (Fig. 3.9(i)), suggesting a single domain state within the

field of view. In the CAFM state, one expects three additional orientation variants (besides

the two antiphase variants) due to trigonal crystallographic symmetry. CAFM domains in

Cr2O3 have been visualized by non-linear optics[148]. Thus, one would expect similar multi-

domain state in the CAFM states of MnBi1.37Sb0.63Te4. The observed single (large) domain

state indicates very few nucleation sites for CAFM domain states in MnBi1.37Sb0.63Te4.
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3.3 Cooling Field Dependence, Domain Renucleation, Annihilation and

Creep

Because DW energy is proportional to the geometric mean of exchange and anisotropic

energies, the larger anisotropy of MnBi1.37Sb0.63Te4 and MnBi2Te4 suggests an enhanced

DW energy, thus favoring lower DW density. On the other hand, the Zeeman energy gain

in high magnetic field lowers the DW energy, thus favoring higher DW density. Although

AFM domains are insensitive to magnetic field because of cancellation of magnetization,

DWs with significant net moment or higher magnetic susceptibility would be energetically

more favorable in high magnetic field. Indeed, this simple scenario is confirmed by our

MFM results. As shown in Fig. 3.17, higher DW density was observed after field cooling

through TN values in all three MnBi2-xSbxTe4 samples, consistent with the simple energetics

consideration.

Figure 3.17: (a-c) MFM images at 5 K of MnBi2Te4 after 0.1, 0.5 and 1.0 T field cooling.
(d-f) MFM images at 6 K of MnBi1.37Sb0.63Te4 after 0.5, 1.0 and 2.0 T field cooling. (g-i)
MFM images at 5 K of MnSb2Te4 after 0, 0.05 and 0.15 T field cooling. The arrows in
panel (g) indicate the location of a DW. Cooling through TN with higher field induces more
AFM DWs. The color scales are 0.5, 1.8 Hz for (a-c) and (d-f), respectively, and 0.2, 1, and
3 Hz for (g-i).
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Interestingly, a new multi-domain state (size∼10 µm) with DWs reemerges in the CAFM

state (Fig. 3.18(c,g)) after reducing magnetic field from 8 T. Here, the two variants of

AFM domains are labelled by a and b. Further reducing magnetic field through the spin-

flop transition to zero-field causes creep (indicated by solid red arrows) and annihilation

(indicated by dotted red arrows) of DWs. At 0 T, the two DWs partially annihilate with

each other, resulting in a different AFM domain pattern. The DW annihilation confirms

that there are only two variants of AFM states above the spin-flop transition within the

field of view.

Figure 3.18: (a-d) and (e-h) Separate field cyclings on MnBi2Te4. (a,e) AFM domain
pattern on the upward ramping. (b,f) Saturation state at 8 T. (c,g) At 3.5 T, on downward
ramping, a different AFM domain pattern nucleates upon reentry into CAFM state. Two
different AFM phases are labelled a and b. (d, h) At 0 T, DWs creep and partially annihilate
across H SF. The white dashed lines in (k) denote the DW locations at 3.5 T. The red dotted
arrows indicate the partial annihilation of DWs, and the solid red arrows indicate the creep
of DWs. (i) H-T phase diagram. The blue squares and red dotted arrows show the field
values and order of MFM images. The color scale for the MFM images is 1 Hz (a-d) and
0.5 Hz (e-h).

Creep and annihilation were also observed in MnSb2Te4 and MnBi2-xSbxTe4, as shown
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in Figs. 3.19 and 3.20. Fig. 3.19 shows MFM images of a field cycle at 5 K taken at

the same location after a 0.15 T field-cooling. The cyan circles in Figs. 3.19(a,b) indicate

creeps of DWs after applying 0.1 T. In MnBi1.37Sb0.63Te4, the domain configuration is stable

until 2.75 T. At 2.84 T, the DWs interact strongly with MFM tip stray field so that some

domains merged (with DW annihilation), as shown in Fig. 3.20(b). The strong interaction

also results in broadened and fuzzy DWs.

Figure 3.19: (a-d) MFM images of field cycle (5 K) taken at the same location after 0.15
T FC of MnSb2Te4. The color scale is 1 and 0.3 Hz for (b,c) and (a,d). Cyan circles
indicate creeps of DWs after applying 0.1 T. (e) Magnetic phase diagram showing the spin-
flip transition from the A-type AFM state to saturation state indicated by black arrows.
Blue squares show the fields at which the images (a-d) are taken.

Figure 3.20: (a,b) MFM images at 6 K after 2 T field cooling of MnBi1.37Sb0.63Te4 showing
domain coalescence. The color scale for the MFM images is 1.8 Hz.
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3.4 Survival of AFM Domain Walls Above Spin-flop Transition in MnBi2Te4

In contrast to those in MnSb2Te4 and MnBi1.37Sb0.63Te4, the DWs in MnBi2Te4 survive

above the spin-flop transition (H SF), then disappear above the saturation transition (H S).

Fig. 3.21(a-h) show representative MFM images taken with upward ramping of magnetic

field at 18 K (H SF ∼2.87 T and H S ∼4.7 T).

Figure 3.21: (a-h) MFM images from Fig. 3.13 illustrating a robust AFM DW. The color
scales are 0.5 and 0.2 Hz for (a-c) and (d-h), respectively. The H values are labelled with
orange squares in the H-T phase diagram in panel (l). The H SF and H S represent the spin-
flop and saturation transitions, respectively. A white dotted line outlines the DW observed
at 1.5 T. The small solid black arrows note a topographic feature used for alignment. (l)
H-T phase diagram.

The DW creeps a bit with increasing magnetic field, again indicating very weak pin-

ning. The persistence of antiphase DWs across the spin-flop transition indicates a coherent

rotation of all spins, including those in DWs. The coherent rotation of spins is probably

induced by a small in-plane magnetic field component due to a slight sample tilt (∼ 5◦),

which breaks the three-fold in-plane symmetry. Yet, the persistence of DWs in the CAFM

state is perplexing because there is no obvious symmetry or other constraint to enforce

coherent spin rotation inside the DWs. Such behavior might be explained if the exact spin

structure of the DWs and its evolution across the spin-flop transition is resolved, e.g., by sp-

STM[110], which is beyond the scope of this work. No DW is observed above the saturation

transition, consistent with the saturation state where all spins are aligned with magnetic
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field (Fig. 3.21(h)).

3.5 Conclusion

Our results demonstrate that DWs of A-type AFM order in MnSb2Te4, MnBi1.37Sb0.63Te4,

and MnBi2Te4 can be visualized by cryogenic MFM utilizing the susceptibility (magnetiza-

tion) difference between DWs and domains[147]. This susceptibility contrast mechanism is

different from the ferromagnetic core mechanism established in synthetic AFMs[144]. For

DWs to be in the flop state, the only requirement is uniaxial anisotropy, which is quite

general and is satisfied in many functional AFMs[123]. Recent advances in spintronics

and 2D materials reveal exciting properties in uniaxial AFMs, e.g. spin Seebeck effect in

MnF2 heterostructures[149], giant tunneling magnetoresistance using CrI3 flakes[150, 151],

and quantum transport in the Dirac semimetal EuMnBi2 and related compounds[83]. The

visualization and manipulation of DWs in these materials will help to understand the funda-

mental mechanisms of these fascinating phenomena and their potential applications. Sim-

ilarly, imaging and control of DWs in AFM TIs such as MnBi2-xSbxTe4 will facilitate the

exploration of chiral edge states at the DWs[106], and the realization of a single domain

state, which is necessary for an unambiguous observation of the axion insulator and QAH

states[102, 105, 108]. The weakly pinned DWs observed in the MnBi2Te4 family might be

manipulated by electric current via spin-transfer-torque[143, 152], which could lead to low

power logic or memory devices[123, 124].
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Chapter 4

Robust A-Type Order on the Surface of the

Antiferromagnetic Topological Insulator MnBi2Te4

Recent progress in topological quantum materials suggest that AFMs may host interesting

topological states[86]. For example, it has been proposed that an axion insulator state

with topological magnetoelectric response could be realized in an AFM TI phase[98, 106],

where the Z2 topological states are protected by a combination of TRS and primitive-lattice

translation. The AFM TI state adiabatically connects to a stack of quantum Hall insula-

tors with alternating Chern numbers[126] thus providing a promising route to realizing the

QAHE in a stoichiometric material. The prior observation of the QAH effect in magneti-

cally doped TI thin films is limited to extremely low temperature because of the inherent

disorder[55, 56, 60–62], though the disorder effects can be partially alleviated by material

engineering[63–65].

The MnBi2Te4 family was predicted and confirmed to be an AFM TI that may host

QAH and axion-insulator states in thin films with odd and even numbers of SLs (SLs)

respectively[127–129, 139, 140]. Recent transport measurements on exfoliated thin flakes

provide compelling evidence for these predictions[102, 105], suggesting gapped topological

surface states. Additionally, previous neutron diffraction measurements confirmed an A-

type AFM spin configuration with the magnetization along the c axis [140], which supports

a massive surface Dirac cone if the bulk magnetic configuration remains at the surface.

On the other hand, recent high-resolution angle-resolved photoemission spectroscopy

(ARPES) studies reveal gapless (or small-gap) surface states below the AFM ordering
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temperature, suggesting a surface relaxation of the A-type order and/or the formation

of nanometer-sized magnetic domains[153–156]. The AFM domain structure of MnBi2Te4

was revealed by imaging of DWs using MFM[137] (see chapter 3). The observed domain

size is on the order of 10 µm, excluding the speculated nanometer-size domain scenario[155].

Several possible surface magnetic states were considered in order to rectify the observation

of the gapless surface states, as shown in Fig. 4.1.

Figure 4.1: Cartoons of possible prototypical surface magnetic configurations of MnBi2Te4.
(a) A-type AFM with the magnetic moments along the z axis, (b) G-type AFM, (c) A-type
AFM with the magnetic moments along the x axis, and (d) disordered magnetic moments.
Adapted from [154].

Thus, it is crucial to reveal the nature of surface magnetism of MnBi2Te4 in order to

resolve the dichotomy between the observation of QAH transport and gapless topological

surface states[102, 105, 153–156]. In this chapter, we report the observation of alternating

termination-dependent magnetic signals on the surface of MnBi2Te4 single crystals using

cryogenic MFM, which provides direct evidence of the persistence of uniaxial A-type AFM

order all the way to the surface. Combined with the recent ARPES observations of gapless

surface states, our results suggest a possible scenario of a tiny magnetic mass gap due to

weak coupling between the topological electronic states and the magnetic order.

In the previous chapter we showed that in MnBi2Te4 there are only two possible domain

states, ↑↓↑↓ and ↓↑↓↑, separated by an AFM DW. Also, that the typical domain size is

∼10 µm, so the tiny contribution of chiral edge states at DWs is insufficient to explain

the gapless topological surface states[155]. However, it is unclear whether the A-type order

persists up to the surface layer, because MFM contrast could come from sub-surface stray



67

fields that penetrate the surface non-magnetic layer[145]. It has been speculated that the

observed gapless surface states might be explained by surface relaxation or reorientation

of the A-type order[153–155]. To address these issues, we carried out MFM studies on

as-grown surface of MnBi2Te4 single crystals with multiple SL steps and thin layers of

surface impurity phase[157]. Prior studies suggest that the as-grown surface of MnBi2Te4 is

decorated with small amounts of impurity-phase Bi2-xMnxTe3, which is a soft ferromagnet

with a small coercive field (<0.04 T)[140, 158]. These magnetically soft thin layers provide

an excellent opportunity to probe the screening effects of the speculated relaxed surface

magnetic order with enhanced magnetic susceptibility[154].

4.1 Domain Contrast in A-type Uniaxial Antiferromagnets

In addition to the appearance of DWcontrast. Weak domain contrast between two AFM

domain states was also observed at zero and finite field on a cleaved surface of MnBi2Te4,

as shown in Fig. 4.2(d) and also on as-grown surfaces, shown in Fig. 4.3. This is due to an

imperfect compensation of alternating ferromagnetic layers near the surface interacting with

the MFM tip. Such domain contrast was reported previously in synthetic AFMs (effectively

A-type order)[141, 142].

The domain contrast grows stronger at low temperature below TN , as shown in Fig.

4.2(e), indicating that domain contrast grows with ferromagnetic layer moment size. Parallel

(antiparallel) moment of the surface layer dictates the dark (bright) domain contrast, since

it is closest to the MFM tip, as illustrated in Fig. 4.2(f). With this information, we can

discern the AFM phase of the domains, assuming an A-type arrangement all the way up

to the surface. However, it is difficult to prove that the surface is indeed A-type without

observing individual layer contrast. This is where the observation of SL step edges on the

surface comes in handy.
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Figure 4.2: (a-c) MFM images taken at zero field with decreasing temperature (25, 24 and
20 K) on cleaved surface of MnBi2Te4. (d) MFM image of the same location taken at 5 K
in 0.5 T. (e) Temperature dependence of domain contrast. The blue dotted-line is a guide
to eye. (f) Cartoon of MFM tip with upward pointed moment above two AFM domains
separated by DW (purple). The strength of the red and blue colors represent the strength
of repulsion (blue) or attraction (red) to the tip. The ferromagnetic layers closest to the tip
interact stronger and lead to bright or dark contrast, shown in colored squares in (d). The
color scale for the MFM images is 0.15 Hz for (a-c), and 0.5 Hz for (d).

4.2 Septuple-Layer Step-Edge and Domain Contrast in MnBi2Te4

Figure 4.3(a) shows a typical surface morphology of MnBi2Te4 as-grown surface. There

are two step edges in this location, and the observed step height (∼1.3 nm) agrees with

that of a single SL. Figs. 4.3(b,c) show the MFM images taken at the same location. Note

that one AFM DW cuts across the SL steps. Clearly, the magnetic contrast reverses over

the DW on one terrace (green arrow) and across SLs of one single domain (red arrow) as

shown in Fig. 4.3(b) and illustrated by line profiles in Figs. 4.3(d,e). Here, bright contrast

indicates a repulsive interaction, i.e., surface magnetization antiparallel to the MFM tip

moment, which is fixed by a small out-of-plane magnetic field[145]. The domain contrast

reverses over the DW with a slight dip due to the higher susceptibility of the DW[137]. This

observation is consistent with opposite surface magnetization states of different antiphase

domains (Fig. 4.3(d)) or SL steps (Fig. 4.3(e)). The slight asymmetry in the line profiles
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Figure 4.3: (a) Topographic image (5 K) of one and two SL (SL) steps on an as-grown
MnBi2Te4 single crystal. (b,c) MFM images taken at 0.3 and -0.3 T, respectively, after
field cooling at 0.6 T, at the same location as in (a). A single curvilinear domain was
observed cutting through the SL step. Additionally, contrast was observed across SL steps.
The domain and SL step contrast was reversed when the tip moment was flipped (dark is
attractive and bright is repulsive). (d,e) Line profiles of the topography (black) and MFM
(green and red) data. The frequency shift in (d) was measured across the DW over flat
topography, while in (e) it was taken across the SLs. The color scale for the topographic
(MFM) image(s) is 6 nm (0.3 Hz).
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in Fig. 4.3(e) is due to the difference between forward and backward scanning. Figure 4.4

shows the forward and backward scanning directions giving a similar shadowing effect to

that discussed in chapter 2.

Figure 4.4: (a, b) Line profiles of topographic and MFM images from Fig. 4.3 showing
both forward and backward scanning directions at +0.3 T. (c, d) Line profiles in the same
location at -0.3 T. The forward and backward lines in (b) and (d) are different. The signal
dips more on the right (left) side for the forward (backward) lines. This is due to the
feedback of tip reacting to the abrupt change. The forward and backward lines in (a) and
(c) do not differ very much.

The magnetic contrast originates from imperfect cancellation of magnetic stray field

from the alternating ferromagnetic layers[141, 144]. To confirm this, we reverse the MFM

tip moment using a negative magnetic field (-0.3 T). The magnetic contrast indeed reverses

as shown in Fig. 4.3(c), which unambiguously demonstrates that the alternating MFM

signal is from the alternating surface magnetization. Note that there is a small island of
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impurity phase (MnxBi2-xTe3) with a rougher surface sitting on the upper SL step edge

(Fig. 4.3(a)). It appears to screen the AFM domain contrast, as shown in Fig. 4.3(b,c). To

understand the screening effect of the impurity phase, we increase the scan size to sample

more impurity phases.

4.3 Screening of Magnetic Contrast by Bi2−xMnxTe3 Impurity Phase on

Surface of MnBi2Te4

Figure 4.5: (a,b) Topographic and MFM images of as-grown MnBi2Te4 surface taken after
0.425 T field cooling and measured in 1 T field at 5 K. Magnetic contrast of domains (∼10
µm) and terraces is visible. DW contrast is not suppressed by the impurity phase, as shown
in the small dotted-box in (b). The color scales for the topographic and MFM images are
7 nm (0.2 Hz), respectively.

Figure 4.5(a) shows the topography of a large area with seven SL steps in the field of

view (∼18x13 µm2). Most steps are paired to form curvy narrow terraces decorated with

many plate-like impurity islands with partial hexagon shapes. The height of these islands

(∼3 nm) agrees with that of three quintuple layers (QLs) of Bi2Te3, which is slightly larger

than that of two SLs (∼2.7 nm) as shown in Fig. 4.6(a). Fig. 4.5(b) shows the MFM
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image (measured at 1 T) at this location after 0.425 T field cooling. There are two bubble-

like AFM domains with curvilinear DWs. Alternating magnetic contrast was observed on

uncovered SL terraces across step edges or AFM DWs. However, this contrast is suppressed

if the surface is covered by the impurity phases, suggesting a very effective screening of the

magnetic stray field, as depicted in 4.6(b).

Figure 4.6: (a) Topographic line profiles (white dotted lines in Fig. 4.5(a)) of SLs and
impurity phase QLs with schematic of spin configuration. The gray area illustrates a soft
magnetic phase that screens the stray fields of the SL edges underneath. (b) Cartoon
illustration of the screening effect of the impurity phase (Bi2−xMnxTe3). The magnetic flux
lines are effectively trapped inside the impurity phase because of higher permeability.

To illustrate the details, enlargement images of a few selected areas (boxes labelled 1,

2 and 3 in Figs. 4.5(a,b)) are shown in Figs. 4.7(a-h). Arrows (dashed lines) marked the

exposed (covered) narrow terraces in these images. As shown in box 3, the domain contrast

can even be ”blocked” by a fractional QL of the impurity phase, and clear domain contrast

is visible in the holes of the impurity phase. The step edges of two SLs are easily seen above

and below the Bi2−xMnxTe3 impurity phase in Figs. 4.7(a,d), indicated by white arrows.

However, it is not clear from the topography if there are multiple step edges on the impurity.

A differential map of the topography, shown in Figs. 4.7(b,e), shows clearly the separation
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Figure 4.7: (a-h) Enlargements of topographic (a,d,g), differential (b,e) and MFM (c,f,h)
images outlined by solid white boxes in Fig. 4.5. White arrows (dashed lines) mark the
exposed (covered) single SL steps. The bright domain contrast in region covered by the
impurity phase is suppressed, as shown by white arrow in (h). (i) Height distribution of
large dotted-square area in Fig. 4.5. The two large peaks show the difference in height
between the two SLs. The smaller third peak shows the height of the impurity phase. The
average peak values are 2.63 and 3.15 nm, for the two SLs and impurity phase, respectively.
The value of 3.15 nm is close to the height of three quintuple layers (QL) of Bi2−xMnxTe3,
and 2.63 nm is close to the height of two SLs. The theoretical values are 3.06 and 2.72
nm. The color scales for the topographic and MFM images are 6, 3 and 3 nm (0.2 Hz),
respectively.
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of the SL step edges, but shows no such separation on the impurity edge. Thus, the bright

contrast in Figs. 4.7(c,f) comes from a single SL. Figure 4.7(i) shows the height distribution

of the large dotted-square area in Fig. 4.5. The two large peaks show the difference in height

between the two SLs. The smaller third peak shows the height of the impurity phase. The

average peak values are 2.63 and 3.15 nm, for the two SLs and impurity phase, respectively.

The value of 3.15 nm is close to the height of three quintuple layers (QL) of Bi2−xMnxTe3,

and 2.63 nm is close to the height of two SLs. The theoretical values are 3.06 and 2.72

nm, respectively. Thus, we can conclude that the magnetic impurity phase is most likely

Bi2-xMnxTe3 and it effectively screens all the stray fields from the underlying MnBi2Te4

surface. Similar results are observed at higher temperature (below TN). In contrast, AFM

DW contrast is not affected by the impurity phase as shown in the small white dotted box

in Fig. 4.5(b), because DWs extend into the bulk.

Because the alternating domain and terrace contrast can be easily screened by such a

thin layer (0.3–3 nm) of soft magnet (Bi2-xMnxTe3), the uniaxial A-type spin order must

persist to the top surface layer of MnBi2Te4. Otherwise, the termination-dependent mag-

netic contrast would be screened by any relaxation of surface magnetism with substantial

magnetic susceptibility, such as paramagnetism, non-A-type spin order, or in-plane A-type

order proposed in prior reports[153–156, 159].

4.4 Conclusion

In summary, our MFM results provide microscopic evidence of robust uniaxial A-type order

that persists to the top surface layers in the AFM TI MnBi2Te4. Therefore, we can conclude

that our MFM observation excludes some of the proposed surface relaxation models, and

that the contradictory reports of gapless surface states and a QAHE remain unresolved.
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Chapter 5

First Experimental Observation of Surface Spin-flop

Transition on Natural Antiferromagnet

5.1 Introduction to Surface Spin-flop Transition

The observation of robust A-type order on the MnBi2Te4 surface also provides a rare oppor-

tunity to explore the interesting ”surface spin-flop” (or inhomogeneous spin-flop) transition,

which was first proposed by Mills decades ago using an effective one-dimensional spin-chain

model with AFM nearest-neighbor exchange coupling[160]. In this model, the ends have no

neighbors, which leads to a weaker exchange coupling at the ends, as shown in Fig. 5.1(a).

Thus, the spins on the ends flop at lower magnetic field than the bulk.

Five years later, the model was revisited [162], where analogous to crystal melting, the

surface flops first and then the spin-flop state migrates into the bulk. Later studies suggested

an intriguing scenario of inhomogeneous spin-flop states due to finite size effect[161, 163,

164]. Additionally, one study suggests that the term ”surface spin-flop” is sort of a misnomer

since the surface spin-flop state is not pinned onto the surface, it first migrates into the

bulk and then expands to initiate the bulk spin-flop state[161], as shown in Fig. 5.1(b).

The ”surface spin-flop” has been experimentally observed in synthetic AFMs, which are

superlattices of antiferromagnetically coupled ferromagnetic layers. Figures 5.2 (a,b) show

experimental observations of the surface spin-flop using Kerr, SQUID and MOKE in two

different synthetic AFMs[165, 166]. Thus far however, it has yet to be observed in natural

AFMs[161, 163].
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Figure 5.1: (a) Sketch of an antiferromagnetically coupled multilayer corresponding one-
dimensional spin chain. The ”exchange springs” are cut at the ends of the finite chain. (b)
Equilibrium solutions for Mills’ model with N=16 and intermediate anisotropy K/J = 0.5. In
increasing field a series of transition lead from antiferromagnetic to ferromagnetic phase via
several canted and (reentrant) spin-flop states. Left panel: magnetization of the equilibrium
states (first-order transitions are marked by arrows). Right panel: spin-configurations in
the canted spin-flop states.[161]
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Figure 5.2: (a) (Top) Magnetization curve of a [Fe(40 Å)/Cr(11 Å)]22 superlattice from -M,
to M, with the applied field parallel to the magnetic easy axis. The solid line is measured
by a SQUID magnetometer and the dashed line is measured by longitudinal magneto-optic
Kerr effect. (Bottom) The numerical derivative of the measured curves in (top). S and
B refer to the surface and bulk spin-flop transitions, respectively[165]. (b) Comparison of
out-of-plane hysteresis loops measured by SQUID-VSM and MOKE for (top) number of
layers N = 21 and (bottom) N = 20 of [(Co/Pt)x−1/Co/Ir]N−1/(Co/Pt)x multilayers. For
convenience, the MOKE data are scaled to match the SQUID-VSM data in the high-field
range[166].
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Because of the existence of domains in natural AFMs, the exploration of surface spin-

flop phenomena requires a surface-sensitive magnetic imaging probe with sufficient spa-

tial resolution in high magnetic field. These challenges were overcome by our cryogenic

MFM[137, 157]. Our results not only shed new light on the realization of topological states

in AFMs, but also open up exciting explorations of surface metamagnetic transitions in

functional AFMs.

5.2 Visualization of Surface Spin-Flop Transition

Figures 5.3(a-h) show selected MFM images measured in various magnetic fields from 1.0

to 3.5 T. Clearly, the termination-dependent contrast shows non-monotonic magnetic field

dependence. As discussed in connection with Fig. 4.3, in low magnetic field a bright

contrast indicates surface termination with antiparallel magnetization denoted as a, while

dark contrast indicates surface termination with parallel magnetization denoted as b in

Fig. 4.3(a). This domain contrast persists in finite magnetic field up to ∼1.85 T, then fine

features start to emerge in termination a during the domain contrast reversal, while the

termination b remains featureless. Thus, it is the termination a (antiparallel magnetization)

that undergoes surface spin-flop (SSF) transition at H1
SSF ∼ 1.85 T. Similar behavior was

observed at ∼3.1 T except the roles of a and b are switched. Thus, it is the termination b

(parallel magnetization) that undergoes surface spin-flop transition atH2
SSF ∼ 3.1 T. Finally,

the domain contrast disappears around the bulk spin-flop (BSF) transition (HBSF ∼ 3.5T ).

The detailed field dependence of domain contrast is plotted in Fig. 5.3(w), where the

domain contrast is defined as the difference of the average MFM signals in the two regions

(domain a and b) marked by red boxes in Fig. 5.3(a). This effect is also observed in negative

applied field, shown in Fig. 5.4, and is reproducible in other sample locations after thermal

cycling, as shown in Fig. 5.5 and on a cleaved crystal of MnBi2Te4, shown in Fig. 5.6. No

hysteresis was found between up-sweep and down-sweep of the magnetic field. Interestingly,
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Figure 5.3: (a-v) MFM images taken at 5 K with increasing positive field labelled in lower
right corners. (w) Domain contrast between red squares in (a) versus applied field. Below
1.75 T, the domain contrast is constant. As the applied field is increased, the domain
contrast quickly reverses around 1.85 and 3.1 T. Above 3.5 T, the system enters the CAFM
phase. Near 1.85 T, the bright domain starts to appear rougher and darker, i.e. the
antiparallel surface domain spin-flops. At 3.1 T, the next lower SL spin-flops due to its
interaction with the spin-flopped surface layer, and thus, the bright domain again begins to
appear rougher and darker. The color scale for MFM images is 0.3 (a-q) and 0.8 (r-v) Hz.
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the step-edge contrast in box c of Fig. 5.5(a) appears to reverse before the domain contrast

in box a. The red and black vertical lines in Fig. 5.5(n) indicate where the first SSF occurs.

The step-edge contrast also appears to have double the contrast of the domain contrast

and the increase in contrast above the first transition is also more pronounced. All of these

additional effects could be due to the finite size of the step edge, which will be explored in

future studies.

The first SSF transition
(
H1

SSF ≈ 0.5HBSF

)
agrees well with prior observation in syn-

thetic AFMs[166], and is in reasonable agreement with that of Mills’ model(
Hth

SSF ≈ 0.7HBSF

)
[162, 164]. However, the second surface spin-flop transition(

H2
SSF ≈ 0.9HBSF

)
of the surface with parallel magnetization is unexpected in prior studies

[161, 164, 165] indicating surface relaxation of the A-type AFM order. To confirm this,

we studied the revised Mills’ model with additional surface relaxation effects such as re-

duced magnetization, exchange coupling, and/or anisotropy energy[161] (see Appendix A

for details).

5.3 Simulation of a Revised Mills’ Model

In Mills’ original model, the antiparallel surface nucleates a horizontal DW with a spin-flop

state that migrates into the bulk, forming an inhomogeneous state that precedes the bulk

spin-flop transition[161, 162, 164]. If the migration indeed occurs, the antiparallel surface

would sequentially turn into a parallel surface, resulting in an identical magnetization state

on the two domains, i.e., no domain contrast above the SFF transition. Such behavior is

inconsistent with our experimental observation of domain contrast reversal. Our simulation

reveals that the horizontal DW with spin-flop state can be pinned to surface layers if the

magnetization of the surface layer is reduced by more than 10%(see Appendix A). Indeed,

the revised Mills’ model with surface relaxation effect can reproduce the two successive SSF

transitions in a reasonably wide parameter space.
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Figure 5.4: (a-v) MFM images of upper right domain in Fig. 5.3 with increasing negative
field labelled in lower right corners. (w) Domain contrast between red squares in a versus
applied field. Below -1.65 T, the domain contrast is decreases slowly, until around -1.75
T, the domain contrast quickly reverses, and again at -3.1 T. Above -3.5 T, the system
enters the CAFM phase. Near -1.7 T (f), the bright domain starts to appear rougher and
darker, i.e. the antiparallel surface domain spin-flops. At -3.1 T (r), the next lower SL
spin-flops due to its interaction with the spin-flopped surface layer, and thus, the bright
domain again begins to appear rougher and darker. The domain contrast shows similar
qualitative behavior to the positive field run in Fig. 5.3, thus, the effect is symmetric in
positive and negative field. The color scale for MFM images is 0.3 Hz.



82

Figure 5.5: (a-m) MFM images taken at 5 K of zoomed out location of Fig. 5.3 after thermal
cycling. A new DW was observed running down the middle of (a). (n) Domain and step-
edge contrast between red squares in (a) versus applied field. Again, similar qualitative
behavior in the domain contrast vs applied field was observed. The bright antiparallel
domain in (e) begins to reverse around 1.8 T and then reverses again around 3.1 T (l).
Thus, the domain reversal is reproducible even after thermal cycling to a different domain
configuration. However, the step-edge contrast in box c appears to reverse before the
domain contrast in box a. The red and black vertical lines in (n) indicate the SSF. The
color scale for the MFM images is 0.5 Hz.
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Figure 5.6: (a-g) MFM images taken at 15 K with increasing magnetic field on cleaved
MnBi2Te4. (h) Domain contrast between red squares in a versus applied field. The red line
is a guide to show contrast reversals. The domain reversal behavior on the cleaved surface
is qualitatively similar to that on the as-grown surface. This shows that the surface flop
is independent of a particular type of surface termination. The color scale for the MFM
images is 0.5 Hz.
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Figure 5.7(a) shows a phase diagram of the simulation using typical parameters ex-

hibiting the emergent sequential SSF transitions on antiparallel (blue) and parallel (red)

surfaces, respectively.

Figure 5.7: (a) Theoretical phase diagram of the spin-flop state in the revised Mills’ model.
Blue and red colored regimes illustrate surface spin-flop states for antiparallel and parallel
surfaces, respectively. Color code denotes the difference of net spin canting between the
two types of surfaces (see text). Black solid line is a phase boundary of the bulk spin-flop
state; dashed line is a boundary between AFM and surface spin-flip phases for antiparallel
(blue) and parallel (red) surfaces. (b) Simulated magnetic force gradient differences between
antiparallel and parallel surfaces with respect to the external field. (c) Schematic illustration
of the spin-flop process for surface (upper 4 rows) and bulk (lower) domains. Left blue
(right red) represents antiparallel (parallel) surface spins, whereas, left green (right yellow)
represents antiparallel (parallel) bulk spins.

In addition, the reduction of surface exchange coupling could explain the suppression of

the SSF transition. The simulated MFM contrast (force gradient difference) as a function

of magnetic field is shown in Fig. 5.7(b), qualitatively agreeing with the experimental

observation shown in Fig. 5.3(w) (see Appendix A for details on force gradient simulation).
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The successive SSF and BSF transitions are summarized schematically in Fig. 5.7(c).

The antiparallel surface layer (blue) undergoes a SSF transition H1
SSF where the MFM

contrast reverses. The domain contrast increases even further in this region, likely due to

an increasing canted moment of the spin-flop state. At the next critical field H2
SSF, the

parallel surface (red) undergoes a SSF transition, resulting in another reversal of the MFM

contrast. Finally, the MFM domain contrast disappears above the BSF transition because

both domains have the same canted moments.

To explore the impact of thermal fluctuations, we performed MFM studies at higher tem-

peratures below TN to extract the T dependence of the SSF transitions
(
H1

SSF and H2
SSF

)
.

An example of the SSF transitions at higher temperature is shown in Fig. 5.8.

Figure 5.8: (a-j) MFM images taken at 18 K on as-grown MBT with increasing field. The
surface flop transitions appear around 1.2 T (c) and 2.6 T (g). Domain contrast between
a and b in bubble domain was used to construct phase diagram of surface transitions. (j)
MFM image at same location at 23 K and 0.01 T where bubble domain disappeared. The
surface flop transition is likely suppressed somewhere in the range of 20-23 K because the
spin-flop transition merges with saturation transition above the bicritical point (∼ 22 K,
2.5 T). (k) H-T phase diagram showing A-type AFM phase (red), SSFA and SSFP spin-flop
phase (pink and light purple), bulk CAFM phase (dark purple), and forced ferromagnetic
or paramagnetic (PM) phase (light blue).The color scale for the MFM images is 0.3 Hz.
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As shown in Fig. 5.8(k), the temperature dependence of both SSF transitions follow

that of the BSF (HBSF), which gradually reduces with increasing temperature until the

bicritical point (∼21 K, ∼2.5 T), indicating the relative energetics of the SSF transitions do

not vary much with temperature. Above 21 K, the AFM domains become unstable in finite

magnetic field because of enhanced thermal fluctuations, making it difficult to determine

the SSF transitions in this temperature window.

5.4 Conclusion

We observed, for the first time, the long-sought surface spin-flop transition in natural AFMs.

More interestingly, we discovered an additional surface spin-flop transition on the parallel

magnetization surface, which indicates surface relaxation of the A-type order. The MFM

observation of the surface spin-flop transition not only opens a new paradigm for visualizing

surface metamagnetic transitions in AFM spintronic devices, but also provides new insights

into the realization of the QAH or axion-insulator states in topological AFMs[102, 105].
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Chapter 6

Conclusion and Outlook

AFM order in topological materials has recently become incredibly important in the quest

for exotic phenomena such as high temperature QAHE, quantized magnetoelectric effect,

chiral edge modes, and Weyl and Dirac semimetal states. However, there is a lack of

understanding of the AFM domains and DWs in these materials. The control of these

DWs or spin textures is not only important for controlling these states, but also crucial for

spintronic applications of AFMs. Despite many efforts, it has been challenging to directly

visualize AFM domains or DWs with nanoscale resolution, especially in magnetic field.

Our results in chapter 3 demonstrate that DWs of A-type AFM order in MnSb2Te4,

MnBi1.37Sb0.63Te4, and MnBi2Te4 and the Dirac semimetal EuMnBi2 can be visualized by

cryogenic MFM utilizing the susceptibility (magnetization) difference between DWs and

domains[147]. This susceptibility contrast mechanism is different from the ferromagnetic

core mechanism established in synthetic AFMs[144]. For DWs to be in the flop state, the

only requirement is uniaxial anisotropy, which is quite general and is satisfied in many

functional AFMs[123]. Recent advances in spintronics and 2D materials reveal exciting

properties in uniaxial AFMs, e.g. spin Seebeck effect in MnF2 heterostructures[149], giant

tunneling magnetoresistance using CrI3 flakes[150, 151], and quantum transport in the

Dirac semimetal EuMnBi2 and related compounds[83]. The visualization and manipulation

of DWs in these materials will help to understand the fundamental mechanisms of these

fascinating phenomena and their potential applications. Similarly, imaging and control

of DWs in AFM TIs such as MnBi2-xSbxTe4 will facilitate the exploration of chiral edge
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states at the DWs[106], and the realization of a single domain state, which is necessary for

an unambiguous observation of the axion insulator and QAH states[102, 105, 108]. The

weakly pinned DWs observed in the MnBi2Te4 family might be manipulated by electric

current via spin-transfer-torque[143, 152], which could lead to low power logic or memory

devices[123, 124].

Through this application, we present in chapter 4 microscopic evidence of the persis-

tence of uniaxial A-type AFM order to the surface layers of MnBi2Te4 single crystals using

MFM. Our results reveal termination-dependent magnetic contrast across both surface step

edges and DWs, which can be screened by thin layers of soft magnetism. Therefore, we

can conclude that our MFM observation excludes some of the proposed surface relaxation

models, and that the contradictory reports of gapless surface states and a QAHE remain

unresolved.

In chapter 5 we observed, for the first time, the long-sought surface spin-flop transition in

a natural AFM. More interestingly, we discovered an additional surface spin-flop transition

on the parallel magnetization surface, which indicates surface relaxation of the A-type order,

further corroborating our observation of the persistence of A-type AFM order to the surface

of MnBi2Te4.

The direct visualization of these DWs and domain structures in magnetic field not

only provides key ingredients for understanding the electronic properties of the AFM TI

MnBi2Te4, but also opens both a new paradigm for exploring intrinsic surface metamagnetic

transitions in natural AFMs and a new path toward control and manipulation of DWs or

spin textures in functional AFMs.

In future studies, this magnetic susceptibility imaging technique will be extended to

many other AFM systems. For example, for studying the spin-flop transition in the AFM

Cr2O3[132], the higher order members of the MnBi2nTe3n+1, MnBi4Te7 or MnBi6Te10[167],

which could have different ordering than MnBi2Te4. The magnetism of thin flakes of
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MnBi2Te4[102, 105] requires further study too in order to fully understand the limitations

on the current observed QAHE. The spin-flop transition in the Dirac semimetal EuMnBi2

will also continue to be studied[83]. Additionally, this technique will be extended to other

types of uniaxial AFM systems such as G-type and C-type, where DW contrast should still

be visible.
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Appendix A

Surface Spin-Flop Simulation

The numerical simulations were performed with the revised Mills model,

E =
∑N−1

i=1 Jisi · si+1 + H ·
∑N

i=1 si +
∑N

i=1
Ki
2 (si · ẑ)2,

si → si + δi=1,N (λs − 1)si,

Ji = J + δi=1,N−1(λJ − 1)J,

Ki = K + δi=1,N (λK − 1)K,

where λA, (A = s, J,K) represents the reduction of surface magnetization, exchange cou-

pling, and anisotropy energy, respectively. The reduced surface magnetization causes a pin-

ning of the spin-flop state at the surface. One end of the system described by a “clamped

boundary condition” in which the spin constrained to that of the bulk,

θi=N = θBulk =


0,∧HFM < H

± cos−1 H
HFM

,∧HBSF < H ≤ HFM

(±1− 1) π2 ,∧H ≤ HBSF

,

where HFM = 4J−K and HBSF =
√
K (4J −K) are threshold fields for the bulk forced

ferromagnetic and bulk spin-flop transitions respectively, the anisotropy K < 2J is assumed

to be small, and the sign indicates two types of surfaces: + for parallel and – for antiparallel.

The phase diagram of a semi-infinite system is obtained by using of revised Mills model

with the one-side-clamped boundary condition for N = 16 layers with a parameter set of

(KJ = 0.4, λs = 0.6, λJ = 0.8, and λK = 0.6). The ground state at each sampling point is

searched by comparing total energies of spin configurations relaxed from 200 initial random
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configurations. Two SSF states in the phase diagram are illustrated by comparing the net

spin canting of two surfaces, which is defined as CA,P ≡ 1
N

∑N
i=1 sin2

(
θA,Pi

)
for antiparallel

(A) and parallel (P) surfaces. The difference CA − CP vanishes if both surfaces are in the

bulk spin-flop (BSF) state or collinear states, and remains finite only when one surface is

in the SSF state.

A.1 Simulation of MFM Contrast

In order to compare the simulation result of spin structure with experiment, the spatial

gradient of magnetic force acting on the MFM tip is calculated with the simulated spin

configurations with respect to the applied field for a given set of parameters. For simplicity,

we approximate the magnetization of septuple layers with series of point magnetic dipole

moments which are vertically aligned below the tip. Thus, the force gradient is calculated

as ∂F =
∑1000

i=1
cos(θi)

(d+t(i−1))5
, where d = 150 nm is the tip-surface distance, t = 13.6 Å is the

thickness of one septuple layer, and θi is a zenith angle of the i -th layer. For i ≥ N , the

angles are constrained or assumed to be that of bulk. The point dipoles approximation of

septuple layers provides a qualitative description of the magnetic field dependence of MFM

signal of domain contrast, though the oversimplified assumption prevents a quantitative

account.

A.2 Pinning of Spin-flop State via Surface Magnetization Reduction

In the original Mills’ model, the spin-flop state first nucleates on the antiparallel surface

and migrates into the bulk with increasing external field as reproduced in Fig. A.1 (a) and

(b). Figure A.1(a) shows the canting position 〈d〉 with respect to the external field, which

is calculated as,

〈d〉 =
1

N

∑N
i=1 i sin2(θi)∑N
i=1 sin2(θi)

.
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The migration occurs as a consequence of first order transitions that are clearly seen

in the stepwise increase of the canting position. Two surfaces eventually become indistin-

guishable (at B6) due to the migration. In the revised Mills’ model, however, the flop state

is found to be pinned on the surface if the surface magnetization is reduced more than 10%

(λs < 0.9). Instead of the stepwise change, the flop state smoothly expands from the surface

as shown in Fig. A.1(c). The more the surface magnetization is reduced, the more the flop

state is localized on surface. An intermediate step appears for λs = 0.4 due to the spin-flop

transition of the parallel surface as shown in Fig. A.1(d).

Figure A.1: (a) Normalized depth of spin-flop state with respect to external field. Color
of lines indicates surface magnetization. (b-d) Spin configurations of original and revised
Mills’ model (λS = 1.0, 0.9, 0.4) at each point in (a). Color of arrows represents the amount
of canting from layer normal.
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A.3 Universality of MFM Contrast Reversal

The reduction of surface magnetization induces SSF on the parallel surface as seen in Fig.

A.1(d). In order to understand the individual effect of surface parameters (λs, λJ , λK)

on the SSF transition, the parameter space is swept at K/J = 0.4. Figure A.2(a) shows

the parameter window where the relative threshold field, rA,P ≡ (HBSF − HA,P
SSF )/HBSF

exhibits the values found in experiment (rA ≈ 0.5, rP ≈ 0.1) with 10% (dark shadow) and

20% (pale shadow) errors. The colored solid lines are contour plots satisfying rA = 0.5

(blue) and rP = 0.1 (red) as shown in Fig. A.2(b). It clearly shows that SSF transition

occurs on both surfaces in a broad parameter window and the MFM contrast is reproduced

in good agreement with experiment (Fig. A.2(c)).

Figure A.2: (a) Contour lines satisfying rA = 0.5 (blue) and rP = 0.1 (red) in the parameter
space of (λJ , λs). (b) Contour lines for a specific case of λK = 0.6. Dark and pale colored
area indicates 20% and 10% window from the crossing points, respectively. (c) Simulated
MFM contrast at the corners of 20% window in (b), which qualitatively agree with the
experimental results in Fig. 5.3(w) of main text.


