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Dictionaries are fundamental data structures that associate values to a set of keys. They form the foundation of most storage systems, and are key to the performance of many algorithms.

Dictionaries are well studied from an algorithmic perspective, and many constructions of optimal dictionaries are known. However, these are rarely used in practice, and the ubiquitous implementation, the log-structured merge tree, is theoretically suboptimal.

This work studies a collection of dictionary problems, each of which lies somewhere between theory and practice. These problems take advantage of the flow of ideas back and forth between them, yielding interesting and surprising results, both where innovations and ideas in systems have influenced theoretical data structures, and also where those data structures form the foundation for new highly performant systems.
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Chapter 1

Introduction

Dictionaries are fundamental data structures that map a set of keys to values. A dictionary generally must support insertion and lookup, but also optionally delete, update, successor and scan. A system that implements a dictionary is called a key-value store. Dictionaries lie at the heart of most storage systems and also play an essential role in many algorithms.

The work presented here examines problems related to the theory and implementation of high-performance external memory dictionaries.

Since the invention of the B-tree 50 years ago, the theory of external memory dictionaries and the implementation of key-value stores has progressed to some extent independently and in parallel. Currently, most external memory key-value stores used in practice are based on log-structured merge trees (LSMs), which are suboptimal from a theoretical standpoint.

From a theoretical perspective, there are many dictionary data structures which are optimal under different models. In the comparison DAM model, where the only operations permitted on key are key comparisons, the $B^\infty$-tree was the first known optimal dictionary, and it was followed by an LSM derivative, the COLA, and several other data structures. In the broader DAM model, more general operations—in particular hashing—are permitted, which improves the performance of optimal data structures. In this model, the only previously known optimal dictionary is the external memory hash table of Iacono and Pătrașcu. Of these optimal data structures, only the $B^\infty$-tree has been used successfully in a handful of systems.
1.1 Key Differences between Theory and Practice

Although a proper exposition of this schism between the data structures used in practice and those which are optimal in theory is beyond the scope of this work, it is helpful to examine some of the reasons here in order to motivate and contextualize the results.

Models

One of the difficulties in translating theoretical results into systems is understanding the strengths and limitations of the models used. The disk access model (DAM) has long been the standard model for external memory algorithms, but while it offers a reasonable approximation of the performance of hard drives, it can distort performance by a factor of 2 compared to more realistic models, such as the affine model. These sorts of constant factors are irrelevant in theory, but meaningful in practice.

The assumptions used also matter. For example, it is often the case that a system may have a cache which is 25–50% the size of the dataset, whereas many theoretical results, such as the lower bounds alluded to above, assume that the cache is much smaller, typically $M = o(N/\log N)$. Thus, at first glance, these results may not directly apply.

Hardware

As technology changes and new storage hardware is developed, new models and design principles are required to understand and leverage their performance. As the premium storage technology has evolved from hard drive to solid state device to block-addressable non-volatile memory, much of the external memory literature has remained relatively constant. Interestingly enough, the performance of SSDs and NVMe devices is perhaps best captured by a classical model: the parallel disk access model (PDAM). As a result, in many settings, variations of classical external memory data structures perform well on these devices.
Filters

A filter is a probabilistic set-membership data structure with one-sided error. The first and most well-known example is the Bloom filter, but many other variants have been proposed and implemented, such as the cuckoo filter and the quotient filter. Filters are commonly used to optimize the lookup performance of LSMs and under some conditions can reduce the number of IOs per point lookup to 1.

Filters are commonly only used in memory (although cuckoo and quotient filters have good performance characteristics in external memory as well), and across the dataset consume at least $\Omega \frac{N}{\log N}$ space—implying that $M = \Omega \frac{N}{\log N}$. This part of the parameter space is less theoretically interesting, because the principle lower bounds do not hold. However, as a result, the application of filters to common data structures which asymptotically dominate LSMs, such as COLAs and $B^\varepsilon$-trees, has been overlooked, and these data structures have received much less exposure to the systems community.

Thus filters have steered systems both towards LSMs, by “fixing” their lookups, and towards hardware configurations with a relatively large amount of cache, to enable their use.

1.2 This Work

This work studies a collection of dictionary problems, each of which lies somewhere between theory and practice. The themes above—models and their limitations, changing hardware and the use of filters—frequently recur. However, rather than dividing the theoretic and practical study of dictionaries, these themes reflect the flow of ideas back and forth between them. This yields interesting and surprising results, both where innovations and ideas in systems have influenced theoretical data structures, and also where those data structures form the foundation for new highly performant systems.
Chapter 2: Optimal Hashing in External Memory

This is evident in Optimal Hashing in External Memory, in which LSMs—commonly used in practice, but theoretically suboptimal—are modified using a new type of filter, the routing filter, to create a simple optimal external memory dictionary, the BOA. Pushing these ideas further yields the BOT, which is optimal over larger parameter ranges, and the COBOT, which is the first optimal cache-oblivious dictionary.

This content was presented at ICALP 2018 by myself, Martín Farach Colton and Phillip Shillane.

Chapter 3: SplinterDB

This chapter introduces SplinterDB: a highly concurrent key-value store designed to perform on NVMe. SplinterDB takes the ideas underlying BOAs and BOTs, including routing filters, and implements them within a $B^\varepsilon$-tree. SplinterDB outperforms RocksDB, a state-of-the-art key-value store, by 2–8× on insertions and 1.2–2× on point lookups.

This content will appear at ATC 2020 and is by myself, Abhishek Gupta, Vijay Chidambaram, Martín Farach-Colton, Richard Spillane, Amy Tai and Rob Johnson.

Chapter 4: File System Aging

File system aging is thought to be a solved problem: while older file systems are known to age, modern file systems (and devices) are believed to only age under adversarial workloads. However, models for block allocation suggest that the approaches taken by most file systems should lead to aging under a broad range of workloads.

In this work, we present an aging tool based on the version control system, git, which replays development histories spanning years of use. Using this tool, we show that 5 popular file systems suffered catastrophic aging on hard drives and substantially aging on SSDs.

On the other hand, BetrFS, a file system which uses $B^\varepsilon$-trees to manage its on-disk data, should not age because it algorithmically moves stored data to maintain locality.
This is borne out using the git aging tool: BetrFS does not age at all under the same workload.

This content was presented at FAST 2017 by myself, Ainesh Bakshi, Yizheng Jiao, William Jannen, Yang Zhan, Jun Yuan, Michael A Bender, Rob Johnson, Bradley C Kuszmaul, Donald E Porter and Martín Farach-Colton.

Chapter 5: Optimal Ball Recycling

A popular optimization technique for B-tree-based databases is the use of an insertion buffer. This is an in-memory buffer, which stores insertions as they arrive with the hope of batching them together before they are written to the leaves of the B-tree. This chapter models and analyzes insertion buffers (as well as the related update buffers) and provides a tight upper bound of the performance improvement that can be obtained. This result undermines the common assumption that large caches can be used to fix performance problems in storage systems.

This content appeared at SODA 2018 by Michael Bender, Jake Christensen, myself, Martin Farach-Colton, Rob Johnson and Meng-Tsung Tsai.
Chapter 2
Optimal Hashing in External Memory

2.1 Introduction

Dictionaries are among the most heavily used data structures. A dictionary main-
tains a collection of key-value pairs $S \subseteq \mathcal{U} \times \mathcal{V}$, under operations\(^1\) 
INSERT($x$, $v$, $S$), DELETE($x$, $\mathcal{S}$), and QUERY($x$, $S$), which returns the value cor-
responding to $x$ when $x \in S$. When data fits in memory, there are many solutions to 
the dictionary problem.

When data is too large to fit in memory, comparison-based dictionaries can be quite 
varied. They include the $B^\varepsilon$-tree [29], the write-optimized skip list [20], and the cache-
optimized look-ahead array (COLA) [15, 18, 13]. These are optimal in the \textbf{external-
memory comparison model} in that they match the bound established by Brodal 
and Fagerberg [29] who showed that for any dictionary in this model, if insertions can 
be performed in $O\left(\frac{\lambda \log \lambda N}{B}\right)$ amortized IOs, then there exists a query that requires at 
least $\Omega(\log \lambda N)$ IOs, where $N$ is the number of items that can be stored in the data 
structure, $B$ is the size of a memory transfer, and $\lambda$ is a tuning parameter. In the 
following $M$ will be the size of memory, and $B = \Omega(\log n)$. This trade off has since 
been extended in several ways [17, 4].

Iacono and Pătrașcu showed that in the DAM model, in which operations beyond 
comparisons are allowed on keys, a better tradeoff exists:

\textbf{Theorem 1} ([57]). \textit{If insertions into an external memory dictionary can be performed 
in $O\left(\lambda/B\right)$ amortized IOs, then queries require an expected $\Omega(\log \lambda N)$ IOs.}

\(^1\)We do not consider dictionaries that also support the succ($x$, $S$) and pred($x$, $S$). 
succ($x$, $\mathcal{S}$) returns min{$y|y > x \land y \in S$} and pred($x$, $\mathcal{S}$) is defined symmetrically.
They further describe an external-memory hashing algorithm, which we refer to here as the **IP hash table**, that performs insertions in $O\left(\frac{1}{B} \left( \lambda + \log_2 \frac{M}{B} N + \log \log N \right) \right)$ I/Os and queries in $O(\log \lambda N)$ I/Os w.h.p. Therefore, for $\lambda = \Omega \left( \log \frac{M}{B} N + \log \log N \right)$, the IP hash table meets the tradeoff curve of theorem 1 and is thus optimal.

In dictionaries that do not support successors and predecessors, we can assume that keys are hashed, that is, that they are uniformly distributed and satisfy some independence properties. The IP hash table and the following results hash all keys before insertion and query in the dictionary by a $\Theta(\log N)$-independent hash function.

The base result of this paper is a simple external-memory hashing scheme, the **Bundle of Arrays Hash Table** (BOA), that meets the optimal theorem 1 trade off curve for large enough $\lambda$. Specifically, we show:

**Theorem 2.** A BOA supports $N$ insertions and deletions with amortized per entry cost of $O\left(\left( \lambda + \log_2 \frac{M}{B} N + \log \lambda N \right) / B \right)$ I/Os, for any $\lambda > 1$. A query for a key $K$ costs $O(D_K \log \lambda N)$ I/Os w.h.p., where $D_K$ is the number of times $K$ has been inserted or deleted.

Thus BOAs are optimal for $\lambda = \Omega(\log \frac{M}{B} N + \log \lambda N)$. They are readily modified to provide several variations, notably the **Bundle of Trees Hash Table** (BOT). BOTs are optimal for the same range of $\lambda$ as the IP hash table:

**Theorem 3.** A BOT supports $N$ insertions and deletions with amortized per entry cost of $O\left(\left( \lambda + \log_2 \frac{M}{B} N + \log \log \frac{M}{B} N \right) / B \right)$ I/Os for any $\lambda > 1$. A query for a key $K$ costs $O(D_K \log \lambda N)$ I/Os w.h.p., where $D_K$ is the number of times $K$ has been inserted or deleted.

We further introduce the first cache-oblivious hash table, the **Cache-Oblivious Bundle of Trees Hash Table** (COBOT), which matches the IO performance of BOTs and IP hash tables.

The BOT can also be adapted to models in which disk reads and writes incur different costs. The $\beta$-asymmetric BOT adjusts the merging schedule of a regular BOT to trade some writes for more reads.
Theorem 4. A $\beta$-asymmetric BOT supports $N$ insertions and deletions with amortized per entry cost of $O\left(\frac{1}{B} \left(\lambda + \frac{1}{\beta} \log \lambda N\right)\right)$ writes and $O\left(\frac{1}{B} \left(\lambda + \beta\right)\right)$ reads for any $\lambda > 1$ and $\beta \leq \left\lfloor \log_{\lambda} \frac{M}{B \log \lambda N}\right\rfloor$. A query for a key $K$ performs $O(D_K \log \lambda N)$ reads, where $D_K$ is the number of times $K$ has been inserted or deleted.

2.2 Preliminaries

Fingerprints and Hashing

In order to achieve our bounds, we need $\Theta(\log N)$-wise independent hash functions, which, once again matches IP hash tables. We note that a $k$-wise independent hash function is also $k$-wise independent on individual bits. Furthermore, the following Chernoff-type bound holds:

Lemma 1 ([96]). Let $X_1, X_2, \ldots, X_N$ be $[\mu \delta]$-wise independent binary random variables, $X = \sum_{i=1}^{N} X_i$ and $\mu = E[X]$. Then $P(X > \mu \delta) = O\left(1/\delta \mu \delta\right)$, for sufficiently large $\delta$.

In the following, we use fingerprint to refer to any key that has been hashed using a $\Theta(\log N)$-wise independent hash function. Such hash functions have a compact representation and can be specified using $\Theta(\log N)$ words. The universe that is hashed into is assumed to have size $\Theta(N^k)$ for $k \geq 2$. We ignore collisions, but these can be handled as in [57].

For a fingerprint $K$, it will be convenient to interpret the bits of $K$ as a string of $\log \lambda$ (where lambda is a given parameter) bit characters, $K = K_0K_1K_2 \cdots$.

Delta Encoding

We will frequently encounter sorted lists of fingerprint prefixes (possibly with duplicates), together with some data about each. When the size of the list is dense in the space of prefixes, we can compress it using delta encoding, where the difference between prefixes is stored rather than the prefixes themselves.
Lemma 2. A list of delta-encoded prefixes with density $D$, that is there are $D$ prefixes in the list for every possible prefix, requires $O(-\log_\lambda D)$ characters per prefix.

Proof. The average difference between consecutive prefixes is $1/D$. Because logarithms are convex, the average number of characters required to represent this difference is therefore $O(-\log_\lambda D)$. \qed

Log-structured Merge Trees

Log-structured merge trees (LSMs) are (a family of) external-memory dictionary data structures. They come in two varieties: level-tiered LSMs (LT-LSMs) and size-tiered LSMs (ST-LSMs). Both kinds are suboptimal in that they do not meet the optimal insertion-query tradeoff [29], although the COLA [15] is an optimal variant of the LT-LSMs.

An LSM consists of sets of either B-trees or sorted arrays called runs. In this paper, we describe them in terms of runs, since we use runs below.

An LT-LSM consists of a cascade of levels, where each level consists of at most one run. Each level has a capacity that is $\lambda$ times greater than the level below it, where $\lambda$ is called the growth factor\footnote{Sometimes this and related structures are analyzed with a growth factor of $B'$. The two are equivalent. We use $\lambda$ rather than $\epsilon$ as the tuning parameter for consistency with the external-memory hashing literature.}. When a level reaches capacity, it is merged into the next level (perhaps causing a merge cascade). The amortized IO cost for insertions is small because sequential merging is fast, although each item will participate in $\lambda/2$ merges on average. The IO cost for a query is high because a query must be performed independently on each of $O(\log_\lambda N)$ levels (although Bloom filters [24][18] are sometimes used to mitigate this cost).

An ST-LSM further improves insertion IOs at the expense of queries. Each level contains fewer than $\lambda$ runs. Every run on a given level has the same size, which is $\lambda$ times larger than the runs on the level beneath it. When $\lambda$ runs are present at a level, they are merged into one run and placed at the next level. There are therefore $O(\log_\lambda N)$ levels. Insertions are faster than in LT-LSMs because each item is only
merged once on each level. Queries are slower because each query must be performed $O(\lambda)$ times at each level.

In LSMs, deletions can be implemented by the use of *upsert messages* [48, 60], which are a type of insertion with a message that indicates that the key has been deleted. A query for a key $K$ then fetches all the matching key-value pairs and if the last one (temporally) is a deletion upsert, it returns false. To this end, the merges must maintain the temporal order of key-value pairs with the same key. Because a query for a key $K$ must fetch every instance of $K$, the cost of a query is proportional to the number of times the key has been inserted and deleted, which we refer to as the duplication count, $D_K$ of $K$. When $N/2$ deletions have been made, the structure is rebuilt to reclaim space. In what follows, deletions will be implemented using the same mechanism.

### 2.3 Bundle of Arrays Hashing

A *Bundle of Arrays Hash Table* (BOA) is an external-memory dictionary based on ST-LSMs. In this section, we describe a simple version which is optimal in the sense of theorem 1, but where the query cost meets the bound only in expectation, not w.h.p. In section 2.4, we give a version that satisfies theorem 2.

As a first step, we show that runs with uniformly distributed, $\Theta(\log N)$-wise independent fingerprints can be searched more quickly than in an ST-LSMs.

**Lemma 3.** Let $A$ be a sorted array of $N$ uniformly distributed $\Theta(\log N)$-wise independent keys in the range $[0, K)$, and assume $B = \Omega(\log N)$. Then $A$ can be written to external memory using $O(N)$ space and $O(N/B)$ IOs so that membership in $A$ can be determined in $O(1)$ IOs with high probability.

**Proof.** First note that, by lemma 1 and Bonferroni’s inequality, if $N$ balls are thrown into $\Theta(N/\log N)$ bins uniformly and $\Theta(\log N)$-wise independently, then every bin has $\Theta(\log N)$ balls with high probability.

Divide the range of keys into $N/B$ uniformly sized buckets; that is, bucket $i$ contains keys in the range $[(i - 1)KB/N, iKB/N)$. Because the keys in $A$ are distributed
uniformly, and \( B = \Omega(\log N) \), every bucket contains \( \Theta(B) \) keys with high probability. Let \( F \) be the number of items in the fullest bucket, and write the keys in each bucket to disk in order using \( F \) space for each. Because \( F = \Theta(B) \), this takes the desired space and IOs.

Now, to find a key, compute which bucket it belongs to. A constant number of IOs will fetch that bucket, whose address is known because all buckets have the same size.

**Corollary 1.** If an ST-LSM contains uniformly distributed and \( \Theta(\log N) \)-wise independent fingerprints and has growth factor \( \lambda \), then a query for \( K \) can be performed in \( O(DK\lambda \log N) \) IOs by writing the levels as in lemma 3. The insertion/deletion cost is unchanged: \( O\left( \frac{1}{B} \left( \log \lambda N + \log \frac{M}{B} N \right) \right) \) amortized IOs.

While the query performance improves by a factor of \( \log N \), the ST-LSM is still off of the optimal tradeoff curve of theorem 1. In particular, queries can be at least exponentially slower than optimal. The BOA uses additional structure in order to reduce this query cost.

### 2.3.1 Routing Filters

The main result of this section is an auxiliary data structure, the *routing filter*, that improves the query cost of an ST-LSM by a factor of \( \lambda \) by further exploiting the log-wise independence of fingerprints. Combining these routing filters with fast interpolation search will yield the BOA, a hashing data structure that is optimal for large enough \( \lambda \).

The purpose of the routing filter is to indicate probabilistically, at each level, which run contains the fingerprint we are looking for. Each level will have its own routing filter, defined as follows. For each level \( \ell \), let \( h_\ell \) be some number, to be specified below. Let \( P_\ell(K) \) be the prefix consisting of the first \( h_\ell \) characters of \( K \). The routing filter \( F_\ell \) for level \( \ell \) is a \( \lambda^{h_\ell} \)-character array, where \( F_\ell[i] = j \) if the \( j \)th run \( R_{\ell,j} \) contains a fingerprint \( K \) such that the \( P_\ell(K) = i \), and no later run \( R_{\ell,j'} \) (i.e. with \( j' > j \)) contains such a fingerprint.

We also modify each run \( R_{\ell,j} \) during the merge so that each fingerprint-value pair
contains a **previous field** of 1 additional character used to specify the previous run containing a fingerprint with the same prefix, or \( j \), to indicate no such run exists. Thus these fingerprint-value pairs now form a singly linked list whose fingerprints share the same prefix, and the routing filter points to the run containing the head.

During a query for a fingerprint \( K \), first \( F_\ell[P_\ell(K)] \) is checked to find the latest run containing a fingerprint with a matching prefix. Once that fingerprint-value pair is found, its previous field indicates the next run which needs to be checked and so on until all fingerprints with matching prefix in the level are found. Each fingerprint \( K' \neq K \) that matches \( K \)'s prefix is a false positive.

Such routing filters induce a space/cost tradeoff. The greater \( h_\ell \) is, the more space the table takes but the less likely it is that many runs will have false positives. The rest of this section shows that when \( h_\ell = \log_\lambda B + \ell \), in other words, when prefixes grow by a character per level, the BOA lies on the optimal tradeoff curve of theorem 1.

Define \( \beta \), the **routing table ratio**, to be the ratio of the number of buckets in the routing filter to the size of a run. The number of entries in a run on level \( \ell \) is \( B\lambda^{\ell-1} \), so \( \beta = \lambda^{h_\ell}/B\lambda^{\ell-1} \). We first analyze the per-level insertion/deletion cost, and then we compute the expected number of false positives in order to analyze the overall query cost.

**Lemma 4.** For a BOA with growth factor \( \lambda \) and routing table ratio \( \beta \), merging a level incurs \( \Theta \left( \frac{1}{B} \left( 1 + \log_M \lambda + \beta \log_N \lambda \right) \right) \) IOs per fingerprint.

**Proof.** Merging a level requires merging its runs as well as updating the next level’s routing filter. Merging \( \lambda \) sorted arrays takes \( \Theta \left( \frac{1}{B} \left( 1 + \log_{M/B} \lambda \right) \right) \) IOs per fingerprint.

The routing filter is updated by iterating through it and the new run sequentially. For each fingerprint \( K \) appearing in the run, \( F_{\ell+1}[P_{h_{\ell+1}}(K)] \) is copied to the previous field in the run, and \( F_{\ell+1}[P_{h_{\ell+1}}(K)] \) is set to the number of the current run. Each entry in the routing filter is a character, and the routing filter has \( \beta \) entries for each new fingerprint. Thus, it requires \( \Theta \left( \frac{\beta}{B} \log_N \lambda \right) \) IOs per fingerprint to update sequentially. \( \square \)
Lemma 5. For a BOA with growth factor \( \lambda \) and routing table ratio \( \beta \), querying a fingerprint \( K \) on a given level incurs at most \( \frac{\lambda}{\beta} \) false positives in expectation.

Proof. Given some enumeration of the fingerprints in level \( \ell \), which are not equal to \( K \), denote the \( i \)th such fingerprint by \( K_i \). Some of these may be duplicates. Let \( X_i \) be the indicator random variable, which is 1 if \( P(\ell)(K) = P(\ell)(K_i) \) and 0 otherwise. \( K \) and \( K_i \) are uniformly distributed and their bits are pairwise independent. Thus \( E[X_i] \leq \frac{1}{\lambda \beta} \).

The expected number of fingerprints (excluding \( K \)) in the level with prefix \( P(\ell)(K) \) is thus at most \( \sum_{i=1}^{BM} E[X_i] \leq \frac{BM}{\lambda \beta} = \frac{\lambda}{\beta} \).

Lemma 6. A BOA with growth factor \( \lambda \) and routing table ratio \( \beta \) has insertion/deletion cost \( O\left(\frac{1}{B} \left( \beta + \log M \frac{N}{M} + \log_\lambda N \right) \right) \). A query for fingerprint \( K \) has expected cost \( O\left(\frac{\lambda}{\beta} D_K \log_\lambda N \right) \), where \( D_K \) is the duplication count of \( K \).

Proof. Because a BOA has \( \log_\lambda N \) levels, the insertion cost follows from lemma 4.

To query for a fingerprint \( K \), the routing filter on each level is checked, which incurs \( O(\log_\lambda N) \) IOs. These routing filters return a collection of runs which contain up to \( D_K \) true positives and an expected \( O\left(\frac{\lambda}{\beta} \log_\lambda N \right) \) false positives, by lemma 5. By lemma 3, each run can be checked in \( O(1) \) IOs.

So for a fixed \( \lambda \), there is no advantage to choosing \( \beta = \omega(\lambda) \). On the other hand, \( \beta = o(\lambda) \) is suboptimal, because then choosing \( \beta' = \lambda' = \beta \) changes a linear factor in the query cost to a logarithmic one. Therefore, it is optimal to choose \( \beta = \Theta(\lambda) \), and in what follows we will fix \( \beta = \lambda \). Thus,

Lemma 7. A BOA supports \( N \) insertions and deletions with amortized per entry cost of \( O \left( \left( \lambda + \log M \frac{N}{M} + \log_\lambda N \right) / B \right) \) IOs, for any \( \lambda > 1 \). A query for a key \( K \) costs \( O(D_K \log_\lambda N) \) IOs in expectation, where \( D_K \) is the duplication count of \( K \).

2.4 Refined Bundle of Arrays Hashing

In order to obtain high probability bounds for a BOA, we need a stronger guarantee on the number of false positives. This is achieved by including an additional character,
the check character from each fingerprint in the routing filter, which is also checked during queries and thus eliminates most false positives. To support this, we will need to refine the routing filter so it can maintain check characters even when there are collisions.

The $i$th check character $C_i(K)$ of a fingerprint $K$ is the $i$th character from the end of the string representation of $K$. As described in section 2.2, we assume that the fingerprints are taken from a universe of size at least $N^2$ so that the check characters do not overlap with the characters used in the prefixes of the routing filters, and by $\Theta(\log N)$-wise independence, the check characters of $O(1)$ fingerprints are independent. Now each fingerprint in the filter has a check character and a array pointer, and we refer to this data as the sketch of the fingerprint.

When level $i$ of the BOA is queried for a fingerprint $K$, the refined routing filter (described below) returns a list of sketches, one for each fingerprint in the level with prefix $P_i(K)$. The array indicated in the sketch is only checked if the check character matches $C_i(K)$, which reduces the number of false positives by a factor of $\lambda$.

### Refined Routing Filter

The routing filter described in section 2.3.1 handles prefix collisions by returning only the last run containing the queried fingerprint and then chaining in the runs. Whereas, to support check characters we need to return a list instead, while having the same performance guarantees.

The idea behind the refined routing filter is to keep the prefix-sketch pairs in a sorted list and use a hash table on prefixes to point queries to the appropriate place. Each pointer may require as many as $\Omega(\log N)$ bits, and we require the routing filter to have $O(1)$ characters per fingerprint. Therefore the hash table must use shorter prefixes so as to reduce the number of buckets and thus reduce its footprint. In particular, it uses prefixes which are $\log \lambda \log \lambda N$ characters shorter, which we refer to as pivot prefixes.

The list delta encodes the prefix for each fingerprint $K$, together with its sketch. In addition, the first entry following each pivot prefix contains the full prefix, rather than just the difference. Otherwise, when the hash table routes a query to that place in the
Lemma 8. A refined routing filter can be updated using $O\left(\frac{\lambda \log \lambda}{B \log N}\right)$ IOs per new entry, and performs lookups in $O(D_K^*)$ IOs w.h.p., where $D_K^*$ is the number of times $K$ appears in the level.

Proof. We prove first the update bound and then the query bound.

Let $C$ be the capacity of the level. There are at most $\frac{C}{\log \lambda N}$ pivot prefixes. For each pivot prefix, the hash table stores the bit position in a list with at most $C$ entries, where $C \leq N$. Each entry is at most $\log N$ bits, so this position can be written using $O(\log N)$ bits.

For each fingerprint in the node, the list contains $O(1)$ characters by lemma 2, or $O(\log \lambda)$ bits. Additionally, each pivot prefix has to an initial entry of length $O(\log N)$ bits, so the list all together uses $O(C \log \lambda + \frac{C}{\log \lambda N} \cdot \log N) = O(C \log \lambda)$ bits.

When the refined routing filter is updated, the old version is read sequentially and the new version is written out sequentially. $C/\lambda$ fingerprints are added at a time, so this incurs $O\left(\frac{\lambda \log \lambda}{B \log N}\right)$ IOs per entry.

During a query, the pivot bit string of a fingerprint and its successor are accessed from the hash table in $O(1)$ IOs. This returns the beginning and ending bit positions in the list. Because the fingerprints are distributed uniformly and are pairwise independent to $K$, there are $O(\log \lambda N + D_K^*)$ fingerprints matching the pivot prefix in expectation. From lemma 1 with $\delta = \log \lambda$, there are $O(\log N + D_K^*)$ fingerprints matching the pivot prefix w.h.p. The encoding of each fingerprint is less than a word, and $B = \Omega(\log N)$ by assumption, so this is $O(D_K^*)$ IOs.

BOA Performance

We now can show:

Theorem 2. A BOA supports $N$ insertions and deletions with amortized per entry cost of $O\left(\frac{\lambda + \log M + \log \lambda N}{\log \lambda N} \right) / B$ IOs, for any $\lambda > 1$. A query for a key $K$ costs $O(D_K \log \lambda N)$ IOs w.h.p., where $D_K$ is the number of times $K$ has been inserted or deleted.
Proof. The insertion/deletion cost is given by lemma 8 and lemma 7.

During a query for a fingerprint $K$, the expected number of false positives on level $i$ (fingerprints which match the prefix $P_i(K)$ and check character $C_i(K)$ but are not $K$) is $O\left(\frac{1}{\lambda}\right)$. Thus, the number of false positives across levels is $O\left(\frac{\log \lambda N}{\lambda}\right)$, so by lemma 1, the number of false positives is $O\left(\log \lambda N\right)$ w.h.p.

Thus, a BOA is optimal for large enough $\lambda$:

**Corollary 2.** Let $B$ be a BOA with growth factor $\lambda$ containing $N$ entries. If $\lambda = \Omega\left(\log M_B N + \frac{\log N}{\log \log N}\right)$, then $B$ is an optimal unsorted dictionary.

### 2.5 Bundle of Trees Hashing

In order for a BOA to be an optimal dictionary, its growth factor $\lambda$ must be $\Omega(\log N/\log \log N)$. Otherwise, the cost of insertion is dominated by the cost of merging, which is slow because it effectively sorts the fingerprints using a $\lambda$-ary merge sort.

In this section, we present the **Bundle of Trees Hash Table** (BOT), which is a BOA-like structure. A BOT stores the fingerprints in a log in the order in which they arrive. Each level of the BOT is like a level of a BOA, where the bundle of arrays on each level is replaced by a search structure on the log (the **routing tree**) and a data structure needed to merge routing trees (the **character queue**). The character queue performs a delayed sort on the characters needed at each level, thus increasing the arity of the sort and decreasing the IOs.

A BOT has $s = \lceil \log \lambda N/B \rceil$ levels, each of which contains a routing tree. The root of the routing tree has degree less than $\lambda$ and all internal nodes have degree $\lambda$. Each node of a routing tree contains a routing filter. As in section 2.4, each routing filter takes as input a fingerprint $K$ and outputs a list of sketches corresponding to fingerprints with the same prefix as $K$. Each sketch consists of a pointer to a child, a check character and some auxiliary information discussed below.

Each leaf points to a block of $B$ fingerprints in the log. The deepest level $s$ uses a height-$s$ tree to index the beginning of the fingerprint log, the next level then indexes the next section, and so forth, as shown in fig. 2.1. Insertions and deletions (as upsert
messages) are appended to the log until they form a block, at which point they are added to the tree in the 1st level of the BOT.

Figure 2.1: The routing trees in a 3 level BOT. The trees cover contiguous portions of the log. The highest level covers the beginning of the log, the next level the beginning of the remainder of the log, and so on.

Figure 2.2: When the routing tree on level $i$ fills, it is merged into the routing tree on level $i + 1$. The now-full routing tree from level $i + 1$ becomes a child of the root on level $i + 1$. Its fingerprints are added to the root routing filter. Note that the tree is not moved.

When a level $i$ in the BOT fills, its routing tree is merged into the routing tree of level $i + 1$, thus increasing the degree of the target routing tree by 1 (and perhaps filling level $i + 1$, which triggers a merge of level $i + 1$ into $i + 2$, and so on). The merge of level $i$ into level $i + 1$ consists of adding the prefix-sketch pairs of the fingerprints from level $i$ to the routing filter of the root on level $i + 1$. The child pointers of these pairs will point to the root of the formerly level-$i$ routing tree, so it becomes a child of the root of the level $i + 1$ routing tree, although it isn’t moved or copied. See fig. 2.2. In this way, a BOT resembles an LT-LSM, as described in section 2.2.

In order to add a fingerprint $K$ from level $i$ to the root routing filter on level $i + 1$, the prefix $P_{i+1}(K)$ must be known. However, the root routing filter on level $i$ only stores the prefix $P_i(K)$ for each fingerprint $K$ it contains, so that in particular, the last character of $P_{i+1}(K)$ is missing. As described in section 2.5.2, each level has a character queue, which provides this character, as well as the check characters, in order to merge the routing trees efficiently.

2.5.1 Queries in a BOT

A query to the BOT for a fingerprint $K$ is performed independently at each level, beginning at the root of each routing tree. When a node is queried, its routing filter
returns a list of sketches. The sketches whose check characters match the queried
fingerprint indicate to which children the query is passed. This process continues until
the query reaches a block of the log, which is then searched in full. In this way queries
are “routed” down the tree on each level to the part of log where the fingerprint and its
associated value are. Note that as queries descend the routing tree, they may generate
false positives which are likewise routed down towards the log.

In this section, we refine routing trees so that they offer two guarantees about false
positives. The first is that at each level, the probability that a given false positive is
not eliminated is at most $\frac{1}{\lambda}$. The second is that false positives can only be created
in the root, so that as the query descends the tree, the number of false positives cannot
increase.

During a query to a node of height $h$ for a fingerprint $K$, the routing filter returns
a list of sketches corresponding to fingerprints which match $K$’s prefix. The query
only proceeds on those children whose check characters also match the check character
$C_h(K)$. Since the characters of the fingerprint are uniformly distributed and $\Theta(\log N)$-
wise independent, the check character of each false positive matches with probability $\frac{1}{\lambda}$.
Moreover, the characters of each level are non-overlapping, so for fingerprints $K, K'$,
the event that $V_h(K) = V_h(K')$ is independent of the event that $V_{h-1}(K) = V_{h-1}(K')$.

To prevent new false positives from being generated when a query passes from a
parent to a child, the next character of each fingerprint is also kept in its sketch
in the routing filter. For a fingerprint $K$ in a node of height $h$, the next character is
just the next character that follows the prefix, $P_h(K)$, so that its prefix in the parent,
$P_{h+1}(K)$, can be obtained. A false positive in a child which is not in the parent will
not match this next character and can be eliminated.

When there are multiple prefix-matching fingerprints in both a parent and its child,
we would like to be able to align the lists returned by the routing filters so that known
false positives in the parent (either from check or next characters) can be eliminated
in the child. Otherwise the check character in the child of a known false positive in
the parent may match the queried fingerprint, and therefore more than $\frac{1}{\lambda}$ of the false
positives may survive. To this end, we require the routing filter to return the list of
sketches in the order their fingerprint-value pairs appear in the log. Then after the sketches in the child list whose next characters do not match the parent are eliminated, the remaining phrases will be in the same order as in the parent. In this way, known false positives can also be eliminated in the child.

Now we can show:

**Lemma 9.** During a query to a routing tree, the following are true:

1. A false positive can only be generated in the root.
2. At each level, a given false positive survives with probability at most $\frac{1}{\lambda}$.

**Proof.** Because of the next characters, false positives may only be created in the root of the routing tree. Each false positive in the root corresponds to a fingerprint $K'$ in the level. At each node on the path to $K'$’s location in the log, we use the ordering to determine which returned sketch corresponds to $K'$, so that the false positive corresponding to $K'$ is eliminated with probability $\frac{1}{\lambda}$. \qed

### 2.5.2 Character Queue

The purpose of the character queue is to store all the sketches of fingerprints contained in a level $i$ that will be needed during a merge in the future. When level $i$ is merged into level $i+1$, the character queue outputs a sorted list of the delta-encoded prefix-sketch pairs of all the fingerprints, which is used to update the root routing tree. The character queue is then merged into the character queue on level $i+1$.

The character queue effectively performs a merge sort on the sketches. If it were to merge all the sketches as soon as they are available, this would consist of $\lambda$-ary merges. In order to increase the arity of the merges, it defers merging sketches which are not needed immediately. The sketches are stored as a collection of **series**, by which we mean a collection of sorted runs. Each series stores a continuous range of sketches $S_i(K), S_{i+1}(K), \ldots, S_{i+j}(K)$ for each fingerprint $K$, together with the prefix up to the first sketch, $P_{i-1}(K)$. These prefixes are delta encoded in their run. Thus the size of an entry is determined by the number of sketches in the range and the length of the prefix relative to the size of the run (by lemma 2).
The character queue tradeoff

We are faced with the following tradeoff. If the character queue merges a series frequently, the delta encoding is more efficient, which decreases the cost of the merging. However the arity is lower, which increases it. The character queue uses a merging schedule which balances this tradeoff and thus achieves optimal insertions.

The character queue merging schedule

The character queue on level $i$ (here we consider blocks of the log to be level 0) contains the sketches $S_{i+1}(K), S_{i+2}(K), \ldots S_s(K)$ of each fingerprint $K$ in the level. These characters are stored in a collection of series $\{\sigma_{j_q}\}$, where $j_q$ is the smallest multiple of $2^q$ greater than $i$. Series $\sigma_{j_q}$ contains the sketches $S_{j_q}(K), \ldots, S_{j_q + 1 - 1}(K)$. Each series consists of a collection of sorted runs, each of which stores the delta encoded prefix of each fingerprint together with its sketches.

Initially, when a block of the log is written, all the series $\sigma_{2q}$ for $q = 1, 2, 3, \ldots$ are created. When level $i$ fills, the runs in the series $\sigma_{i+1}$ are merged, and the character queue outputs the delta encoded prefix-sketch pairs, $(P_{i+1}(K), S_{i+1}(K))$ to update the root routing filter on level $i + 1$. If $2^{\rho(i+1)}$ is the greatest power of 2 dividing $i + 1$ ($\rho$ is sometimes referred to as the ruler function \cite{107}), then $\sigma_{i+1}$ also contains the next $2^{\rho(i+1)} - 1$ sketches of each fingerprint. These are batched and delta encoded to become runs in the series $\sigma_{j_q}$ for $q = [0, \rho(i + 1)]$. The runs in the remaining series of level $i$ become runs of their respective series on level $i + 1$.

Note that for the lower levels, some runs may be shorter than $B$ due to the delta encoding. For a run in a series $\sigma_q$, this is handled by buffering them with the runs $\sigma_q$ of higher levels and writing them out once they are of size $B$. Note that this requires $O(B \log \log N)$ memory.

This leads to the following merging pattern: $\sigma_j$ batches $2^{\rho(j)}$ sketches, and has delta encoded prefixes of $2^{\rho(j)}$ characters on average, by lemma \cite{2}. Therefore,

**Lemma 10.** A series $\sigma_j$ in a character queue contains $O(2^{\rho(j)})$ characters per fingerprint.
This leads to a merging schedule where the characters per item merged on the \( j \)th level is \( O(2^\rho(j)) \). Starting from 1 this is 1, 2, 1, 4, 1, 2, 1, 8, 1, 2, 1, 4, 1, 2, 1, 16, \ldots, which resemble the tick marks of a ruler, hence the name ruler function.

We now analyze the cost of maintaining the character queues.

**Lemma 11.** The total per-insertion/deletion cost to update the character queues in a BOT is \( \Theta \left( \frac{1}{B} \left( \log \frac{M}{N} N + \log \log M \right) \right) \).

**Proof.** When \( \sigma_j \) is merged, \( \lambda 2^\rho(j) \) runs are merged, which has a cost of

\[
O \left( \frac{2^\rho(j)}{B} \left\lceil \log_{M/B} \left( \lambda 2^\rho(j) \right) \right\rceil \right) \text{ characters per fingerprint.}
\]

There are \( \log_{\lambda} \frac{N}{M} = O(\log \lambda N) \) levels, so this leads to the following total cost in terms of characters:

\[
O \left( \sum_{i=1}^{\log_{\lambda} N} 2^\rho(j) \left\lceil \log_{\frac{M}{N}} \left( \lambda 2^\rho(j) \right) \right\rceil \right) = O \left( \sum_{k=0}^{\log \theta \lambda N} \frac{\log_{\lambda} N}{2^k} \cdot 2^k \left\lceil \log_{\frac{M}{N}} \left( \lambda 2^k \right) \right\rceil \right)
\]

\[
= O \left( \log_{\lambda} N \left( \log \log M + \sum_{k=\log \log M}^{\log \theta \lambda N} 2^k \log_{\frac{M}{N}} \lambda \right) \right)
\]

\[
= O \left( \log_{\lambda} N \left( \log \log M + \log_{\frac{M}{N}} N \right) \right),
\]

where the last equality is because the RHS sum is dominated by its last term. Because there are \( \log_{\lambda} N \) characters in a word, and all reads and writes are performed sequentially in runs of size at least \( B \), the result follows.

\[ \square \]

### 2.5.3 Performance of the BOT

We can now prove Theorem 3:

**Theorem 3.** A BOT supports \( N \) insertions and deletions with amortized per entry cost of \( O \left( \frac{\lambda + \log \frac{M}{N} N + \log \log M}{B} \right) \) IOs for any \( \lambda > 1 \). A query for a key \( K \) costs \( O(D_K \log_{\lambda} N) \) IOs w.h.p., where \( D_K \) is the number of times \( K \) has been inserted or deleted.

**Proof.** By lemma \[ 8 \] the cost of updating the routing filters is \( O \left( \frac{\lambda}{B} \right) \), since there are \( O(\log_{\lambda} N) \) levels. This, together with the cost of updating the character queues given
by lemma 11 is the insertion cost.

By lemma 9, a query for fingerprint $K$ on level $i$ incurs $O\left(\frac{1}{\lambda}\right)$ false positives in the root, and $O(1)$ nodes are accessed along each of their root-to-leaf paths. By lemma 8, each false positive thus incurs $O(D_K)$ IOs.

There are an expected $O\left(\frac{\log N}{\lambda}\right)$ false positives across all levels, so, using lemma 1 with $\delta = \lambda$, $O(D_K \log \lambda N)$ nodes are accessed due to false positives w.h.p. For each time $K$ appears in the BOT, $O(\log \lambda N)$ nodes are accessed on its root-to-leaf path. By lemma 8, the node accesses along each path incur $O(D_K \log \lambda)$ IOs w.h.p., so accessing the nodes incurs $O(\log \lambda N)$ IOs w.h.p.

A block of the log is scanned at most $D_K$ times for true positives and also whenever a false positive from the level-$i$ root survives $i$ times. The expected number of such false positives for level $i$ is $1/\lambda^i$, so the expected number across levels is $O\left(\frac{1}{\lambda}\right)$. Therefore by lemma 1 the number of blocks scanned is $O(D_K \log \lambda N)$ w.h.p. □

**Corollary 3.** Let $\mathcal{B}$ be a BOT with growth factor $\lambda$ containing $N$ entries. If $\lambda = \Omega\left(\frac{\log M}{N} N + \log \log M\right)$, then $\mathcal{B}$ is an optimal dictionary.

### 2.6 Cache-Oblivious BOTs

In this section, we show how to modify a BOT to be cache oblivious. We call the resulting structure a cache-oblivious hash tree (COBOT).

Much of the structure of the BOT translates directly into the cache-oblivious model. However, some changes are necessary. In particular, when the series of character queues are merged, this merge must be performed cache-obliviously using funnels [52], rather than with an (up to) $M/B$-way merge. Also, the log cannot be buffered into sections of size $O(B)$, and so instead they are buffered into sections of constant size, items are immediately added to the routing filter, and the extra IOs are eliminated by optimal caching.

When an insertion is made into a COBOT, its fingerprint-value pair is appended to the log, and it is immediately inserted into level 1. Thus, the leaves of the routing trees point to single entries in the log.
The series of the character queues must be placed more carefully as well. In particular the runs of series \( \sigma_j \) must be laid out back-to-back for all \( j \) (rather than just small \( j \) as in section 2.5.2), so that the caching algorithm can buffer them appropriately.

The series are merged using a **partial funnelsort**. Funnelsort is a cache-oblivious sorting algorithm that makes use of \( K \)-funnels \[52\]. A \( K \)-funnel is a CO data structure that merges \( K \) sorted lists of total length \( N \). We make use of the the following lemma.

**Lemma 12** ([52]). A \( K \)-funnel merges \( K \) sorted lists of total length \( N \geq K^3 \) in \( O \left( \frac{N \log M/B}{N^B} \frac{N}{N^B} + K + \frac{N \log K}{N^B} \right) \) IOs, provided the tall cache assumption that \( M = \Omega(B^2) \) holds.

The partial funnelsort used to merge \( K \) runs of a series with total length \( L \) (in words) performs a single merge with a \( K \)-funnel if \( L \geq K^3 \), and recursively merges the run in groups of \( K^{1/3} \) runs otherwise.

**Corollary 4.** A partial funnelsort merges \( K \) runs of total word length \( L \) in \( O \left( \frac{L \log M/B}{L^B} \frac{L}{L^B} + \frac{L \log K}{L^B} \right) \) IOs, provided the tall cache assumption that \( M = \Omega(B^2) \) holds.

**Proof.** The base case of the recursion occurs either when there is only 1 list remaining or the remaining lists fit in memory. In any other case of the recursion, since \( L = \Omega(B^2) \) by the tall cache assumption, the \( K \) term in lemma 12 is dominated.

The recurrence is dominated by the cost of the funnel merges, which yields the result.

**Theorem 5.** If \( M = \Omega(B^2) \), then a COBOT with \( N \) entries and growth factor \( \lambda \) has amortized insertion/deletion cost \( \Theta \left( \frac{1}{B} \left( \lambda + \log \log M + \log_{M/B} N/B \right) \right) \). A query for key \( K \) has cost \( \Theta (D_K \log \lambda N) \), w.h.p., where \( D_K \) is the duplication count of \( K \).

**Proof.** We may assume that the caching algorithm sets aside enough memory that the last \( B \) items in the log, together with the subtree rooted at their least common ancestor, are cached. Thus the log is updated at a per-item cost of \( O(1/B) \).
The proof of theorem 3 now carries over to the COBOT. The routing filters are
updated the same way, and the cost of updating the character queues is unchanged, by
corollary 4.

Queries are performed as in section 2.5.1 except that now the level 1 nodes cover
$O(1)$ fingerprints, but the depth of the tree is unchanged, so the cost is the same.

2.7 Asymmetric BOTs

In this section we describe the $\beta$-asymmetric Bundle of Arrays Hash table
(Asymmetric BOT), which adapts BOTs to the asymmetric external memory model [23].
This model is similar to the regular external memory model of Aggarwal and Vitter,
except that the cost of reading a block is 1, but where the cost of writing a block is
$\omega > 1$.

The underlying idea is to not write character on most levels and instead read
the necessary information from the queues of descendant nodes. This only requires
reads, provided no more than $M/B$ such queues are read at a time. Thus, every
$\beta \leq \left\lfloor \log_\lambda \frac{M}{B \log_\lambda N} \right\rfloor$ levels, all the character queues must be merged and stored. We say
level $i$ is a queue level if $i$ is divisible by $\beta$.

When the $i$th level root fills, where level $i$ is not a queue level, it is added to level
$i + 1$. For each key $K$ covered by the now-full orphan root, the high-order bits $H_{i+1}(K)$,
check characters $C_{i+1}(K)$ and next characters $D_{i+2}(K)$ are obtained by merging the
character queues on the highest queue level below $i$, which is $\ell = i - (i \mod \beta)$. Thus
$L^{\ell+1}_\ell, \ldots, L^{i+1}_i$ are read; for each key $K$ in sorted order this yields: $H_\ell(K)$
together with the characters $D_{\ell+1}(K), \ldots, D_{i+2}(K)$, from which $H_{i+1}(K)$ and $D_{i+2}(K)$ can be com-
puted, as well as the check character $C_{i+1}(K)$. This computation occurs sequentially,
so that the intermediate results need not be written out.

When the $i$th level root fills on a queue level, its character queues are created before
it is added to level $i + 1$. This involves computing $H_i(K)$ in sorted order as above
and then merging all the character queues $L^{i+1}_{i-\beta}, L^{i+2}_{i-\beta}, \ldots$ into new character queues
$L^{i+1}_i, L^{i+2}_i, \ldots$. These merges are performed with a single $\lambda^\beta$-way merge. Then the
now-full level root can be added to the routing filter of the \((i+1)\)st level root using the character queue \(L^i_{i+1}\).

We refer to this modified BOT as an \(\beta\)-asymmetric BOT.

**Theorem 4.** A \(\beta\)-asymmetric BOT supports \(N\) insertions and deletions with amortized per entry cost of \(O\left(\frac{1}{B} \left(\lambda + \frac{1}{\beta} \log_\lambda N\right)\right)\) writes and \(O\left(\frac{1}{B} \left(\lambda + \beta\right)\right)\) reads for any \(\lambda > 1\) and \(\beta \leq \left\lfloor \log_\lambda \frac{M}{B \log_\lambda N} \right\rfloor\). A query for a key \(K\) performs \(O(D_K \log_\lambda N)\) reads, where \(D_K\) is the number of times \(K\) has been inserted or deleted.

**Proof.** Each insertion will eventually be added to each level \(i\). When the level \(i\) is not a queue level, \(i \mod \beta\) characters per item will be read from the character queues on the queue level below \(i\). Summed over all levels, this yields

\[
\sum_{i=0}^{\log_\lambda N} \frac{i \mod \beta}{B \log_\lambda N} = O\left(\frac{\beta}{B}\right)
\]

reads per insertion.

A \(\lambda^\beta\)-way merge is performed every \(\beta\) levels. Since \(\beta \leq \left\lfloor \log_\lambda \frac{M}{B \log_\lambda N} \right\rfloor\), this requires \(O(1/B)\) reads and writes per element. This contributes \(O\left(\frac{\log_\lambda N}{\beta B}\right)\) reads and writes per insertion in total.

The per-insertion read and write cost of building the routing filters is \(\Theta(\lambda/B)\) as in the proof of theorem 3.

The cost per query is the same as in theorem 3. \(\square\)

Theorem 4 can improve the write cost when \(\lambda = o(\log \log M)\) and \(\log \log M = \Omega\left(\log_\lambda M\right)\). In that case, \(\beta\) can be tuned to optimize insertion performance relative to the \(\omega\) of the AEMM by solving the quadratic equation \(\beta = \omega \cdot \left(\lambda + \frac{1}{\beta} \log_\lambda N\right)\).

In particular, an interesting consequence of theorem 4 is in the case where \(N\) is polynomial in \(M\). Then insertions can be performed into a \((\log_\lambda M/B)\)-asymmetric BOT with growth factor \(\lambda = O(1)\) with constant write amplification. This does come at the cost of more reads than when using a regular BOT:

**Corollary 5.** If \(N = O(M^c)\) for some constant \(c\), then a \((\log_\lambda M/B)\)-asymmetric BOT with growth factor \(\lambda = O(1)\) containing \(N\) key-value values performs \(\Theta(1/B)\) amortized
writes per insertion, \( \Theta \left( \frac{1}{B} \left( \lambda + \log \frac{M}{B} \right) \right) \) amortized reads per insertion and \( \Theta(\log N) \) reads per query.
Chapter 3
SplinterDB

3.1 Introduction

Key-value stores form an integral part of system infrastructure. Google’s LevelDB and Facebook’s RocksDB are widely used, both within and outside of their companies. Their importance has spurred research into several aspects of key-value store design, such as increasing write throughput, reducing write amplification, and increasing concurrency [87, 50, 97, 26, 43, 44, 13, 29, 12, 20, 72, 34, 39, 57, 109, 74, 103, 98, 53, 114, 111, 67, 65, 54, 68, 11].

Existing key-value stores face new challenges with the increasing use of high-performance NVMe solid state drives (SSDs) in industry. NVMe SSDs offer substantially higher bandwidth (500K-600K IOPS) and lower latency (10-20 micro-seconds) than other SSDs.

These key-value stores struggle to utilize all the available bandwidth in modern SSDs. For example, we find that for the common case of small key-value pairs, RocksDB is able to use only 30% of the bandwidth supplied by an Optane-based Intel 905p NVMe SSD (even when using 20 or more cores).

We find that the bottleneck has shifted from the storage device to the CPU: reading data multiple times during compaction, cache misses, and thread contention cause RocksDB to be CPU-bound when running atop NVMe SSDs. Thus, there is a need to redesign key-value stores to avoid these CPU inefficiencies. While KVell [70], a new research key-value store, also tries to reduce CPU overhead, it presents a design optimized for large key-value pairs. In particular, we show that KVell experiences an extreme performance cliff when it does not have enough memory to hold its in-memory
We present SplinterDB, a key-value store designed for high performance on NVMe SSDs. For example, on small key-value pairs, SplinterDB is able to fully utilize the device bandwidth and achieves almost $2 \times$ lower write amplification than RocksDB (see fig. 3.1). We show that compared to state-of-the-art key-value stores such as RocksDB and PebblesDB, SplinterDB is able to ingest new data $6-28 \times$ faster (see fig. 3.1) while using the same or less memory. For queries, SplinterDB is $1.5-3 \times$ faster than RocksDB and PebblesDB.

Three novel ideas contribute to the high performance of SplinterDB: the $STB^\varepsilon$-tree, a concurrent memtable that removes the insertion scalability bottleneck, and a concurrent user-level cache that reduces cache-interference in highly-concurrent settings. All three components are designed to enable the CPU to drive high IOPS without wasting cycles.

At the heart of SplinterDB is the $STB^\varepsilon$-tree, a novel data structure that combines ideas from log-structured merge trees and $B^\varepsilon$-trees. The $STB^\varepsilon$-tree adapts the idea of size-tiering (also known as fragmentation) from key-value stores such as Cassandra and PebblesDB and applies them to $B^\varepsilon$-trees to reduce write amplification by reducing the number of times a data item is re-written during compaction. The $STB^\varepsilon$-tree also...
enables localized, fine-grained compactions that increase compaction concurrency across the entire tree. By enabling fine-grained, localized compactions, STB\textsuperscript{ε}-trees push ideas from PebblesDB to their logical conclusion.

In key-value stores such as RocksDB, all inserted data is first stored in an in-memory component called the memtable. We find that the memtable in RocksDB provides low concurrency and becomes the bottleneck when used on top of the highly-concurrent STB\textsuperscript{ε}-tree on NVMe devices. We redesigned the memtable for high concurrency: similar to the STB\textsuperscript{ε}-tree, the SplinterDB memtable is based on a B-tree designed using a 4KB disk block size and the L3 cache-line size; as a result, when data needs to be moved between the memtable and STB\textsuperscript{ε}-tree, it can be done using simple pointer manipulations, reducing the CPU cost.

Finally, key-value stores such as RocksDB and PebblesDB use the Linux page cache, but we found the page cache ill-suited for high concurrency. We designed a new user-level concurrent cache for SplinterDB that uses fine-grained, distributed reader-writer locks to avoid contention and ping-ponging of cache lines, as well as a direct map to enable lock-free cache operations. All the data read and written by SplinterDB flows through this concurrent cache.

SplinterDB is not without limitations. Like all key-value stores based on size-tiering, SplinterDB sacrifices the performance of small range queries, although less than one might expect. For large range queries, SplinterDB can use the full device bandwidth. Similarly, size-tiering is known to temporarily increase space usage until multiple versions of a single data item are compacted together. Finally, SplinterDB is meant for scenarios where good performance is required when memory is low; if memory is plentiful and query performance is not as important, then key-value stores such as KVell might be a better fit. Despite these limitations, SplinterDB represents an interesting new point in the design spectrum for key-value stores.

In summary, the contributions of SplinterDB are as follows:

- We introduce the STB\textsuperscript{ε}-tree, which reduces write amplification and enables fine-grained concurrency in compaction operations (sections 3.3 to 3.5).
• We design and build a highly-concurrent memtable that is able to drive enough operations to the underlying STB$^\varepsilon$-tree (section 3.6).

• We combine the STB$^\varepsilon$-tree, memtable, and user-level cache in SplinterDB, a key-value store that can fully utilize NVMe SSD bandwidth. (section 3.7).

3.2 Background

This section describes the building blocks we use to construct the STB$^\varepsilon$-tree. We also describe related data structures, such as the log-structured merge tree (LSM), in order to put our data-structural innovations in context. Finally, we summarize theoretical performance analyses of the data structures.

The DAM model.

We use the Disk Access Machine (DAM) model [5] in our performance analyses. In the DAM model, data is transferred between disk and RAM of size $M$ in blocks of size $B$ words. The I/O cost of a data structure is the number of block transfers. In DAM model analyses, key-value pairs have size $O(1)$ words, so the write-amp of a key-value workload is $\Theta(B \times W)$, where $W$ is the amortized number of writes per insertion.

B-trees.

We analyze the write-amplification of B-trees to serve as a baseline. Each insertion into a B-tree requires $\approx \log_B N$ writes in the worst case, but almost all insertions modify only a leaf of the B-tree and hence require only 1 write. Although caching can help when the data set is small or the insertion workload has locality, in the worst case of random inserts into a large B-tree, each insertion will have to bring in a new leaf, causing an old, dirty leaf to be written back to disk. Thus the worst-case write amplification of a B-tree is $\approx B$, much greater than that of LSMs and B$^\varepsilon$-trees.

$^1$Throughout the paper, we use $\approx$ to indicate an analytical result accurate up to lower-order terms. In other words, when we write $\approx X$, we mean $X + o(X)$.
It is common to size the hardware so that all the indexing nodes of the B-tree fit in RAM, i.e. RAM has size $M = N/B$. In this case each query and insert costs $O(1)$ I/O once the cache is warm.

**Log-structured Merge Trees.**

A generic LSM consists of $k \approx \log_F \frac{N}{M}$ levels, $L_0, \ldots, L_{k-1}$. Each level contains a sorted run of key-value pairs. The first run, $L_0$, has capacity $\Theta(M)$, and each subsequent run has capacity $F$ times bigger than the previous. The fanout $F$ is a parameter that trades off between insertion throughput and query latency. Each sorted run is called an **SSTable**.

New items are inserted into $L_0$. When an SSTable fills, it is merged into the next table, which is called compaction. An SSTable can receive $F$ such merges before it is full, so each element participates in an average of $F/2$ compactions on a level before being compacted into the next level. Compaction is just a sequential scan since both tables are sorted. A compaction of total size $K$ takes $\approx K/B$ writes, or $\approx 1/B$ writes per key-value pair, so the average write amplification is approximately $\frac{F}{2} \log_F \frac{N}{M}$. Assuming the cache has size $M = N/B$, this simplifies to $\frac{F}{2} \log_F B$.

Most implementations also store indexing information about each SSTable, so that queries in a table have similar performance to queries in a B-tree. Naively, a query in an LSM requires searching in each level, for a total cold-cache query cost of $O(\log_F \frac{N}{M} \log_B N)$ I/Os. Given a warm cache of size $M = N/B$, we can cache the indexing information of all the SSTables, so that each SSTable query requires $O(1)$ I/Os. Then, on a warm cache, the query cost becomes $O(\log_F N/M)$, which is significantly higher than the $O(1)$ warm-cache query in a B-tree given the same cache size. This is for a generic LSM; most LSM implementations use filters to reduce queries to $O(1)$ I/Os, as described below.

An off-the-shelf LSM is typically asymptotically much faster than a B-tree for insertions but, for some insertion workloads that have high locality, can be asymptotically slower. Queries can also be asymptotically slower than in a B-tree, but this can largely be mitigated with filters.
$B^\epsilon$-Trees.

The generic $B^\epsilon$-tree [29] is a B-tree that uses part of the space in each node to buffer items recently inserted into the subtree rooted at that node. Queries must check for relevant mutations in each buffer along their search path.

Insertions place an item in the root node’s buffer. When the buffer in a node becomes full, the $B^\epsilon$-tree moves some of the elements in the buffer to the buffer of one of its children. The $B^\epsilon$-tree always moves items to the child that would be examined during a search for those items, ensuring that a future query for one of those items will find it. This process is called a flush and is analogous to an LSM compaction. There are several options for how to select the items to be flushed. The most common policy is to select the child for which the most items are buffered in the parent and then flush all the items buffered for that child.

To analyze the $B^\epsilon$-tree in the DAM model, let $F \ll B$ be the fanout of the $B^\epsilon$-tree. Thus pivots and child pointers consume $O(F)$ space in each node. The remaining $B - O(F) \approx B$ space in each node is used for buffering. Thus the height of the tree is $\approx \log_F N$ and the cold-cache query cost is $\approx \log_F N$ I/Os.

Each flush costs $O(1)$ I/Os and moves at least $B/F$ elements one level down the tree. Since each element moves at most $O(\log_F N)$ levels down the tree, insertions cost $O((F \log_F N)/B)$ amortized I/Os, which is the same as that of an LSM. Likewise, the write amplification of a $B^\epsilon$-tree is $O(F \log_F N)$ without caching.

With a cache of size $M = N/B$, we can cache the top of the tree, reducing query costs to $O(\log_F B)$ I/Os. Insertions become $O((F \log_F B)/B)$ I/Os, and write amplification reduces to $O(F \log_F B)$, which are both the same as an LSM with the same size cache.

One advantage of $B^\epsilon$-trees is that they can naturally exploit locality in the insertion workload to improve insertion performance, much as a B-tree can. This is because flushes are not done on a level-wide basis, but node by node. Thus, for example, if a workload consists of insertions all destined for a small sub-tree, a $B^\epsilon$-tree can cache

\[^2\text{Historically } F = B^\epsilon, \text{ where } 0 \leq \epsilon \leq 1, \text{ which is where the name comes from. We use } F \text{ to ease the comparison with LSMs.}\]
that sub-tree to reduce write amplification and improve insertion throughput.

**Filters.**

Many LSM implementations mitigate the high query cost of a generic LSM by using filters; bloom filters \cite{24} are the most well known filters. The space requirement of a filter is $O(n \log \frac{1}{\epsilon})$ for a set of a size $n$. For typical values of $\epsilon \approx 1\%$, this is about 1 or 2 bytes per element. When filters are small enough to fit in RAM, they can reduce the I/O costs of cold-cache point queries in LSMs to $O(\log_B N)$, which is the same as in B-trees. With a cache of size $M = N/B$, queries cost $O(1)$ I/Os. The same calculation holds for $B^\epsilon$-trees. Note, however, that filters cannot be used to speed up range queries, since filters do not support range emptiness queries.

In our work we use a variant of quotient filters \cite{18}, because inserts and lookups access only a constant number of distinct locations \cite{18}, making them generally faster than Bloom filters. Furthermore, quotient filters are, for the false-positive rate used in SplinterDB, roughly the same size as Bloom filters.

**Size Tiering.**

Cassandra introduced the notion of size tiering in an LSM. In a size-tiered LSM (STLSM), each level has up to $F$ SSTables of approximately the same size. When a level reaches its maximum number of SSTables, its SSTables are merged into one SSTable, which is moved to the next level. The advantage of size-tiering is that each item is involved in only one compaction per level. The downside is that queries now have more places to search.

Kuszmaul \cite{68} showed that with size tiering, write amplification decreases by a factor of $F$ from that of a generic LSM to $O(\log_F \frac{N}{M})$, while queries increase by a factor of $F$ to $O(F \log_F \frac{N}{M} \log_B N)$ I/Os. Even if we assume that the cache has size $M = N/B$, size tiering still trades off a factor of $F$ reduction in write amplification for an $F$-fold increase in query costs. However, by maintaining a filter for each SSTable on every level, the point query costs can be kept at $O(1)$ IO per positive query and no I/Os per negative query. Size tiering also increases the costs of small range queries, and filters
Figure 3.2: Overall design of STB$^\varepsilon$-trees and SplinterDB. Trunk nodes contain pivots and child pointers and pointers to a collection of branches and their associated filters. Each branch is a B-tree. SplinterDB also keeps a queue of memtables to enable pipelining of memtable compactions.

don’t mitigate that cost.

3.3 High-Level Design of STB$^\varepsilon$-trees

We now describe the design features of STB$^\varepsilon$-trees that give them low write amplification, low pass complexity, and high concurrency, without sacrificing lookup performance.

At a high level, a STB$^\varepsilon$-tree is a B$^\varepsilon$-tree, as shown in fig. 3.2 albeit with several modifications to reduce I/O amplification and exploit the I/O parallelism of NVMe devices.

On a spinning disk, data locality is paramount. Thus, B$^\varepsilon$-trees designed for spinning disks typically store each node, including pivots, child pointers, and buffer contents, contiguously on disk. Furthermore, nodes are large—typically over a megabyte in size—in order to amortize the cost of the seek required to access the node. The downside of large nodes is that they make point queries expensive. Even if a point query has to load only a single leaf into cache, it still has to transfer a megabyte or more of data. Thus some B$^\varepsilon$-trees divide their nodes into a header and physically contiguous partitions. The header contains pivots, child pointers, and an index on the partitions, so that queries need only load the relevant partition in a node. Headers and partitions are typically 32-64KBs, which is small enough to ensure that, on a hard drive, point query performance is seek bound rather than bandwidth bound.
On NVMe, however, even transferring 32KB per query is too much. For example, on an Optane NVMe device, locality offers essentially no gain in throughput, i.e. the device can deliver its full bandwidth via a random I/O workload as long as the device queues are kept sufficiently full. Thus transferring 32KB per query would directly reduce maximum query throughput to 1/8th of the device’s random I/O throughput.

Consequently, our STB$\epsilon$-tree strives not for locality, but rather for low I/O amplification and high I/O parallelism. Our STB$\epsilon$-tree is a tree of trees. The trunk tree (or simply trunk) is analogous to the headers of a traditional B$\epsilon$-tree, i.e. trunk nodes contain pivots, child pointers, and pointers and metadata for the node’s branches. Trunk nodes are kept small—4KB in our implementation—so that they do not waste cache space. In all practical use cases, trunk nodes comprise less than 0.1% of the total data and so are essentially always cached.

Each branch is a static B-tree, also with 4KB nodes in our current implementation. Since each branch is constructed once and never modified, the B-tree nodes are always fully packed, which improves cache efficiency for point queries and reduces I/O amplification during compactions and range queries. Note that the B-tree nodes of a branch are not necessarily stored contiguously on disk, since locality is less important for utilizing the bandwidth of NVMe devices. Range queries and compaction use the pointers in branch nodes to prefetch leaves in advance, enabling our STB$\epsilon$-tree to take advantage of the I/O parallelism of NVMe devices.

Each branch also has an associated quotient filter. Quotient filters serve the same role as Bloom filters in many LSM implementations. However, we choose quotient filters because they have substantially greater insert and query performance than Bloom filters [18], reducing the CPU costs of both queries and compactions, while using roughly the same or slightly less space than Bloom filters for the false-positive rate used in SplinterDB (1/256). Quotient filters are also efficient if they get paged out to disk, since each lookup accesses only one page.

SplinterDB uses memtables to collect new insertions. Our memtable is a dynamic B-tree. In fact, it is the same structure as the B-trees used to store branches except that, since it is dynamic, the nodes are not always fully packed. When a memtable
fills, it is locked for new insertions, then the quotient filter is constructed and then the
memtable is inserted as a branch into the trunk root. No serialization or other work
needs to happen. When former memtables participate in compactions, the resulting
B-tree is packed.

SplinterDB uses write-ahead logical logging for crash recovery. SplinterDB uses
per-thread logs to support highly concurrent updates. Inter-log ordering is maintained
by cross-referencing log entries with timestamps on the leaves of the memtable (see
section 3.6.4 for details).

Note that all of the above data structures—memtables, trunk nodes, branch nodes,
filters and logs—are pageable. SplinterDB has a unified CLOCK cache for all these
structures.

3.4 Size-Tiering with Workload-Driven Compaction

One of the goals of SplinterDB is to get both the benefits of size-tiering and the
benefits of B$^\epsilon$-tree’s workload-driven compaction and flushing. Size-tiering reduces
write amplification of all workloads. Workload-driven compaction and flushing further
reduces write amplification when the workload is not uniformly random. Our flushing
and compaction algorithm is designed to preserve worst-case performance guarantees
of size-tiered LSM trees while exceeding their performance on non-random workloads.

The challenge is that a flushing and compaction algorithm must balance two com-
peting objectives. First, we want to move data from one level of the tree to the next in
large batches. This is the key reason that LSMs and B$^\epsilon$-trees are so much faster than
B-trees for insertions. On the other hand, we want to limit the number of locations that
must be searched during a query. This means we cannot accumulate data indefinitely
before merging it into lower levels of the tree.

We begin by explaining the structure of STB$^\epsilon$-tree nodes. This structure will enable
us to cleanly accomplish the above goals while also enabling us to skip some compactions
when the workload allows it.

**Node structure.** Each trunk node has a list of branches, sorted from oldest to
newest. The trunk node also stores, for each child, the index of the next branch to be flushed to that child. Branches are flushed to a child in chronological order, so all older branches have already been flushed to that child, and all newer branches are yet to be flushed to that child. We say that a branch is live for a child if it hasn’t been flushed to that child. We say that a message in a branch is live if the message’s branch is live for the message’s target child. Finally, each trunk node stores, for each child, a rough estimate of the number of live messages for that child across all the parent’s branches. This estimate is made by scanning the top-level nodes of the branches and estimating the amount of data in each subtree that falls entirely within the pivots for a child. Since branches are packed, these estimates are quite accurate (typically to within less than 1%).

Trunk nodes have a fixed number of branches that they can hold. In the current SplinterDB implementation, each trunk node can hold up to 84 branches. However, trunk nodes begin flushing when they have $3F$ live branches, which is typically far less than 84 (e.g. $F$ is in the range of 8 to 16). This extra capacity is used to enable nodes to absorb new incoming branches while compacting old branches.

Branches may be referenced by more than one trunk node. Each trunk node knows the range of keys that it covers so, for example, when a parent and child both refer to the same branch, the parent might refer to all the messages in the branch, while the child refers to only the subset of messages in the branch for keys covered by the child. Branches are immutable and refcounted, so sharing branches is safe.

This node structure and branch sharing means that we can “flush” a live branch from a node to one of its children by simply adding a pointer to the branch to the child. We can then mark the branch as dead for that child in the parent. If the branch becomes completely dead in the parent (i.e. dead for all of its children), then the parent can delete its references to the branch, decrementing the branch’s refcount. Thus flushes are extremely cheap—just a few pointer and refcount updates.

**Flush then Compact.** SplinterDB avoids some intermediate compactions by using a “flush-then-compact” approach. Each flush may trigger some compactions and some further, recursive flushes (see below for a description of SplinterDB’s flushing policy).
The idea of flush-then-compact is to perform all the recursive flushes first. Only once all the branches have been moved as far down the trunk as possible do we begin performing compactions. This will enable some branches to skip intermediate compactions within the tree.

Once all the flushes from a node have completed, SplinterDB initiates background compactions on all the nodes that received new branches. Each background compaction compacts only the new branches in that node. Thus no message gets compacted twice without being flushed from one trunk node to another.

Compaction does not interfere with other concurrent tasks. The trunk node is not locked during the compaction—other threads may perform queries or flush more branches to or from the trunk node. During this time, the compaction thread constructs a new branch that is the compaction of all its input branches. When the compaction thread finishes, it briefly locks the trunk node to replace the old branch pointers with a pointer to the new, compacted branch.

This mechanism also reduces contention at the root, since no compactions are ever performed in the root. Rather, whenever the root fills, branches are moved to some of its children and compactions are performed there, immediately making room for new items in the root.

Note that compactions skip over portions of the branches that are not relevant to the compaction. For example, when we flush branches from the root to one of its children, the branches may contain keys outside the range covered by that child. When these branches get compacted in the child, the compaction process won’t even look at those keys. We can do this efficiently because branches are B-trees that support iterators starting anywhere in the branch.

**Flushing policy.** The memtable has a maximum size of $m$ messages. Once it reaches size $m$, it is added as a new branch to the root trunk node.

Flushes from a trunk node to one of its children are triggered by two conditions: either the trunk node has more than $Fm$ live data, or one of the trunk node’s children has more than $3F$ live branches, where $F$ is the fanout of the trunk. These two conditions serve distinct performance objectives.
The too-much-live-data trigger works with the compact-then-flush algorithm to detect localized insertion workloads and move them quickly down the tree without performing unnecessary intermediate compactions.

For example, imagine a sequential insertion workload. These inserts first go to the memtable. Once the memtable fills, it is added as a branch to the root. Once the root accumulates $F$ such branches, it will go over the max-live-data threshold, causing a flush. This flush will move all the branches down the tree towards their target leaf. This will immediately cause the child to exceed the max-live-data threshold, so the branches will get flushed towards their target leaf again. This will repeat until the branches reach the leaf, at which time SplinterDB will perform a compaction (and will probably split the leaf). The next batch of inserts will go to the new leaf created by the split. Thus each message will be involved in only a constant number of compactions, giving $O(1)$ a write- and pass-complexity.

This method automatically adapts to varying degrees of locality. For example, if the workload is half inserts to a single leaf, then every other time the root fills, we will perform a flush from the root to the target leaf. Or, if the workload consists of random inserts of keys that all fall within a subtree $T$ of height, say, $h/2$, then every time the root fills, SplinterDB will flush all the branches to the root of the subtree without performing intermediate compactions, skipping half the compactions that would occur in a size-tiered LSM tree.

This policy does not weaken the worst-case insertion performance guarantees of a size-tiered LSM: each message undergoes at most one compaction per level of the tree, and the height of the tree is still $\log_F N/m$.

The second flushing trigger is designed to bound the number of filters and branches that must be examined during a query. Whenever there are more than $3hF$ branches on a search path (where $h$ is the height of the trunk), at least one of the trunk nodes will violate the max-live-branches condition. This will trigger a flush and compaction, which will reduce the number of branches checked by queries along that path.
3.5 Preemptive Splitting for STB$^\varepsilon$-trees

Splits and merges pose problems for hand-over-hand locking in B-trees (and B$^\varepsilon$-trees). Hand-over-hand locking proceeds from root to leaf, but splits and merges proceed from the leaves up.

An approach to solving this issue in B-trees is to use preemptive splitting and merging [92]. During a B-tree insert, if a child already has the maximum number of children, then it is split while the insertion thread still holds a lock on its parent. Then the insertion can release the parent’s lock and proceed down the tree, assured that the child will not need to split again as part of this insertion. Analogously, deletions merge a child with one of its neighbors if the child has the minimum number of children. This works because insertion and deletions can increase or decrease the number of children of a node by at most 1.

This approach does not work in B$^\varepsilon$-trees, because a flush to a leaf could cause that leaf to split multiple times. In STB$^\varepsilon$-tree with flush-then-compact, we can move all pending messages along a root-to-leaf path to the leaf before performing any compaction, splits, or merges. The total number of messages moved to the leaf is bounded by $O(B \log_F N)$, i.e. the height of the tree times the maximum amount of data that can be stored in branches at each trunk node. The leaf can therefore split into as many as $O(\log_F N)$ new leaves of size $B$. Similarly, a collection of flushes full of delete messages to several leaves of a single parent can reduce the parent’s number of children by $O(\log_F N)$.

In practice, the height of the tree is less than 10 for typical fanouts $F \approx 8$ and dataset size $N \leq 2^{80}$ key-value pairs.

We extend preemptive splitting and merging to STB$^\varepsilon$-trees as follows. We reserve space in each node to accommodate up to $F + H$ children, where $H$ is an upper bound on the tree height, e.g. $H = 10$. We then apply preemptive splitting, except we preemptively split a node during a flush if its fanout is above $F$. For merges, we take a similar approach. If, during a flush, we encounter a node with less than $F/2$ children, then we merge or rebalance it with one of its siblings.
Thus all operations on the STB$^2$-tree—flushes, splits, and merges—proceed from root to leaf and can therefore use hand-over-hand locking.

The mechanisms for flush-then-compact make it easy to handle branches during splits. Recall that each branch can be marked dead or alive for each child, and branches are refcounted and hence can be shared by multiple trunk nodes. Thus we can split a trunk node by simply giving its new sibling references to all the same branches as the node had before the split. In the new node, we copy the liveness information for each branch along with the children that are moved to the new sibling.

3.6 From STB$^2$-trees to SplinterDB

In this section, we discuss the details of SplinterDB’s implementation. SplinterDB targets NVMe SSDs, and on NVMe SSDs, CPU is the primary bottleneck to write performance, and concurrency is the primary bottleneck to read performance. As a result, what would be minor design decisions for a key-value store which targets a slower storage medium become performance critical when targeting NVMe storage.

3.6.1 User-level Cache and Distributed Locks

SplinterDB has a single user-level cache which keeps recently accessed pages in memory. Almost all the memory that SplinterDB uses comes from this cache, so pages from all parts of the data structure—trunk node pages, branch pages, filter pages and memtable pages—are all stored there. Only cache and file-system metadata, as well as small allocations used to enqueue compaction tasks are allocated from system memory.

This design allows nearly all the free memory to be used for whichever operations are being performed, so that parts of the data structure which are not in use can be paged out.

The cache at a high level is a clock cache, but with several features designed to improve concurrency.

Each thread has a thread-local hand of the clock, which covers 64 pages. The thread draws free pages from the hand, and if it has exhausted them, it acquires a new hand
from a global variable using a compare-and-swap. It then writes out dirty pages from the hand which is a quarter turn ahead, and evicts any evictable pages in its new hand. Thus threads clean and evict pages from distinct cache lines within the cache metadata, avoiding contention and cache-line ping-pong.

SplinterDB uses distributed reader-writer locks \[55\] to avoid cache-line thrashing between readers. Briefly, a distributed reader-writer lock consists of a per-thread reader counter and a shared write bit. Each reader counter is on a separate cache line to avoid cache-line ping-pong when readers acquire the lock. Writers set the write bit (using compare and swap) and then wait for all the read counters to become zero. Readers acquire the lock by incrementing their read counter and then checking that the writer bit is 0. If it is not, they decrement their reader counter and restart.

Distributed reader-writer locks allow readers to scale essentially perfectly linearly, at the cost that acquiring a write lock is expensive. However, the design of SplinterDB makes writing rare enough that this is a good trade-off.

We make distributed reader-writer locks space efficient by storing each thread’s reader counters in an array indexed by cache-entry index. Each reader counter is one byte, so the total space used by locks is \(t \times c\) bytes, where \(t\) is the number of threads and \(c\) is the number of cache entries.

SplinterDB supports three levels of lock: read locks, “claims”, and write locks. A claim is a read lock that can be upgraded to a write lock. Only one thread can hold a claim at a time. After obtaining a read lock, a thread may try to obtain a claim by trying to set a shared claim bit with a test-and-set. If this fails, they must drop the read lock and start over. Otherwise, they can upgrade their claim to a write lock by setting a shared write bit and waiting for all the read counters to go to zero.

3.6.2 Branch Trees and Memtables

SplinterDB uses the same B-tree implementation for both its branches and its memtables, although there are some differences to optimize for their use cases. By using the same data structure, memtables can be incorporated into the STB\(^c\)-tree directly as branch trees with no serialization. The only processing needed is the construction of a
quotient filter.

**Branch trees**

When a branch is created from a compaction, its key-value pairs are packed into the leaves of the B-tree, and the leading edge of internal nodes are created to index them. The nodes in each level are allocated in extents of 32 pages, and the header of each node stores the address of the following node, but also of the next extent. In this way, the nodes of each level form a singly linked list.

Iteration through a branch is performed by walking the linked list formed by its leaves. Whenever the iterator reaches the beginning of a new extent, it issues an asynchronous prefetch request for the next extent.

**Memtables**

The basic design of the memtables mirrors that of the branch B-trees, but includes some optimizations designed to increase their insertion performance and concurrency.

As in the case of the static branch trees, the nodes on each level of the memtable form a singly-linked list, and nodes are allocated in extents. However, because nodes are created on demand as nodes split, we do not try to guarantee that successive nodes reside in the same extent. Furthermore, since memtables are almost always in RAM, we do not perform prefetching during memtable traversals.

The memtable uses hand-over-hand locking, together with preemptive splitting. At each index node, first a read lock is obtained, which is upgraded only if a split is required. If an index node is full, the inserter tries to upgrade it to a claim; if this fails, that means another thread is already splitting the node, and the inserter attempts to continue down the tree. If it cannot continue because of held locks, or if it finds that the leaf is full, then it aborts and tries again from the root.

To ensure locks are held briefly, especially on nodes near the top of the tree, the tree uses a new technique called *shadow splitting*. To split a node $c$, a claim is obtained on $c$ and the parent $p$. We allocate a physical block number (PBN) $n$ for the new sibling, $c'$. However, in the cache, we initially point $n$ to $c$. We also add a new pivot to the
parent $p$, pointing to the new PBN $n$. At this point, we can release all locks on $p$. We then allocate space for $c'$ and fill in its contents. We then update the PBN $n$ to point to $c'$ in the cache, and then release all locks on $c'$. Finally we upgrade to a write lock on $c$, truncate its child list (via a metadata operation) and then release all locks on $c$.

### 3.6.3 Quotient filters

Bloom filters [24] are the standard filter for most LSMs [54, 26, 91]. However, the cost of Bloom filter insertions can dominate the cost of sorting the data in a compaction. Therefore modern key-value stores often use more efficient filters; for example, RocksDB uses blocked Bloom filters [90].

Similarly, SplinterDB uses quotient filters [19, 18, 86] instead of Bloom filters. A full presentation of quotient filters is out of scope for this paper, but we review their salient features for SplinterDB. See Pandey, et al. for a full presentation on quotient filters [86]. The key feature of quotient filters is that, like blocked Bloom filters, each insert or query accesses $O(1)$ cache lines (and hence $O(1)$ page accesses). Quotient filters are roughly as space efficient as Bloom filters—for the range of parameters used in SplinterDB, quotient filters use between $0.8 \times$ and $1.2 \times$ the space of a blocked Bloom filter. We view the space as essentially a wash. Quotient filter inserts and lookups also require only one hash function computation. In past work, quotient filter insertions and queries were shown to be $2-4 \times$ faster than in a Bloom filter.

SplinterDB further reduces the CPU costs of filter building during compaction by using a bulk build algorithm. During the merging phase of compaction or when inserting into a memtable, SplinterDB builds an unsorted array of all the hashes of all the tuples compacted or inserted. The array is then sorted (by hash value) and the quotient filter is built. Since the quotient filter also stores the hashes in sorted order, this means that the process of inserting all the hashes is a linear scan of the sorted array and of the quotient filter. Hence it has good locality and can benefit from cache prefetching.
3.6.4 Logging and Recovery

SplinterDB uses per-thread write-ahead logical logging for recovery. By using per-thread logs, we avoid contention on the head of a single, shared log.

The challenge is to resolve the order of operations across logs after a crash. For this, we use a technique similar to “cross-referenced logs” [56]. Our scheme works as follows. Each leaf of the memtable has a generation number. Whenever a thread inserts a new message into the memtable, it records and increments the generation number of the memtable leaf for the inserted key. It then appends the inserted message to its per-thread log, tagged with the leaf’s generation number. During recovery, the generation numbers in the logs give a total order on the operations performed on each leaf (and hence on all the keys for that leaf), so that the recovery procedure can replay the operations on each key in the proper order. When a leaf of the memtable splits, the new leaf gets the same generation number as the old leaf.

3.7 Evaluation

We evaluate the performance of SplinterDB on several microbenchmarks and on the standard YCSB application benchmark[40]. We compare this performance against that of two state-of-the-art key-value stores, RocksDB and PebblesDB. The following questions drive our evaluation:

- Does SplinterDB achieve its primary goal of improved insertion performance?

- To what extent is this performance achieved through reduced write amplification as opposed to other factors?

- Does increasing insert performance come at a cost to [range] query performance? In particular, do queries in SplinterDB require more I/O, due to size tiering, than in non-size-tiered systems?

- Are sequential (or otherwise local) insertions faster, as predicted on SplinterDB? Do they have lower write amplification?
• Can SplinterDB utilize device bandwidth for large range queries?

• SplinterDB is designed to be highly concurrent; do point lookups scale with the number of threads?

### 3.7.1 Setup and Workloads

All results are collected on a Dell PowerEdge R720 with a 32-core 2.00 GHz Intel Xeon CPU, 256 GiB RAM and a 960GiB Intel Optane 905p PCI Express 3.0 NVMe device. The block size used was 4096 bytes.

In general, we use workloads derived from YCSB traces with 24B keys. We generally use 100B values, but also include a set of YCSB benchmarks for 1KiB values. We instrumented dry runs of YCSB in order to collect workload traces for the load and A − F YCSB workloads and replay them on each of the databases evaluated. In order to eliminate the overhead of reading from a trace file during the experiment, the trace replayer `mmaps` the trace file before starting the experiment. We use the same traces for each system.

In general, we limit the available memory to 10% of the dataset size or less. In order to perform the benchmarks on reasonably sized datasets, we restrict the available system memory with a type 1 Linux `cgroup`, sized to the target memory size plus the size of the trace, which we pin so that it cannot be swapped out. Unless otherwise noted, the target memory size is 4GiB. PebblesDB has an apparent memory leak, which causes it to consume the available memory, so we allow it to use the full system memory. On the YCSB load benchmarks, this causes it to swap for a small portion at the end, but this was less than 10% of the run time.

Unless otherwise noted, SplinterDB uses a max fanout of 8, a memtable size of 24MiB and a total cache size of 3.25GiB. The difference between this cache size and the target memory size of 4GiB is to accommodate other in-memory data structures maintained by SplinterDB.

Each system is run with the thread count which yields the highest throughput. RocksDB is configured to use background threads equal to the number of cores minus
the number of foreground threads, with a minimum of 4. PebblesDB uses its default number of background compaction threads. SplinterDB is configured without background compaction threads.

### 3.7.2 YCSB

We measure application performance using the Yahoo Cloud Services Benchmark (YCSB). The core YCSB workloads consist of load phases and run phases. The load phases create a dataset by inserting uniformly random key-value pairs. The run phases emulate various workload mixes. Workload A is 50% updates, 50% reads, workload B is 95% reads, 5% updates), workload C is 100% reads, workload D is read latest (95% reads, 5% insertions), workload E is short range scans (95% scans, 5% insertions) and workload F is read-modify-writes (50% reads, 50% RMWs).

We perform the benchmark with 24B keys and two different value size configurations: one with small 100B values, shown in figs. 3.3a and 3.4 and one with large 1KiB values, shown in fig. 3.3b.

On the load phase, SplinterDB is faster by almost an order of magnitude. Because
of size-tiering and its compaction/flushing policy SplinterDB has about 1/2 the write amplification of the other systems. Note PebblesDB performs almost no reads because it was given unlimited memory. Surprisingly PebblesDB does not show substantially lower write amplification than RocksDB.

On the run phases, which the exception of E, SplinterDB is 40–150% faster than RocksDB, the next fastest system. On E, SplinterDB is roughly half as fast as RocksDB.

### 3.7.3 KVell

KVell [70] is a key-value store also designed to utilize full NVMe bandwidth. It has an in-memory B-tree index that maps all keys to disk page offsets. It does well on large (4KiB) key-value pairs, but on small key-value pairs, the overhead of the in-memory index becomes a significant fraction of the dataset size. In particular, it was impossible to run KVell in a memory cgroup of 4GiB. Figure 3.5 shows KVell’s performance on the YCSB workload with 100B values, for different memory sizes. At 22GiB, which is around the size of the in-memory index, KVell’s performance starts to drop. At 20GiB, KVell becomes unusable. Therefore in realistic memory settings, KVell is not a viable option for the small key-value sizes that SplinterDB targets.
Figure 3.5: Throughput of Kvell on YCSB workloads with varying amounts of available RAM. Load consists of 673M operations, E consists of 20M operations and all other workloads consist of 160M operations. Higher is better.

3.7.4 Sequential Insertion Performance

Because SplinterDB is based on an STB$\epsilon$-tree and makes use of a flush-then-compact policy, we predict that its performance will improve substantially on insertion workloads with a high degree of locality (see section 3.4). We test this hypothesis by performing 20GiB of single-threaded insertions from a trace composed of interleaved sequential and random keys in different proportions. For comparison, we perform the same workload on RocksDB.

As shown in fig. 3.6, SplinterDB’s performance improves smoothly from 349K insertions per second for a purely random workload to 614K insertions per second for a purely sequential workload, which is 76% faster. This improvement is partially obscured by the log, which adds a constant additive IO overhead. If we disable the log, SplinterDB improves from 430K insertions per second on a purely random workload to 866K operations per second on a purely sequential workload, 100% faster. Note that we would expect the intermediate throughputs in the best case to be the [weighted] harmonic mean of the pure cases, because they are rates. At 50% random, 50% sequential for SplinterDB with no log this is 575K insertions/second, so its actual performance of
521K insertions/second captures a substantial amount of the potential improvement. RocksDB also improves as the workload becomes more sequential, but this effect is much smaller, a 35% speedup. Furthermore, RocksDB shows less than 20% speedup until the workloads becomes 99% sequential.

Figure 3.7 shows that as predicted, SplinterDB incurs less IO amplification on more sequential workloads. With the log disabled, its write amp approaches 1 as the workload approaches purely sequential. In contrast, while RocksDB also has less IO amplification on more sequential workloads, it still incurs write amplification of 4.1 even when 99% of the keys are sequential. It is only when the workload becomes 100% sequential that the write amplification becomes close to 1 (because of caching it even falls below 1).

### 3.7.5 Concurrency Scaling

SplinterDB is designed to scale with the number of available cores up to the performance limits of the storage device. This is especially true for reads, where the use of distributed reader-writer locks and a highly concurrent cache design, together with a careful avoidance of dirtying cache lines, can avoid almost all contention between threads.
Figure 3.7: I/O amplification of mixed sequential/random insertion workloads. Shown are write amplification (solid) and total IO amplification (dashed) as measured with \texttt{iostat}. X-axis not to scale. Lower is better.

Read Concurrency

We test the read concurrency scaling of SplinterDB by running YCSB workload C with 160M key-value pairs, where (as in fig. 3.3a) each instance of the test divides the keys into \(N\) evenly divided batches, which are then performed in parallel by \(N\) threads. The results are in fig. 3.8.

The results show nearly linear scaling—throughput with 24 threads is 18.5\(\times\) the single-threaded throughput. Between roughly 24 and 32 threads, the scaling flattens out, but at that point the measured throughput is 2.07–2.24 GiB/sec, which is 88–95% of the device’s advertised random read capability.

While RocksDB also scales well, its throughput with 24 threads is 17.4\(\times\) its single-threaded throughput, and with 32 threads it uses 91% of the device’s advertised random read capability. Therefore, even though SplinterDB can perform more operations per second, RocksDB is still making nearly full use of the device for reads. We conclude here that SplinterDB is making better use of the available memory for caching, since it has noticeably lower read amplification.
Figure 3.8: Read throughput performance (YCSB workload C) by number of threads. Each instance performs 160M reads divided evenly between threads. Higher is better.

**Insertion Concurrency**

We test the insertion concurrency scaling of SplinterDB by running the YCSB load workload with 673M key-value pairs divided into \( N \) batches, each of which is inserted in parallel by a different thread. Figure 3.9 shows selected \( N \) for each system, including its peak throughput.

The results show that SplinterDB scales almost linearly up to 10 threads. With 10+ threads, it performs 2.0-2.4M insertions per second with IO amplification around 7.5, which implies that it uses 1.9-2.2GiB/sec of bandwidth, which is at or near the device’s sequential bandwidth of 2.2GiB/sec.

RocksDB’s insertion performance also scales as the number of threads increases up to 14 threads, by a factor of 2.7. At its peak, it uses 754GiB/sec of bandwidth. PebblesDB scales slightly as well. For both RocksDB and PebblesDB, as many background threads as available are used for flushing and compaction during this benchmark.
3.7.6 Scan Performance

An inherent disadvantage of size-tiering is that short scans must search every branch along the root-to-leaf path to the starting key. Each of these searches is likely to incur an IO to the device. As a result, as seen in fig. 3.3a, SplinterDB with 124B key-value pairs has scan throughput on small ranges that is about 85% that of RocksDB. During that workload, SplinterDB performed 2.26 GiB/sec of IO, which is within 96% of the device’s advertised random read capability (short scans of small key-value pairs are essentially random reads).

However, once the initial search for the successor to the starting key has completed, the root-to-leaf path within each relevant branch will be in memory. Together with prefetching, this allows subsequent keys to be fetched at near disk bandwidth. Therefore, we expect that scans have a relatively high startup cost for the search to the starting key, followed by a very low iteration cost of obtaining subsequent keys.

Thus, when the amount of data requested grows to multiple pages, the disadvantage begins to dissipate. One way this happens is with larger key-value pairs: with 1kib
Figure 3.10: Scan throughput in MiB/sec as a function of scan length. For small scans, the start up cost dominates, but as the scans get longer, the throughput approaches the device’s advertised bandwidth (2.6GiB/sec). The x-axis is on a log scale. Higher is better.

values, SplinterDB is about 16% faster than RocksDB.

Another way this can happen is with scans of more key-value pairs. We modify YCSB workload E to have only fixed-length scans of $N$ key-value pairs, where $N$ is 1, 10, 100, 1K, 10K or 100K. We perform runs of 10M scans of length 1, 10 and 100, 1M scans of length 1000, 100K scans of length 10000 and 10K scans of length 100000. Each run is performed on a dataset of 80GiB (with 24B keys and 100B values) and 4GiB memory.

The result is shown in fig. 3.10. Short scans on SplinterDB have low effective bandwidth, and in fact the bandwidth scales close to linearly with the scan length for scans of up to 100 key-value pairs. This suggests that for scans of this length, the startup cost dominates the iteration cost, which is as expected. As the scan length increases, the effective bandwidth of the scans approaches the device’s advertised sequential read bandwidth, delivering 91% at scans of 1,000 key-value pairs. At scans as small as 100 key-value pairs, SplinterDB returns data at nearly half the bandwidth of the device.
3.8 Related Work

The closest work to ours is Tucana [87], a B⁶-tree optimized for SSDs. They also focus on CPU cost, concurrency, and write amplification. Our work pushes this to the even more demanding case of NVMe devices.

**Size-Tiering.** Cassandra [50], Scylla [97] PebblesDB [91], and RocksDB [26] (in “universal compaction” mode) use size-tiering to reduce write amplification. Size-tiering delays compaction of sorted runs in order to reduce write amplification. This can harm query performance because queries must search in more runs to find the queried item. Fluid LSMs [43], Dostoevsky [43], LSM bushes [44], and Wacky [44] use hybrids between size-tiering and level-tiering to tune the trade-off between write amplification and query performance. See [91] for a survey of LSM-compaction schemes.

**Bloom filters in LSM trees.** Almost all LSM trees use Bloom filters [24] to improve point-query performance, and specifically to mitigate the impact of size-tiering. Monkey [42] and ElasticBF [71] investigated how to allocate RAM to Bloom filters to improve query performance. Bloom filters do not affect range query performance, however, since they support only point queries.

**Additional indexing.** Numerous key-value stores use additional indexing to improve query performance. For example, COLAs [15] use fractional cascading, B⁶-trees [29] follow a B-tree-like structure, and PebblesDB uses randomized skip-list-based fractional cascading (referred to as guards in [91]). External-memory skip lists were analyzed in [12] and write optimized in [20]. The main technical challenge in such skip lists is the high variance of the size of runs, which in PebblesDB was addressed by turning long runs into mini-B-trees.

**Write amplification vs. range queries.** Several systems sacrifice range-query performance in order to reduce write amplification in other ways. Wisckey [72] reduces write amplification by declustering their key-value store: they log values and only store keys in the LSM-Tree. Since values are stored on disk in arrival order, a range query must gather values from the log. On NVMe, this is not a problem once the values are 4KB or larger. However, for smaller values, this can induce huge read amplification,
limiting range query performance to a tiny fraction of device bandwidth. HashKV builds on WiscKey by introducing hash-based data-grouping to further reduce write amplification, but inherits WiscKey’s range query performance limitations.

Other systems improve write amplification by sacrificing range queries altogether. Conway et al. describe a write-optimized hash table, called the BOA, that also uses size-tiering with an LSM. In a BOA, SSTables of sorted runs are replaced with hash tables. They also introduce the concept of a routing filter, which extends the functionality of Bloom filters, in order to speed up queries. The principle advantage of routing filters is that performance does not degrade as much when they don’t fit in RAM. The BOA meets a provable lower bound on the I/O costs of insertions and queries. Thus the BOA is essentially the best possible on-disk data structure for random insertions and point queries. The downside is that the BOA does not support range queries, which are crucial to many key-value-store applications. LSM-tries organize the LSM tree using tries, resulting in reduced write amplification. However, LSM-tries do not support range queries.

Other approaches. Researchers have also attempted to reduce write amplification by exploiting special hardware features such as flash translation layers and vector interfaces. VT-Tree uses indirection to avoid copy data that is already sorted. “Trivial moves” are a similar idea is in RocksDB and PebblesDB. TRIAD reduces write amplification by holding hot keys in memory, delaying compaction until different runs have significant key overlap, and by reducing redundancy between log and LSM tree writes. All these techniques are orthogonal to our work and can be used in conjunction with our techniques.

Concurrency is also an important aspect of key-value store performance. One of the first works in increasing concurrency in LSM-based stores was cLSM which introduces a new compaction algorithm. Zuo et al. show how to tune a cuckoo hash for NVM. Such a scheme suffers from high write amplification, since each insertion must re-write all keys in a data block. Zuo et al. do not report write amplification numbers but instead focus on concurrency.

Recent work on fast key-value stores includes GearDB, a key-value store that
avoids garbage collection on HM-SMR. Eisenman et al. [47] address the issue of large DRAM requirements of key-value stores for NVM via several techniques, including in-memory compression and NVM-specific caching schemes. Kourtis, et al. describe several systems-level optimizations for improving key-value-store throughput on NVMe, such as efficient use of user-level asynchronous I/O and low-latency scheduling [67]. Their techniques are largely orthogonal to the work in this paper. Kaiyrakhmet, et al. use persistent memory to simplify and improve performance relative to LevelDB [65].
Chapter 4
File System Aging

4.1 Introduction

File systems tend to become fragmented, or *age*, as files are created, deleted, moved, appended to, and truncated [99, 76].

Fragmentation occurs when logically contiguous file blocks—either blocks from a large file or small files from the same directory—become scattered on disk. Reading these files requires additional seeks, and on hard drives, a few seeks can have an outsized effect on performance. For example, if a file system places a 100 MiB file in 200 disjoint pieces (i.e., 200 seeks) on a disk with 100 MiB s\(^{-1}\) bandwidth and 5 ms seek time, reading the data will take twice as long as reading it in an ideal layout. Even on SSDs, which do not perform mechanical seeks, a decline in logical block locality can harm performance [77].

The state of the art in mitigating aging applies best-effort heuristics at allocation time to avoid fragmentation. For example, file systems attempt to place related files close together on disk, while also leaving empty space for future files [76, 33, 102, 75]. Some file systems (including ext4, XFS, Btrfs, and F2FS among those tested in this paper) also include defragmentation tools that attempt to reorganize files and file blocks into contiguous regions to counteract aging.

Over the past two decades, there have been differing opinions about the significance of aging. The seminal work of Smith and Seltzer [99] showed that file systems age under realistic workloads, and this aging affects performance. On the other hand, there is a widely held view in the developer community that aging is a solved problem in production file systems. For example, the Linux System Administrator’s Guide [108]
Modern Linux file systems keep fragmentation at a minimum by keeping all blocks in a file close together, even if they can’t be stored in consecutive sectors. Some file systems, like ext3, effectively allocate the free block that is nearest to other blocks in a file. Therefore it is not necessary to worry about fragmentation in a Linux system.

There have also been changes in storage technology and file system design that could substantially affect aging. For example, a back-of-the-envelope analysis suggests that aging should get worse as rotating disks get bigger, as seek times have been relatively stable, but bandwidth grows (approximately) as the square root of the capacity. Consider the same level of fragmentation as the above example, but on a new, faster disk with 600MiB/s bandwidth but still a 5ms seek time. Then the 200 seeks would introduce four-fold slowdown rather than a two-fold slowdown. Thus, we expect fragmentation to become an increasingly significant problem as the gap between random I/O and sequential I/O grows.

As for SSDs, there is a widespread belief that fragmentation is not an issue. For example, PCWorld measured the performance gains from defragmenting an NTFS file system on SSDs[1], and concluded that, “From my limited tests, I’m firmly convinced that the tiny difference that even the best SSD defragger makes is not worth reducing the life span of your SSD.”

In this paper, we revisit the issue of file system aging in light of changes in storage hardware, file system design, and data-structure theory. We make several contributions: (1) We give a simple, fast, and portable method for aging file systems. (2) We show that fragmentation over time (i.e., aging) is a first-order performance concern, and that this is true even on modern hardware, such as SSDs, and on modern file systems. (3) Furthermore, we show that aging is not inevitable. We present several techniques for avoiding aging. We show that BetrFS [62, 112, 61, 48], a research prototype that includes several of these design techniques, is much more resistant to aging than the other file systems we tested. In fact, BetrFS essentially did not age in our experiments,
establishing that aging is a solvable problem.

Results.

We use realistic application workloads to age five widely-used file systems—Btrfs [33], ext4 [33, 102, 75], F2FS [69], XFS [100] and ZFS [25]—as well as the BetrFS research file system. One workload ages the file system by performing successive git checkouts of the Linux kernel source, emulating the aging that a developer might experience on her workstation. A second workload ages the file system by running a mail-server benchmark, emulating aging over continued use of the server.

We evaluate the impact of aging as follows. We periodically stop the aging workload and measure the overall read throughput of the file system—greater fragmentation will result in slower read throughput. To isolate the impact of aging, as opposed to performance degradation due to changes in, say, the distribution of file sizes, we then copy the file system onto a fresh partition, essentially producing a defragmented or “unaged” version of the file system, and perform the same measurement. We treat the differences in read throughput between the aged and unaged copies as the result of aging.

We find that:

- All the production file systems age on both rotating disks and SSDs. For example, under our git workload, we observe over 50× slowdowns on hard disks and 2–5× slowdowns on SSDs. Similarly, our mail-server slows down 4–30× on HDDs due to aging.

- Aging can happen quickly. For example, ext4 shows over a 2× slowdown after 100 git pulls; Btrfs and ZFS slow down similarly after 300 pulls.

- BetrFS exhibits essentially no aging. Other than Btrfs, BetrFS’s aged performance is better than the other file systems’ unaged performance on almost all benchmarks. For instance, on our mail-server workload, unaged ext4 is 6× slower than aged BetrFS.
• The costs of aging can be staggering in concrete terms. For example, at the end of our git workload on an HDD, all four production file systems took over 8 minutes to grep through 1GiB of data. Two of the four took over 25 minutes. BetrFS took 10 seconds.

We performed several microbenchmarks to dive into the causes of aging and found that performance in the production file systems was sensitive to numerous factors:

• If only 10% of files are created out of order relative to the directory structure (and therefore relative to a depth-first search of the directory tree), Btrfs, ext4, F2FS, XFS and ZFS cannot achieve a throughput of $5 \text{MiB s}^{-1}$. If the files are copied completely out of order, then of these only XFS significantly exceeds $1 \text{MiB s}^{-1}$. This need not be the case; BetrFS maintains a throughput of roughly $50 \text{MiB s}^{-1}$.

• If an application writes to a file in small chunks, then the file’s blocks can end up scattered on disk, harming performance when reading the file back. For example, in a benchmark that appends 4KiB chunks to 10 files in a round-robin fashion on a hard drive, Btrfs and F2FS realize 10 times lower read throughput than if each file is written completely, one at a time. ext4 and XFS are more stable but eventually age by a factor of 2. ZFS has relatively low throughput but did not age. BetrFS throughput is stable, at two thirds of full disk bandwidth throughout the test.

4.2 Related Work

Prior work on file system aging falls into three categories: techniques for artificially inducing aging, for measuring aging, and for mitigating aging.

4.2.1 Creating Aged File Systems

The seminal work of Smith and Seltzer [99] created a methodology for simulating and measuring aging on a file system—leading to more representative benchmark results than running on a new, empty file system. The study is based on data collected from
daily snapshots of over fifty real file systems from five servers over durations ranging from one to three years. An overarching goal of Smith and Seltzer’s work was to evaluate file systems with representative levels of aging.

Other tools have been subsequently developed for synthetically aging a file system. In order to measure NFS performance, TBBT \cite{tbbt} was designed to synthetically age a disk to create an initial state for NFS trace replay.

The Impressions framework \cite{impressions} was designed so that users can synthetically age a file system by setting a small number of parameters, such as the organization of the directory hierarchy. Impressions also lets users specify a target layout score for the resulting image.

Both TBBT and Impressions create file systems with a specific level of fragmentation, whereas our study identifies realistic workloads that induce fragmentation.

### 4.2.2 Measuring Aged File Systems

Smith and Seltzer also introduced a \textit{layout score} for studying aging, which was used by subsequent studies \cite{smith2003evaluation, impressions}. Their layout score is the fraction of file blocks that are placed in consecutive physical locations on the disk. We introduce a variation of this measure, the \textit{dynamic layout score}, in section 4.4.

The \textit{degree of fragmentation} (DoF) is used in the study of fragmentation in mobile devices \cite{mobilefragmentation}. DoF is the ratio of the actual number of extents, or ranges of contiguous physical blocks, to the ideal number of extents. Both the layout score and DoF measure how one file is fragmented.

Several studies have reported file system statistics such as number of files, distributions of file sizes and types, and organization of file system namespaces \cite{filestats1, filestats2, filestats3}. These statistics can inform parameter choices in aging frameworks like TBBT and Impressions \cite{tbbt, impressions}.
### Feature Btrfs ext4 F2FS XFS ZFS BetrFS

<table>
<thead>
<tr>
<th>Feature</th>
<th>Btrfs</th>
<th>ext4</th>
<th>F2FS</th>
<th>XFS</th>
<th>ZFS</th>
<th>BetrFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grouped allocation within directories</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Extents</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Delayed allocation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Packing small files and metadata (by OID)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Default Node Size</td>
<td>16 K</td>
<td>4 K</td>
<td>4 K</td>
<td>4 K</td>
<td>8 K</td>
<td>2–4 M</td>
</tr>
<tr>
<td>Maximum Node Size</td>
<td>64 K</td>
<td>64 K</td>
<td>4 K</td>
<td>4 K</td>
<td>128 K</td>
<td>2–4 M</td>
</tr>
<tr>
<td>Rewriting for locality</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Batching writes to reduce amplification</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 4.1: Principal anti-aging features of the file systems measured in this paper. The top portion of the table are commonly-deployed features, and the bottom portion indicates features our model (section 3.7.4) indicates are essential; an ideal node size should match the natural transfer size, which is roughly 4 MiB for modern HDDs and SSDs. OID in Btrfs is an object identifier, roughly corresponding to an inode number, which is assigned at creation time.

#### 4.2.3 Existing Strategies to Mitigate Aging

When files are created or extended, blocks must be allocated to store the new data. Especially when data is rarely or never relocated, as in an update-in-place file system like ext4, initial block allocation decisions determine performance over the life of the file system. Here we outline a few of the strategies use in modern file systems to address aging, primarily at allocation-time (also in the top of table 4.1).

**Cylinder or Block Groups.**

FFS [76] introduced the idea of *cylinder groups*, which later evolved into block groups or allocation groups (XFS). Each group maintains information about its inodes and a bitmap of blocks. A new directory is placed in the cylinder group that contains more than the average number of free inodes, while inodes and data blocks of files in one directory are placed in the same cylinder group when possible.

ZFS [25] is designed to pool storage across multiple devices [25]. ZFS selects from one of a few hundred *metaslabs* on a device, based on a weighted calculation of several factors including minimizing seek distances. The metaslab with the highest weight is chosen.

In the case of F2FS [69], a log-structured file system, the disk is divided into
segments—the granularity at which the log is garbage collected, or cleaned. The primary locality-related optimization in F2FS is that writes are grouped to improve locality, and dirty segments are filled before finding another segment to write to. In other words, writes with temporal locality are more likely to be placed with physical locality.

Groups are a best-effort approach to directory locality: space is reserved for co-locating files in the same directory, but when space is exhausted, files in the same directory can be scattered across the disk. Similarly, if a file is renamed, it is not physically moved to a new group.

** Extents.  

All of the file systems we measure, except F2FS and BetrFS, allocate space using *extents*, or runs of physically contiguous blocks. In ext4 [33, 102, 75], for example, an extent can be up to 128 MiB. Extents reduce bookkeeping overheads (storing a range versus an exhaustive list of blocks). Heuristics to select larger extents can improve locality of large files. For instance, ZFS selects from available extents in a metaslab using a first-fit policy.

** Delayed Allocation.**

Most modern file systems, including ext4, XFS, Btrfs, and ZFS, implement delayed allocation, where logical blocks are not allocated until buffers are written to disk. By delaying allocation when a file is growing, the file system can allocate a larger extent for data appended to the same file. However, allocations can only be delayed so long without violating durability and/or consistency requirements; a typical file system ensures data is dirty no longer than a few seconds. Thus, delaying an allocation only improves locality inasmuch as adjacent data is also written on the same timescale; delayed allocation alone cannot prevent fragmentation when data is added or removed over larger timescales.

Application developers may also request a persistent preallocation of contiguous blocks using fallocate. To take full advantage of this interface, developers must know each file’s size in advance. Furthermore, fallocate can only help intrafile fragmentation;
there is currently not an analogous interface to ensure directory locality.

**Packing small files and metadata.**

For directories with many small files, an important optimization can be to pack the file contents, and potentially metadata, into a small number of blocks or extents. Btrfs stores metadata of files and directories in copy-on-write B-trees. Small files are broken into one or more fragments, which are packed inside the B-trees. For small files, the fragments are indexed by object identifier (comparable to inode number); the locality of a directory with multiple small files depends upon the proximity of the object identifiers.

Btrfs stores metadata and data as key-value pairs in two $B^\epsilon$-trees. Nodes in a $B^\epsilon$-tree are large (2–4 MiB), amortizing seek costs. Key/value pairs are packed within a node by sort-order, and nodes are periodically rewritten, copy-on-write, as changes are applied in batches.

Btrfs also divides the namespace of the file system into *zones* of a desired size (512 KiB by default), in order to maintain locality within a directory as well as implement efficient renames. Each zone root is either a single, large file, or a subdirectory of small files. The key for a file or directory is its relative path to its zone root. The key/value pairs in a zone are contiguous, thereby maintaining locality.

### 4.3 A Framework for Aging

#### 4.3.1 Natural Transfer Size

Our model of aging is based on the observation that the bandwidth of many types of hardware is maximized when I/Os are large; that is, sequential I/Os are faster than random I/Os. We abstract away from the particulars of the storage hardware by defining the *natural transfer size* (NTS) to be the amount of sequential data that must be transferred per I/O in order to obtain some fixed fraction of maximum throughput, say 50% or 90%. Reads that involve more than the NTS of a device will run near bandwidth.

From fig. 4.1, which plots SSD and HDD bandwidth as a function of read size, we
conclude that a reasonable NTS for both the SSDs and HDDs we measured is 4MiB.

The cause of the gap between sequential- and random-I/O speeds differs for different hardware. For HDDs, seek times offer a simple explanation. For SSDs, this gap is hard to explain conclusively without vendor support, but common theories include: sequential accesses are easier to stripe across internal banks, better leveraging parallelism [64]; some FTL translation data structures have nonuniform search times [73]; and fragmented SSDs are not able to prefetch data [35] or metadata [63]. Whatever the reason, SSDs show a gap between sequential and random reads, though not as great as on disks.

In order to avoid aging, file systems should avoid breaking large files into pieces significantly smaller than the NTS of the hardware. They should also group small files that are logically related (close in recursive traversal order) into clusters of size at least the NTS and store the clusters near each other on disk. We consider the major classes of file systems and explore the challenges each file system type encounters in achieving these two goals.
4.3.2 Allocation Strategies and Aging

The major file systems currently in use can be roughly categorized as B-tree-based, such as XFS, ZFS, and Btrfs, update-in-place, such as ext4, and log-structured, such as F2FS [69]. The research file system that we consider, BetrFS, is based on B\textsuperscript{ε}-trees. Each of these fundamental designs creates different aging considerations, discussed in turn below. In later sections, we present experimental validation for the design principles presented below.

**B-trees.**

The aging profile of a B-tree depends on the leaf size. If the leaves are much smaller than the NTS, then the B-tree will age as the leaves are split and merged, and thus moved around on the storage device.

Making leaves as large as the NTS increases *write amplification*, or the ratio between the amount of data changed and the amount of data written to storage. In the extreme case, a single-bit change to a B-tree leaf can cause the entire leaf to be rewritten. Thus, B-trees are usually implemented with small leaves. Consequently, we expect them to age under a wide variety of workloads.

In section 4.7, we show that the aging of Btrfs is inversely related to the size of the leaves, as predicted. There are, in theory, ways to mitigate the aging due to B-tree leaf movements. For example, the leaves could be stored in a packed memory array [14]. However, such an arrangement might well incur an unacceptable performance overhead to keep the leaves arranged in logical order, and we know of no examples of B-trees implemented with such leaf-arrangement algorithms.

**Write-Once or Update-in-Place Filesystems.**

When data is written once and never moved, such as in update-in-place file systems like ext4, sequential order is very difficult to maintain: imagine a workload that writes two files to disk, and then creates files that should logically occur between them. Without
moving one of the original files, data cannot be maintained sequentially. Such pathological cases abound, and the process is quite brittle. As noted above, delayed allocation is an attempt to mitigate the effects of such cases by batching writes and updates before committing them to the overall structure.

**B\textsuperscript{ε}-trees.**

B\textsuperscript{ε}-trees batch changes to the file system in a sequence of cascading logs, one per node of the tree. Each time a node overflows, it is flushed to the next node. The seeming disadvantage is that data is written many times, thus increasing the write amplification. However, each time a node is modified, it receives many changes, as opposed to B-tree, which might receive only one change. Thus, a B\textsuperscript{ε}-tree has asymptotically lower write amplification than a B-tree. Consequently, it can have much larger nodes, and typically does in implementation. BetrFS uses a B\textsuperscript{ε}-tree with 4MiB nodes.

Since 4MiB is around the NTS for our storage devices, we expect BetrFS not to age—which we verify below.

Log-structured merge trees (LSMs) \cite{82} and other write-optimized dictionaries can resist aging, depending on the implementation. As with B\textsuperscript{ε}-trees, it is essential that node sizes match the NTS, the schema reflect logical access order, and enough writes are batched to avoid heavy write amplification.

### 4.4 Measuring File System Fragmentation

This section explains the two measures for file system fragmentation used in our evaluation: recursive scan latency and dynamic layout score, a modified form of Smith and Seltzer’s layout score \cite{99}. These measures are designed to capture both intra-file fragmentation and inter-file fragmentation.

**Recursive grep test.**

One measure we present in the following sections is the wall-clock time required to perform a recursive grep in the root directory of the file system. This captures the effects
of both inter- and intra-file locality, as it searches both large files and large directories containing many small files. We report search time per unit of data, normalizing by using ext4’s du output. We will refer to this as the grep test.

**Dynamic layout score.**

Smith and Seltzer’s layout score \[99\] measures the fraction of blocks in a file or (in aggregate) a file system that are allocated in a contiguous sequence in the logical block space. We extend this score to the dynamic I/O patterns of a file system. During a given workload, we capture the logical block requests made by the file system, using blktrace, and measure the fraction that are contiguous. This approach captures the impact of placement decisions on a file system’s access patterns, including the impact of metadata accesses or accesses that span files. A high dynamic layout score indicates good data and metadata locality, and an efficient on-disk organization for a given workload.

One potential shortcoming of this measure is that it does not distinguish between small and large discontiguities. Small discontiguities on a hard drive should induce fewer expensive mechanical seeks than large discontiguities in general, however factors such as track length, difference in angular placement and other geometric considerations can complicate this relationship. A more sophisticated measure of layout might be more predictive. We leave this for further research. On SSD, we have found that the length of discontiguities has a smaller effect. Thus we will show that dynamic layout score strongly correlates with grep test performance on SSD and moderately correlates on hard drive.

4.5 Experimental Setup

Each experiment compares several file systems: BetrFS, Btrfs, ext4, F2FS, XFS, and ZFS. We use the versions of XFS, Btrfs, ext4 and F2FS that are part of the 3.11.10 kernel, and ZFS 0.6.5-234.ge0ab3ab, downloaded from the zfsonlinux repository on \[www.\](https://github.com/oscarlab/betrfs)

\[\text{github.com}^1\] We used BetrFS 0.3 in the experiment. We use default recommended

\[^1\]Available at \[github.com/oscarlab/betrfs\]
file system settings unless otherwise noted. Lazy inode table and journal initialization are turned off on ext4, pushing more work onto file system creation time and reducing experimental noise.

All experimental results are collected on a Dell Optiplex 790 with a 4-core 3.40 GHz Intel Core i7 CPU, 4 GB RAM, a 500 GB, 7200 RPM ATA Seagate Barracuda ST500DM002 disk with a 4096 B block size, and a 240 GB Sandisk Extreme Pro—both disks used SATA 3.0. Each file system’s block size is set to 4096 B. Unless otherwise noted, all experiments are cold-cache.

The system runs 64-bit Ubuntu 13.10 server with Linux kernel version 3.11.10 on a bootable USB stick. All HDD tests are performed on two 20GiB partitions located at the outermost region of the drive. For the SSD tests, we additionally partition the remainder of the drive and fill it with random data, although we have preliminary data that indicates this does not affect performance.

### 4.6 Fragmentation Microbenchmarks

We present several simple microbenchmarks, each designed around a write/update pattern for which it is difficult to ensure both fast writes in the moment and future locality. These microbenchmarks isolate and highlight the effects of both intra-file fragmentation and inter-file fragmentation and show the performance impact aging can have on read performance in the worst cases.

**Intrafile Fragmentation.**

When a file grows, there may not be room to store the new blocks with the old blocks on disk, and a single file’s data may become scattered.

Our benchmark creates 10 files by first creating each file of an initial size, and then appending between 0 and 100 4KiB chunks of random data in a round-robin fashion until each file is 400KiB. In the first round the initial size is 400KiB, so each entire file is written sequentially, one at a time. In subsequent rounds, the initial size becomes smaller, so that the number of round-robin chunks increases until in the last round
the data is written entirely with a round-robin of 4KiB chunks. After all the files are written, the disk cache is flushed by remounting, and we wait for 90 seconds before measuring read performance. Some file systems appear to perform background work immediately after mounting that introduced experimental noise; 90 seconds ensures the file system has quiesced.

The aging process this microbenchmark emulates is multiple files growing in length. The file system must allocate space for these files somewhere, but eventually the file must either be moved or will fragment.

Given that the data set size is small and the test is designed to run in a short time, an fsync is performed after each file is written in order to defeat deferred allocation. Similar results are obtained if the test waits for 5 seconds between each append operation. If fewer fsyncs are performed or less waiting time is used, then the performance differences are smaller, as the file systems are able to delay allocation, rendering a more contiguous layout.

The performance of these file systems on an HDD and SSD are summarized in fig. 4.2. On HDD, the layout scores generally correlate (−0.93) with the performance of the file systems. On SSD, the file systems all perform similarly (note the scale of the y-axis). In some cases, such as XFS, ext4, and ZFS, there is a correlation, albeit at a small scale. For Btrfs, ext4, XFS, and F2FS, the performance is hidden by read-ahead in the OS, or in the case of Btrfs, also in the file system itself. If we disable read-ahead, shown in fig. 4.2c, the performance is more clearly correlated (−.67) with layout score. We do note that this relationship on an SSD is still not precise; SSDs are sufficiently fast that factors such as CPU time can also have a significant effect on performance.

Because of the small amount of data and number of files involved in this microbenchmark, we can visualize the layout of the various file systems, shown in fig. 4.3. Each block of a file is represented by a small vertical bar, and each bar is colored uniquely to one of the ten files. Contiguous regions form a colored rectangle. The visualization suggests, for example, that ext4 both tries to keep files and eventually larger file fragments sequential, whereas Btrfs and F2FS interleave the round robin chunks on the end of the sequential data. This interleaving can help explain why Btrfs and F2FS perform
Figure 4.2: Intrafile benchmark: 4KiB chunks are appended round-robin to sequential data to create 10 400KiB files. Dynamic layout scores generally correlate with read performance as measured by the recursive grep test; on an SSD, this effect is hidden by the readahead buffer.
Figure 4.3: Intrafile benchmark layout visualization. Each color represents blocks of a file. The x-axis is the logical block address (LBA) of the file block relative to the first LBA of any file block, and y-axis is the round of the experiment. Rectangle sizes indicate contiguous placement, where larger is better. The brown regions with vertical lines indicate interleaved blocks of all 10 files. Some blocks are not shown for ext4, XFS and ZFS.
the way they do: the interleaved sections must be read through in full each time a file is requested, which by the end of the test takes roughly 10 times as long. ext4 and XFS manage to keep the files in larger extents, although the extents get smaller as the test progresses, and, by the end of the benchmark, these file systems also have chunks of interleaved data; this is why ext4 and XFS’s dynamic layout scores decline. ZFS keeps the files in multiple chunks through the test; in doing so it sacrifices some performance in all states, but does not degrade.

Unfortunately, this sort of visualization doesn’t work for BetrFS, because this small amount of data fits entirely in a leaf. Thus, BetrFS will read all this data into memory in one sequential read. This results in some read amplification, but, on an HDD, only one seek.

**Interfile Fragmentation.**

Many workloads read multiple files with some logical relationship, and frequently those files are placed in the same directory. Interfile fragmentation occurs when files which are related—in this case by being close together in the directory tree—are not collocated in the LBA space.

We present a microbenchmark to measure the impact of namespace creation order on interfile locality. It takes a given “real-life” file structure, in this case the Tensorflow repository obtained from github.com, and replaces each of the files by 4KiB of random data. This gives us a “natural” directory structure, but isolates the effect of file ordering without the influence of intrafile layout. The benchmark creates a sorted list of the files as well as two random permutations of that list. On each round of the test, the benchmark copies all of the files, creating directories as needed with `cp --parents`. However, on the $n$th round, it swaps the order in which the first $n\%$ of files appearing in the random permutations are copied. Thus, the first round will be an in-order copy, and subsequent rounds will be copied in a progressively more random order until the last round is a fully random-order copy.

The results of this test are shown fig. 4.4. On hard drive, all the file systems except BetrFS and XFS show a precipitous performance decline even if only a small percentage
Figure 4.4: Interfile benchmark: The TensorFlow github repository with all files replaced by 4KiB random data and copied in varying degrees of order. Dynamic layout scores again are predictive of recursive grep test performance.
of the files are copied out of order. F2FS’s performance is poor enough to be out of scale for this figure, but it ends up taking over 4000 seconds per GiB at round 100; this is not entirely unexpected as it is not designed to be used on hard drive. XFS is somewhat more stable, although it is 13-35 times slower than drive bandwidth throughout the test, even on an in-order copy. BetrFS consistently performs around 1/3 of bandwidth, which by the end of the test is 10 times faster than XFS, and 25 times faster than the other file systems. The dynamic layout scores are moderately correlated with this performance ($-0.57$).

On SSD, half the file systems perform stably throughout the test with varying degrees of performance. The other half have a very sharp slowdown between the in-order state and the 10% out-of-order state. These two modes are reflected in their dynamic layout scores as well. While ext4 and ZFS are stable, their performance is worse than the best cases of several other file systems. BetrFS is the only file system with stable fast performance; it is faster in every round than any other file system even in their best case: the in-order copy. In this cases the performance strongly correlates with the dynamic layout score ($-0.83$).

### 4.7 Application Level Read-Aging: Git

To measure aging in the “real-world,” we create a workload designed to simulate a developer using git to work on a collaborative project.

Git is a distributed version control system that enables collaborating developers to synchronize their source code changes. Git users **pull** changes from other developers, which then get merged with their own changes. In a typical workload, a Git user may perform pulls multiple times per day over several years in a long-running project. Git can synchronize all types of file system changes, so performing a Git pull may result in the creation of new source files, deletion of old files, file renames, and file modifications. Git also maintains its own internal data structures, which it updates during pulls. Thus, Git performs many operations which are similar to those shown in section 4.6 that cause file system aging.
We present a git benchmark that performs 10,000 pulls from the Linux git repository, starting from the initial commit. After every 100 pulls, the benchmark performs a recursive grep test and computes the file system’s dynamic layout score. This score is compared to the same contents copied to a freshly formatted partition.

On a hard disk (fig. 4.5), there is a clear aging trend in all file systems except BetrFS. By the end of the experiment, all the file systems except BetrFS show performance drops under aging on the order of at least 3x and as much as 15x relative to their unaged versions. All are at least 15x worse than BetrFS. The dynamic layout scores throughout the benchmark are shown in fig. 4.7. In all of the experiments in this section, F2FS ages considerably more than all other file systems, commensurate with significantly lower layout scores than the other file systems—indicating less effective locality in data placement. The overall correlation between grep performance and dynamic layout score is moderate, at −0.41.

On an SSD (fig. 4.6), Btrfs and XFS show clear signs of aging, although they converge to a fully aged configuration after only about 1,000 pulls. While the effect is not as drastic as on HDD, in all the traditional file systems we see slowdowns of 2x-4x over BetrFS, which does not slow down. In fact, aged BetrFS on the HDD outperforms all the other aged file systems on an SSD, and is close even when they are unaged. Again, this performance decline is strongly correlated (−0.79) with the dynamic layout scores.

The aged and unaged performance of ext4 and ZFS are comparable, and slower than several other file systems. We believe this is because the average file size decreases over the course of the test, and these file systems are not as well-tuned for small files. To test this hypothesis, we constructed synthetic workloads similar to the interfile fragmentation microbenchmark (section 4.6), but varied the file size (in the microbenchmark it was uniformly 4KB).fig. 4.8 shows both the measured, average file size of the git workload (one point is one pull), and the microbenchmark. Overall, there is a clear relationship between the average file size and grep cost.

The zig-zag pattern in the graphs is created by an automatic garbage collection process in Git. Once a certain number of “loose objects” are created (in git terminology),
Figure 4.5: Git read-aging experimental results on HDD: On-disk layout as measured by dynamic layout score generally is predictive of read performance.
Figure 4.6: Git read-aging experimental results on SDD: On-disk layout as measured by dynamic layout score generally is predictive of read performance.
Figure 4.7: Git read-aging layout scores.
Figure 4.8: Average file size versus unaged grep costs (lower is better) on SSD. Each point in the git line is the average file size for the git experiment, compared to a microbenchmark with all files set to a given size.

many of them are collected and compressed into a “pack.” At the file system level, this corresponds to merging numerous small files into a single large file. According to the Git manual, this process is designed to “reduce disk space and increase performance,” so this is an example of an application-level attempt to mitigate file system aging. If we turn off the git garbage collection, as shown in figs. 4.5b, 4.6b and 4.7b, the effect of aging is even more pronounced, and the zig-zags essentially disappear.

On both the HDD and SSD, the same patterns emerge as with garbage collection on, but exacerbated: F2FS aging is by far the most extreme. ZFS ages considerably on the HDD, but not on the SSD. ZFS on SSD and ext4 perform worse than the other file systems (except F2FS aged), but do not age particularly. XFS and Btrfs both aged significantly, around 2x each, and BetrFS has strong, level performance in both states. This performance correlates with dynamic layout score both on SSD (−0.78) and moderately so on HDD (−0.54).

We note that this analysis, both of the microbenchmarks and of the git workload, runs counter to the commonly held belief that locality is solely a hard drive issue. While
the random read performance of solid state drives does somewhat mitigate the aging effects, aging clearly has a major performance impact.

**Git Workload with Warm Cache.**

The tests we have presented so far have all been performed with a cold cache, so that they more or less directly test the performance of the file systems’ on-disk layout under various aging conditions. In practice, however, some data will be in cache, and so it is natural to ask how much the layout choices that the file system makes will affect the overall performance with a warm cache.

We evaluate the sensitivity of the git workloads to varying amounts of system RAM. We use the same procedure as above, except that we do not flush any caches or remount the hard drive between iterations. This test is performed on a hard drive with git garbage collection off. The size of the data on disk is initially about 280MiB and grows throughout the test to approximately 1GiB.

The results are summarized in fig. [4.9]. We present data for ext4 and F2FS; the results for Btrfs, XFS and ZFS are similar. BetrFS is a research prototype and unstable under memory pressure; although we plan to fix these issues in the future, we omit this comparison.

In general, when the caches are warm and there is sufficient memory to keep all the data in cache, then the read is very fast. However, as soon as there is no longer sufficient memory, the performance of the aged file system with a warm cache is generally worse than unaged with a cold cache. In general, unless all data fits into DRAM, a good layout matters more than a having a warm cache.

**Git Workload on BTRFS with Different Node Sizes**

We present the git test with a 4KiB node size, the default setting, as well as 8KiB, 16KiB, 32KiB, and 64KiB (the maximum). fig. [4.10a] shows similar performance graphs to fig. [4.5] one line for each node size. The 4KiB node size has the worst read performance by the end of the test, and the performance consistently improves as we increase the node size all the way to 64KiB. fig. [4.10b] plots the number of 4KiB blocks written
Figure 4.9: Grep costs as a function of git pulls with warm cache and varying system RAM on ext4 (top) and F2FS (bottom). Lower is better.
to disk between each test (within the 100 pulls). As expected, the 64KiB node size writes the maximum number of blocks and the 4KiB node writes the least. We thus demonstrate—as predicted by our model—that aging is reduced by a larger block size, but at the cost of write-amplification.

4.8 Application Level Aging: Mail Server

In addition to the git workload, we evaluate aging with the Dovecot email server. Dovecot is configured with the Maildir backend, which stores each message in a file, and each inbox in a directory. We simulate 2 users, each having 80 mailboxes, receiving new email, deleting old emails, and searching through their mailboxes.

A cycle or “day” for the mailserver comprises 8,000 operations, where each operation is equally likely to be an insert or a delete, corresponding to receiving a new email or deleting an old one. Each email is a string of random characters, the length of which is uniformly distributed over the range [1, 32K]. Each mailbox is initialized with 1,000 messages, and, because inserts and deletes are balanced, mailbox size tends to stay around 1,000. We simulate the mailserver for 100 cycles and after each cycle we perform a recursive grep for a random string. As in our git benchmarks, we then copy the partition to a freshly formatted file system, and run a recursive grep.

fig. 4.11 shows the read costs in seconds per GiB of the grep test on hard disk. Although the unaged versions of all file systems show consistent performance over the life of the benchmark, the aged versions of ext4, Btrfs, XFS and ZFS all show significant degradation over time. In particular, aged ext4 performance degrades by 4.4×, and is 28× slower than aged Btrfs. XFS slows down by a factor of 7 and Btrfs, by a factor of 30. ZFS slows down drastically, taking about 20 minutes per GiB by cycle 20. However, the aged version of Btrfs does not slow down. As with the other HDD experiments, dynamic layout score is moderately correlated (−0.63) with grep cost.
Figure 4.10: Aging and write amplification on Btrfs, with varying node sizes, under the git aging benchmark.
Figure 4.11: Mailserver performance and layout scores.
4.9 Conclusion

The experiments above suggest that the conventional wisdom on fragmentation, aging, allocation and file systems is inadequate in several ways.

First, while it may seem intuitive to write data as few times as possible, writing data only once creates a tension between the logical ordering of the file system’s current state and the potential to make modifications without disrupting the future order. Rewriting data multiple times allows the file system to maintain locality. The overhead of these multiple writes can be managed by rewriting data in batches, as is done in write-optimized dictionaries.

For example, in BetrFS, data might be written as many as a logarithmic number of times, whereas in ext4, it will be written once, yet BetrFS is able in general to perform as well as or better than an unaged ext4 file system and significantly outperforms aged ext4 file systems.

Second, today’s file system heuristics are not able to maintain enough locality to enable reads to be performed at the disk’s natural transfer size. And since the natural transfer size on a rotating disk is a function of the seek time and bandwidth, it will tend to increase with time. Thus we expect this problem to possibly become worse with newer hardware, not better.

We experimentally confirmed our expectation that non-write-optimized file systems would age, but we were surprised by how quickly and dramatically aging impacts performance. This rapid aging is important: a user’s experience with unaged file systems is likely so fleeting that they do not notice performance degradation. Instead, the performance costs of aging are built into their expectations of file system performance.

Finally, because representative aging is a difficult goal, simulating multi-year workloads, many research papers benchmark on unaged file systems. Our results indicate that it is relatively easy to quickly drive a file system into an aged state—even if this state is not precisely the state of the file system after, say, three years of typical use—and this degraded state can be easily measured.
Chapter 5
Optimal Ball Recycling

5.1 Introduction

Balls-and-bins games have been a successful tool for modeling load balancing problems [80, 3, 2, 9, 36, 37, 11, 78, 79, 105, 27, 88, 106, 49, 39]. For example, they can be used to study the average and worst-case occupancy of buckets in a hash table [21], the worst-case load on nodes in a distributed cluster [89, 22] and even the amount of time customers wait in line at the grocery store [79]. In all these load-balancing problems, balls-and-bins games are used to study how to distribute load evenly across the resource being allocated.

In this paper we study a new scenario, which we refer to as the **ball-recycling game**, defined as follows:

Throw \( m \) balls into \( n \) bins i.i.d. according to a given probability distribution \( p \). Then, at each time step, pick a non-empty bin and recycle its balls: take the balls from the selected bin and re-throw them according to \( p \).

We call a bin-picking method a **recycling strategy** and define its **recycling rate** to be the expected number of balls recycled in the stationary distribution (when it exists).

The ball-recycling game models **insertion buffers** and **update buffers**, which are widely used to speed up insertions in databases by batching updates to blocks on disk. The recycling rate of a recycling strategy corresponds to the speed-up obtained by an insertion buffer, so the goal studied in this paper is how to maximize the recycling rate. This relationship is described in section 5.2 and the experiments in section 5.6 demonstrate that it holds in practice.

In this paper, we present results for ball recycling for both general \( p \) and for the
special case of uniform $p$, which we denote by $u$. As we explain in section 5.2, these distributions correspond to update and insertion buffers, respectively.

We focus on three natural recycling strategies:

- **Fullest Bin**: A greedy strategy that recycles the bin with the most balls.
- **Random Ball**: A strategy that picks a ball uniformly at random and recycles its bin.
- **Golden Gate**: A strategy that picks the bins in round-robin fashion; after a bin is picked, the next bin picked is its non-empty successor.

Let $\|p\|_{\frac{1}{2}} = (\sum \sqrt{p_i})^2$ be the half quasi-norm of $p$. We achieve the following result for general $p$.

**Theorem 6** (section 5.4). Consider a ball-recycling game with $m$ balls and $n$ bins, where the balls are distributed into the bins i.i.d. according to distribution $p$. Then Random Ball is $\Theta(1)$-optimal.

It achieves recycling rate $R_{RB}$:

1. If $m \geq n$,
   $$R_{RB} = \Theta\left(\frac{m}{\|p\|_{\frac{1}{2}}}\right).$$

2. If $m < n$, let $L$ be the $m$ lowest-weight bins, $q = \sum_{\ell \in L} p_\ell$, and $R_{RB}^L$ be the recycling rate of Random Ball restricted to $L$. Then,
   $$R_{RB} = \Theta\left(\min\left(R_{RB}^L, 1/q\right)\right).$$

In order to establish this result, we first show that no recycling strategy can achieve a higher recycling rate than $(2m + n)/\|p\|_{\frac{1}{2}}$. This directly establishes optimality when $m = \Omega(n)$. For $m = o(n)$, we show that Random Ball performs as well as another strategy, Aggressive Empty, which takes an optimal strategy on a subset of high-weight bins and turns it into an optimal strategy on all the bins.

Interestingly, the greedy strategy Fullest Bin is not generally optimal, and in particular:
**Observation.** There are distributions for which Fullest Bin is pessimal, that is, it recycles at most 2 balls per round whereas OPT recycles almost $m$ balls per round.

For example, consider the **skyscraper distribution**, where $p_0 = 1 - 1/n + 1/n^2$ and $p_i = 1/n^2$, for $0 < i \leq n - 1$. Suppose that $m = \sqrt{n}$. Then Fullest Bin will pick bin 0 every time until it has at most one ball, at which point it will pick another bin, which will almost certainly have 1 ball in it. Thus, the recycling rate of Fullest Bin drops below 2. Suppose, instead, that we recycle the least-full non-empty bin. In this case, every approximately $\sqrt{n}$ rounds, a ball lands in a low-probability bin and is promptly returned to bin 0. Thus, the recycling rate of this strategy is nearly $m$. Thus, Fullest Bin is pessimal for this distribution.

However, the uniform distribution is of particular importance to insertion buffers for databases based on $B$-trees. This is because (arbitrary) random $B$-tree insertions are nearly uniformly distributed across the leaves of the $B$-tree, as we show in section 5.2. On the uniform distribution, Fullest Bin and Golden Gate are optimal even up to lower order terms:

**Theorem 7** (section 5.5). Fullest Bin and Golden Gate are optimal to within an additive constant for the ball-recycling game with distribution $u$ for any $n$ and $m$. They each achieve a recycling rate of at least $2m/(n + 1)$, whereas no recycling strategy can achieve a recycling rate greater than $2m/n + 1$.

In this case, Random Ball is only optimal to within a multiplicative constant in the following range:

**Theorem 8** (section 5.5). On the uniform distribution $u$, for sufficiently large $m$, Random Ball is at least $(1/2 + 1/(2^3 3^4))$-optimal and at most $(1 - 3/1000)$-optimal.

Thus, we establish some surprising results: that Fullest Bin can perform poorly for arbitrary $p$ but is optimal for $u$, up to lower-order terms; and that Random Ball is asymptotically optimal for any $p$ and in particular is more than $1/2$-optimal but not quite optimal for $u$.

In section 5.6, we present experimental results showing that our analytical results for the ball recycling problem closely match performance results in real databases.
We describe the recycling strategies of several commercial and open-source database systems. In particular we focus on InnoDB, a $B$-tree that uses a variant of Random Ball.

Our results suggest that Fullest Bin or Golden Gate would be a better choice than Random Ball for InnoDB. In particular, Golden Gate requires almost no additional bookkeeping, and can be implemented in InnoDB with a change of only a few lines of code. With this implementation, we measured a 30% improvement in its insertion-buffer flushing rate, which is in line with our theoretical results.

We conclude that ball recycling is a natural hitherto unexplored balls-and-bins game that closely models a widely deployed method for improving the performance of databases. Moreover, this is the first application (to our knowledge) of a balls-and-bins game to the throughput of a system. This is in contrast to past balls-and-bins analyses, which modeled load balancing and latency.

5.2 Ball Recycling and Insertion/Update Buffers

Ball recycling models insertion and update buffers, which are widely used in modern databases [10, 58, 110, 59, 31, 81, 83, 95, 104, 32, 18]. These implementations are discussed in more detail in section 5.6.

For a key-value store, such as a database, an insertion buffer is a cache of recently inserted items. When the insertion buffer fills, the database selects a disk block and all the cached items going to that block are evicted in bulk. If $k$ elements are flushed in bulk, then there is a speedup of $k$, compared to writing the elements to the destination block as soon as they arrive. After evicting $k$ items, there is room for $k$ new elements in the buffer. An update buffer caches changes to existing key-value pairs but is otherwise like an insertion buffer. Although these types of buffers seem quite similar, we show that they have important differences in how they are modeled as a ball-recycling game.

The mapping to ball recycling is direct: disk blocks are bins and elements in the
insertion/update buffer are balls. The probability distribution $p$ is based on the distribution of items inserted or updated. Evicting all the items going to a disk block corresponds to emptying the bin associated with that disk block. After an eviction of $k$ items, we have room for $k$ new insertions/updates, i.e., we have $k$ new balls to throw. The policy for selecting the target disk block of an eviction corresponds to the policy for selecting a bin to recycle, and the speedup induced by an eviction policy is its recycling rate.

For $B$-trees, insertion buffers and update buffers differ in an important way: updates do not change the structure of leaves of a $B$-tree. In contrast, insertions can change the range of keys associated with a leaf (due to leaf splits), which yields the following result:

**Lemma 13.** If $N$ keys are inserted into a $B$-tree i.i.d. according to some key distribution $q$, then provided $B = \Omega(\log N)$, the maximum probability that a leaf has of receiving the next insertion is $O(B/N)$ with probability 1. Thus the corresponding recycling game is asymptotically almost uniform: no bin has probability more than a constant multiple of $\frac{1}{n}$.

We prove the uniformity bound as follows. Let $F(\kappa)$ be the cumulative density function (CDF) of $q$, which is the probability that an item sampled from $q$ is less than $\kappa$. If $\kappa$ is distributed according to $q$, then $F(\kappa)$ will be uniformly distributed on $[0, 1]$.

If $n$ points are sampled from $[0, 1]$ uniformly and sorted so that $x_1 \leq x_2 \leq \cdots \leq x_n$, then $\max x_{i+B} - x_i$ is known as the maximal $B$-spacing. It follows that:

**Lemma 14.** Having inserted $n$ keys into a $B$-tree i.i.d. according to a distribution $q$, the maximum probability that any leaf has of receiving the next insertion is less than the maximum $B$-spacing of the CDFs of those points.

It is known that:

**Lemma 15 ([45]).** If $B = \Theta(\log n)$, then the maximum $B$-spacing of $n$ points distributed uniformly on the unit interval is $\Theta(B/n)$ with probability 1.

For $B = \omega(\log n)$, we can subdivide $B$ into intervals of $\log n$ points, each of which will satisfy the lemma. Adding together the resulting bounds, we have that the maximal
$B$-spacing of $n$ points is $O(B/n)$ with probability 1. Together with lemma 14, this implies lemma 13.

We also note that an (almost-uniform) ball-recycling game is an imperfect model for an insertion buffer, because the ball-recycling game has a fixed number of bins, whereas in the insertion buffer, the number of disk blocks will increase. Furthermore, insertions may not be independently distributed.

Finally, the implementation of these strategies is a point of departure between insertion/update buffers and ball recycling. In ball recycling, it is obvious which bin each ball is in. In insertion/update buffers for a $B$-tree, elements have a key, but we don’t necessarily know what the buckets are, since the mapping from keys to buckets depends on the pivots used to define the $B$-tree leaves. Fullest Bin needs to know what the buckets are, whereas Random Ball and Golden Gate do not. For Random Ball this is because the key of the randomly selected item can be used to fetch its target $B$-tree leaf, after which we know the max and min keys in that leaf, and Golden Gate can be implemented by remembering the upper bound of the last leaf to which we flushed and then flushing the item with the successor of that key, along with all the other keys going to that leaf. None of these strategies require knowledge of $p$.

Our results on general $p$ have an interesting implication for $B^\epsilon$-trees, which are known to be asymptotically optimal for insertions, in the worst case. $B^\epsilon$-trees can also handle updates by propagating messages to the leaves. For some update distributions, flushing according to Random Ball can achieve an update rate that is $B^\epsilon$ faster than Fullest Bin. We expect to try Random Ball flushing in our $B^\epsilon$-tree-based file system, BétrFS 62 112 38 61 48.

### 5.3 Ball Recycling and Markov Theory

We begin our analysis of ball-recycling games with some preliminary results. In particular, we show that all finite-state ball-recycling strategies have stationary distributions.
5.3.1 Ball-recycling games are Markov decision processes.

This section makes use of the standard theory of Markov chains and Markov decision processes; for an introduction see e.g. Kallenberg [66].

In a ball-recycling game, we represent the configuration of the balls as a vector $X = (X_i)$ of length $n$, where $X_i$ is the number of balls in the $i$th bin. Since the number of balls is finite, there are only a finite number of bin configurations.

A recycling strategy $A$ takes as input the current bin configuration $X$ together with an internal state $S$, and selects a non-empty bin to recycle; the next state is obtained by removing all the balls from the selected bin and re-throwing them according to $p$. The bin selection may be randomized. We write $A^i X$ for the state obtained after $i$ rounds of recycling using strategy $A$. In each round, the recycling algorithm earns a reward equal to the number of balls recycled in that round.

In this way, the ball-recycling game is a Markov decision process, and we are interested in policies that maximize the expected average recycling rate, defined for a policy $A$ as

$$\mathcal{R}^A = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T} R(A^t X_0).$$

Note that Markov decision processes are very general. For example, in a Markov decision process the policy may vary over time, and may even take the entire history of the process and its own past decisions into account when deciding on its next action. Thus, for some strategies $A$, the limit $\mathcal{R}^A$ may not exist. In the literature of Markov decision processes, this is often handled by taking the lim sup instead of the limit. However, for any Markov decision process, any strategy that maximizes the limit also maximizes the lim sup [66]. Therefore, for simplicity, we will focus only on strategies for which the limit is well-defined, and the results will generally hold for the lim sup of arbitrary strategies.

A Markov decision process policy is **deterministic** if it decides on its next action based solely on the current state, *i.e.* without looking at history, the number of time steps that have passed or by flipping random coins. A deterministic policy can be represented as a simple table mapping each state to a single action to be taken whenever
the system is in that state.

The specific strategies we analyze are \textit{finite-state} strategies, where the internal state has only finitely many configurations. When we prove our lower bounds, we will further restrict ourselves to \textit{stateless} strategies, where there is a unique internal state. In order to do so, we make use of the following lemma.

\textbf{Lemma 16} (\cite{66}). \textit{There exists a stateless deterministic recycling strategy OPT that achieves the optimal expected average recycling rate.}

\textit{Proof}. This follows from Kallenberg’s Corollary 5.4.

\section*{5.3.2 Stationary distributions of recycling strategies}

A ball-recycling game and a recycling strategy together define a Markov process on the state space; the space of pairs comprising a balls-and-bins configuration and an internal state. If the strategy is stateless, this is a Markov process on the balls and bins space.

There are a finite number of balls-and-bins configurations. Therefore, a ball-recycling game with a finite-state recycling strategy defines a finite Markov process, and so has at least one stationary distribution.

We now show that stateless recycling strategies result in Markov processes with unique stationary distributions. The following lemma shows that, when we look only at the bin configurations, recycling games have properties analogous to irreducibility and aperiodicity in Markov chains.

\textbf{Lemma 17}. \textit{For any ball-recycling game with $m$ balls and $n$ bins there is an $\epsilon > 0$ such that, for all bin configurations $X$ and $Y$, and for all recycling strategies, the probability that $X$ reaches $Y$ within $\min(m, n)$ steps is at least $\epsilon$. Furthermore, every bin configuration can transition to itself in one time step.}

\textit{Proof}. We just need to show a sequence of outcomes for ball tosses that transform $X$ into $Y$, no matter which bins the recycling strategy chooses to empty. So, imagine that, at each step, all the recycling balls land in occupied bins, so that at each step, the number of occupied bins goes down by 1. After at most $\min(m, n) - 1$ steps, all
the balls will be in a single bin. On the next round, the recycling strategy must choose that bin, causing all the balls to be rethrown. There is some non-zero probability that they land in configuration $Y$.

For the second observation, simply note that all the recycled balls may happen to land in the bin from whence they came. \hfill \square

**Lemma 18.**

1. All ball-recycling games using stateless recycling strategies have unique stationary distributions which are equal to their limiting distributions.

*Proof.* Having fixed a stateless recycling strategy, the ball-recycling game is a Markov process on the balls-and-bins configuration. By lemma 17, this process is irreducible and aperiodic, and so has a unique stationary distribution equal to its limiting distribution. \hfill \square

Together with lemma 16, we have:

**Corollary 6.** For any ball-recycling game, there exists an optimal strategy with a unique stationary distribution.

We now show that two of the three main recycling strategies studied in this paper yield unique stationary distributions. The strategies are:

- **Fullest Bin**: selects the bin that has the most balls;
- **Random Ball**: selects a ball uniformly at random and recycles whichever bin it is in;
- **Golden Gate**: selects the bins in a round robin sequence.

**Fullest Bin** is a deterministic strategy, **Random Ball** is a stateless strategy and **Golden Gate** is a finite-state strategy. By lemma 18 we have:

**Lemma 19.** **Fullest Bin** and **Random Ball** have unique stationary distributions.
5.4 Random Ball is Optimal

In this section we prove theorem 6 showing that Random Ball is $\Theta(1)$-optimal.

5.4.1 Outline of Proof

We prove theorem 6 in the following steps:

1. No recycling strategy has a recycling rate exceeding $(2m + n - 1)/\|p\|_1^2$. (section 5.4.2)

2. Random Ball matches that bound when $m \geq n$, leading to case (1) of theorem 6 (section 5.4.3)

3. There is an $\Theta(1)$-optimal strategy, Aggressive Empty, when $m < n$. The recycling rate of Aggressive Empty matches case (2) of theorem 6 (section 5.4.4)

4. By comparison to Aggressive Empty, Random Ball is $\Theta(1)$-optimal when $m < n$. (section 5.4.5)

5.4.2 The Upper Bound

We begin by proving an important lemma that will be used throughout, which we refer to as the flow equation. Then we proceed to prove the upper bound.

Let $A$ be a stateless strategy with stationary distribution $\chi^A:p$. Let $\phi_i$ be the event that $A$ picks bin $i$ to recycle. Let $\mathcal{R}_i^A = E[R^A(\chi^A:p)|\phi_i]$ be the number of balls recycled given that the strategy picks bin $i$, and $f_i = P(\phi_j)$, the probability of picking the bin $i$ in the stationary distribution. We note that $\mathcal{R}_i^A$ and $f_i$ could alternatively be defined as limits of repeated applications of $A$ to any given starting state.

For a given bin $i$, we can analyze the “flow” of balls into and out of $i$. When $k$ balls are thrown, $p_i k$ of them are expected to land in $i$. For a ball to leave $i$, $i$ must first be picked to be emptied by $A$, at which point every ball in $i$ will be evicted. In the stationary distribution, the net flow must be zero. We can generalize to any set of bins and get:
Lemma 20. Let \( A \) be a stateless strategy for a ball-recycling game with \( n \) bins with probabilities \( p \). If \( L \) is a subset of the bins, \( p_L = \sum_{\ell \in L} p_\ell \), \( f_L = \sum_{\ell \in L} f_\ell \) and \( R^A_L \) the conditional recycle rate given \( A \) picks a bin in \( L \), then

\[
p_L R^A = f_L R^A_L. \tag{5.1}
\]

We will mostly use the following special case of the lemma 20:

Lemma 21 (The Flow Equation). Let \( A \) be a stateless recycling strategy for a ball-recycling game with \( n \) bins with probabilities \( p \). Then, for all \( 0 \leq i < n \),

\[
p_i R^A = f_i R^A_i. \tag{5.2}
\]

We now describe the main upper bound on the recycling rate of any recycling strategy. In order to understand the intuition behind lemma 22 consider a given bin \( i \). Intuitively, it makes sense to think that for a reasonable recycling strategy the recycling rate of the other bins in the system will go down as the number of balls \( X_i \) in bin \( i \) grows. After all, the \( X_i \) balls in bin \( i \) aren’t available for recycling until bin \( i \) is selected. If we assume this intuition as fact for the moment, this suggests that the expected number of balls in bin \( i \) should be greater than half the recycling rate of bin \( i \), perhaps excluding the last ball to land in the bin.

By the Flow Equation, this would suggest that

\[
E [X_i] \geq \frac{1}{2} (R^A_i - 1) = \frac{1}{2} \left( \frac{p_i R^A_i}{f_i} - 1 \right),
\]

so that after summing over \( i \), we obtain lemma 22

However, the following strategy does not satisfy this assumption: for a given bin \( i \), have the strategy just pick the least full non-empty bins until \( i \) has a few balls, then pick the fullest ones, then pick \( i \) and repeat. Showing that better strategies do not do this is non-trivial, and we prove lemma 22 by different means.

Lemma 22. Consider a ball-recycling game with \( m \) balls, \( n \) bins and distribution \( p \). If \( A \) is a stateless strategy that picks bin \( i \) with frequency \( f_i \), then its recycle rate is bounded by

\[
R^A \leq \frac{2m + n - 1}{\sum_j \frac{p_j}{f_j}}. \tag{5.3}
\]
Given a strategy $A$, the idea of the proof is to use the invariance of the statistic

$$ Z(X) = \sum_{j=1}^{n} \frac{X_j^2}{p_j}, \quad (5.4) $$

under the action of $A$ on its stationary distribution. The application of $A$ to $Z$ together with the flow equation creates a factor of $\sum_j R_j$, which when solved for proves the bound. First, we begin with some foundational lemmas, and then proceed to prove the main results.

**Lemma 23.** Suppose $k$ balls are thrown into $n$ bins i.i.d. according to distribution $p$. Let $B(j,k)$ be the binomial random variable denoting how many balls land in the $j$th bin. The following hold:

$$ E[B(j,k)] = p_j k \quad (5.5) $$

$$ E[(B(j,k))^2] = p_j (1 - p_j) k + p_j^2 k^2 \quad (5.6) $$

**Proof.** $B(j,k)$ is a binomial random variable with parameters $p_j$ and $k$. \[\square\]

Next, given a state $X$, we compute the effect of recycling the $\ell$th bin on the $j$th component of $Z$. Note that if $A$ recycles bin $\ell$ of state $X$, then $X_\ell = R_A(X)$.

**Lemma 24.** In a ball-recycling game with $m$ balls, $n$ bins and probability distribution $p$, if a strategy $A$ recycles bin $\ell$ in state $X$, then for $j \neq \ell$,

$$ E[(AX)^2] = X_j^2 + 2X_j p_j R_A(X) + p_j (1 - p_j) R_A(X) + p_j^2 R_A(X)^2, $$

where $R_A(X) = X_\ell$ is the number of balls recycled.

**Proof.**

$$ E[(AX)^2] = E[(X_j + B(j,R_A(X)))^2] $$

$$ = X_j^2 + 2X_j E[B(j,R_A(X))] + E[B(j,R_A(X))^2] $$

$$ = X_j^2 + 2X_j p_j R_A(X) + p_j (1 - p_j) R_A(X) + p_j^2 (R_A(X))^2 $$

\[\square\]

We now can use this result to compute the result of applying $A$ to $Z$. 
Lemma 25. In a ball-recycling game with \( m \) balls, \( n \) bins and probability distribution \( p \), if a strategy \( A \) recycles bin \( \ell \) in state \( X \), then

\[
E[Z(AX)] = Z(X) - \left(1 + \frac{1}{p_\ell}\right) (R^A(X))^2 + (2m + n - 1)R^A(X)
\]

Proof.

\[
E[Z(AX)] = \sum_{j=1}^n E[(AX)_j^2/p_j]
\]

\[
= \frac{E[(AX)_\ell^2]}{p_\ell} + \sum_{j \neq \ell} \frac{E[(AX)_j^2]}{p_j}
\]

\[
= (1 - p_\ell)R^A(X) + p_\ell (R^A(X))^2
\]

\[
+ \sum_{j \neq \ell} \left(\frac{X_j^2}{p_j} + 2X_j R^A(X) + (1 - p_j)R^A(X) + p_j (R^A(X))^2\right)
\]

\[
= Z(X) - \left(2 + \frac{1}{p_\ell}\right) (R^A(X))^2 + 2mR^A(X)
\]

\[
+ \sum_{j} \left((1 - p_j)R^A(X) + p_j (R^A(X))^2\right)
\]

\[
= Z(X) - \left(1 + \frac{1}{p_\ell}\right) (R^A(X))^2 + (2m + n - 1)R^A(X)
\]

Now, we can prove lemma 22.

Proof of lemma 22. Let \( \chi^A \) be the stationary distribution relative to \( A \). Let \( \phi_j \) be the event that \( A \) recycles the \( j \)th bin of \( \chi^A \), \( R^A_j \) the random variable of how many balls are recycled given the \( j \)th bin is chosen by \( A \), \( R^A_j = E[R^A_j] \) and \( f_j \) the probability that \( A \) recycles that bin. Because \( \chi^A = A\chi^A \) by definition, we must have \( E[Z(A\chi^A)] = E[Z(\chi^A)] \). Therefore:
\[ E[Z(\chi^A)] = E[Z(A\chi^A)] \]
\[ = \sum_j f_j E[Z(A\chi^A)|\phi_j] \]
\[ = \sum_j f_j \left( E[Z(\chi^A)|\phi_j] - \left( 1 + \frac{1}{p_j} \right) E[(R_j^A)^2] + (2m + n - 1)R_j^A \right) \]
\[ \leq E[Z(\chi^A)] + (2m + n - 1)R^A - \sum_j f_j \left( 1 + \frac{1}{p_j} \right) (R_j^A)^2 \]
\[ = E[Z(\chi^A)] + (2m + n - 1)R^A - \sum_j \frac{1}{f_j} (p_j^2 + p_j) (R^A)^2, \]

where the inequality is due to the Cauchy-Schwartz Inequality and the last line is because of the Flow Equation.

Thus we have:

\[ R^A \leq \frac{2m + n - 1}{\sum_j \frac{1}{f_j} (p_j^2 + p_j)} \leq \frac{2m + n - 1}{\sum_j \frac{p_j}{f_j}}. \]

\[ \square \]

Lemma 22 applies to the optimal deterministic strategy OPT promised by corollary 6 and we know that \( R^A \leq R^{\text{OPT}} \) for any recycling strategy \( A \). Thus, by maximizing the RHS of lemma 22 we can get an upper bound on the recycling rate of any recycling strategy.

**Lemma 26.** Consider a ball-recycling game with \( m \) balls, \( n \) bins and distribution \( \mathbf{p} \).

For any recycling strategy \( A \),

\[ R^A \leq \frac{2m + n - 1}{\|\mathbf{p}\|_\frac{1}{2}}. \]

**Proof.** This follows immediately from the Cauchy-Schwartz Inequality. \( \square \)

### 5.4.3 Random Ball with \( m \geq n \)

We show the following lower bound, which with lemma 26 shows optimality when \( m = \Omega(n) \).

**Lemma 27.** Random Ball recycles at least \( \frac{m}{\|\mathbf{p}\|_\frac{1}{2}} \) balls per round in expectation.
Proof. Let $\chi_{RB} = (\chi_i^{RB})$ be the random variable of the number of balls in each bin in the stationary distribution of Random Ball. Random Ball recycles bin $i$ with probability $\frac{\chi_i^{RB}}{m}$, and therefore the expected number of balls recycled from bin $i$ per round is $\frac{E[(\chi_i^{RB})^2]}{m}$. The number of balls that land in bin $i$ per round is $p_i \sum_{j=1}^{n} \frac{E[(\chi_j^{RB})^2]}{m}$.

Since $X$ is distributed stationarily, we must have

$$p_i \sum_{j=1}^{n} \frac{E[(\chi_j^{RB})^2]}{m} = \frac{E[(\chi_i^{RB})^2]}{m} \geq \frac{E[\chi_i^{RB}]^2}{m},$$

using Jensen’s Inequality. Clearing denominators, taking square roots and summing across $i$, we have

$$\left(\sum_{j=1}^{n} E[(\chi_j^{RB})^2]\right)^{\frac{1}{2}} \sum_{i=1}^{n} p_i \frac{1}{2} = \sum_{i=1}^{n} \left(p_i \sum_{j=1}^{n} E[(\chi_j^{RB})^2]\right)^{\frac{1}{2}} \geq \sum_{i=1}^{n} E[\chi_i^{RB}] = m.$$

Therefore the expected recycle rate is

$$\sum_{j=1}^{n} \frac{E[(\chi_j^{RB})^2]}{m} \geq \frac{m}{\left(\sum_{i=1}^{n} \sqrt{p_i}\right)^2} = \frac{m}{\|p\|_1^2}.$$

Corollary 7. Consider a ball-recycling game with $m$ balls and $n$ bins. If $m = \Omega(n)$, then Random Ball is asymptotically optimal among recycling strategies.

5.4.4 Aggressive Empty is Optimal

In this section, we investigate Aggressive Empty strategies, which aggressively recycle balls outside a given subset of bins. An Aggressive Empty strategy runs one strategy on a fixed subset of bins, but always chooses to recycle a bin outside of this set if there exists one which has any balls. Specifically, we show that a $\Theta(1)$-optimal strategy on a particular $O(m)$ subset of the bins can be extended to an $\Theta(1)$-optimal strategy on the full ball-recycling game by aggressively emptying the rest.

Consider a ball-recycling game with $m$ balls, $n$ bins, and ball distribution $p$. Let $L$ be some subset of bins and $S$ be a strategy on the induced ball-recycling game of $L$,
which is the ball-recycling game with \( m \) balls, \( |L| \) bins, and ball distribution \( q \), where

\[
q_i = \frac{p_i}{\sum_{\ell \in L} p_\ell}.
\]

Therefore, \( q \) is \( p \)'s conditional probability distribution on \( L \). We define \( L, S \)-AGGRESSIVE EMPTY to be the strategy which empties the lowest weight non-empty bin in the complement of \( L \) if one exists and otherwise performs \( S \) on \( L \). Note that all the balls will be in \( L \) whenever \( S \) is performed, so this is well-defined.

We begin by showing that there exists an \( L \) and \( S \) such that \( |L| = O(m) \), \( L \) contains all bins with weight at least \( \frac{1}{m} \), and \( L, S \)-AGGRESSIVE EMPTY is asymptotically optimal. Note that when \( m = \Omega(n) \), this is trivial, because we can take \( L \) to be all the bins and \( S \) to be a \( \Theta(1) \)-optimal strategy; however, this section provides stronger bounds when \( m = o(n) \). Intuitively, the idea is that very low weight bins won’t be able to effectively accumulate balls, so strategies do better to recover any balls in them than to wait for more balls to land there.

**Lemma 28.** There exists an \( L \) and \( S \) such that \( |L| = O(m) \), \( L \) contains all bins of weight at least \( \frac{1}{m} \) and \( L, S \)-AGGRESSIVE EMPTY is asymptotically optimal.

**Proof.** By lemma 16, there exists an optimal deterministic strategy \( \text{OPT} \). Using the flow equation, lemma 22 can be rewritten as:

\[
\sum_{i=1}^{n} R_{i}^{\text{OPT}} \leq 2m + n.
\]

Because \( \text{OPT} \) will never recycle an empty bin, each \( R_{i}^{\text{OPT}} \geq 1 \). Therefore, there can be at most \( m \) bins with average recycle rates at least 3. Let \( L \) be this set of bins, together with any bins of weight at least \( \frac{1}{m} \), and we will construct a strategy \( S \) that aggressively empties the remaining bins into \( L \).

\( S \) aggressively empties the complement of \( L \), but also keeps a virtual configuration of where \( \text{OPT} \) thinks the balls are, as well as a log of where \( S \) has moved them. So when \( S \) aggressively empties a bin, it also updates the log of each ball it throws, indicating where it landed. When \( L^c \) is empty, it asks \( \text{OPT} \) which bin to recycle based on the virtual configuration. If it says to recycle a bin in \( L^c \), we use the logs to update where
those balls will land in the virtual configuration. If it says to recycle a bin in \( L \), we recycle those balls that are there in the virtual configuration, leaving any others behind in that same bin. Thus \( S \) performs \( \text{OPT} \) but rushes ahead to recycle those balls outside of \( L \).

Now, consider \( t \) rounds of \( \text{OPT} \). For large enough \( t \), \( \text{OPT} \) will recycle on average at most 3 balls at a time from \( L^c \). \( S \) recycles at least 1 ball at a time from \( L^c \) and exactly as many balls at a time from \( L \). Therefore for large \( t \), \( t \) rounds of \( \text{OPT} \) will correspond to at most \( 3t \) rounds of \( S \), and during this period \( S \) will recycle the same number of balls. Thus \( S \) is 1/3-optimal.

Next we compute the recycle rate of \( L, S\)-Aggressive Empty as a function of the recycle rate of \( S \) on the induced ball-recycling game on \( L \).

**Lemma 29.** If \( R^S \) is the recycle rate of \( S \) (on \( L \)), and \( q \) is the probability of a ball landing in \( L^c \), then the recycle rate of \( L, S\)-Aggressive Empty is

\[
R^{AE} = \Theta \left( \frac{1}{(1-q)/R^S + q} \right)
\]

**Proof.** Consider a collection of recycling rounds of \( L, S\)-Aggressive Empty where \( t \) of those times \( L, S\)-Aggressive Empty recycles a bin from \( L \). Say \( b \) balls are thrown from bins in \( L \) and \( a \) balls land in \( L^c \). Now, if \( m \) balls are thrown into bins of size at most \( \frac{1}{m} \), then the expected number of empty bins is at most

\[
m \left( 1 - \frac{1}{m} \right)^m \leq \frac{m}{e}.
\]

Because fewer thrown balls will have fewer collisions, this means the expected number of non-empty bins when \( k \leq m \) balls are thrown into \( L^c \) is at least \( (1 - \frac{1}{e}) k \), requiring at least as many time steps to aggressively empty. Thus, for large \( t \), the expected number of turns required to empty the \( a \) balls out of \( L^c \) is at least \( (1 - \frac{1}{e}) \frac{a}{1-q} \). Whereas even if the balls were recycled from \( L^c \) one at a time this expected number of turns is at most \( \frac{a}{1-q} \) turns. The number of balls recycled during this period is \( b + \frac{a}{1-q} \), and we have shown the number of rounds \( \rho \) satisfies:

\[
\rho = \Theta \left( t + \frac{a}{1-q} \right).
\]
For large enough $t$, $b = \Theta \left( tR_S \right)$ and $a = \Theta \left( tqR_S \right)$, so the overall recycle rate $R_{AE}$ therefore satisfies

$$R_{AE} = \Theta \left( \frac{tR_S + tqR_S}{t + tqR_S / (1-q)} \right) = \Theta \left( \frac{1}{(1-q)/R_S + q} \right).$$

5.4.5 Random Ball is Optimal

In this section we will further examine the performance of Random Ball and show that it is asymptotically optimal. We first describe a sufficient condition for optimality of a strategy based on its recycle rate on $L$, then show that Random Ball satisfies this criterion.

**Lemma 30.** Let $L$ be a set of $O(m)$ bins for which there exists a strategy $T$ such that $L,T$-Aggressive Empty is asymptotically optimal. Let $R^{OPT}_L$ be the recycle rate of the optimal strategy on the induced ball-recycling game of $L$. For a given strategy $S$, let $R^S_L$ be the conditional recycle rate of $S$ in the stationary distribution given that a ball in $L$ is selected, and $q$ be the probability that a ball lands in $L^c$, i.e. $q = \sum_{k \in L^c} p_k$. If either

$$E \left[ R^S_L \right] = \Omega \left( R^{OPT}_L \right)$$

or

$$E \left[ R^S_L \right] = \Omega \left( \frac{1}{q} \right),$$

then $S$ is asymptotically optimal.

**Proof.** By applying lemma 20, the subset variant of the flow equation, to $L$,

$$f_L R^S_L = (1-q)(f_L R^S_L + (1-f_L)R^S_{L^c}),$$

where $f_L$ is the stationary probability of $S$ picking a bin in $L$. Solving for $f_L$,

$$f_L = \frac{R^S_L}{qR^S_L + R^S_{L^c}}. \quad (5.7)$$

Suppose $R^S_L = o \left( \frac{1}{q} \right)$ and $R^S_L$ is $\Theta(1)$-optimal on $L$. If $R^S_L \leq \frac{1}{q}$, then $f_L \geq \frac{1}{2}$, and so because $R^S = f_L R^S_L + (1-f_L)R^S_{L^c}$, we must have $R^S = \Omega(R^S_L)$.

Now, using lemma 28, let $L$ and $T$ be such that $L,T$-Aggressive Empty is asymptotically optimal, and let $R_{AE}$ be its expected recycle rate. By lemma 29

$$R_{AE} = \Theta \left( \frac{1}{(1-q)/R^T + q} \right) = O \left( R^T \right) = O \left( R^S_L \right) = O \left( R^S \right),$$

\[ \square \]
so $S$ must be asymptotically optimal.

If $\mathcal{R}_L^S = \Omega \left( \frac{1}{q} \right)$, then $\mathcal{R}_L^S > \frac{q}{q}$ for some $\alpha$. Rearranging Equation (5.7) and multiplying by $\mathcal{R}_L^S$ yields

$$f_L \mathcal{R}_L^S = \frac{1}{\mathcal{R}_L^S} + \frac{1}{\mathcal{R}_L^S}.$$ 

Here $\frac{1}{\mathcal{R}_L^S} \leq \frac{q}{\mathcal{R}_L^S}$, so $f_L \mathcal{R}_L^S = \Omega \left( \frac{1}{q} \right)$, and thus $\mathcal{R}^S = \Omega \left( \frac{1}{q} \right)$ as well. Now we can compare to $L, T$-AGGRESSIVE EMPTY as above:

$$\mathcal{R}^\text{AE} = \Theta \left( \frac{1}{(1 - q)/\mathcal{R}^T + q} \right) = O \left( \frac{1}{q} \right) = O \left( \mathcal{R}^S \right)$$

so in this case $S$ is asymptotically optimal as well.

We can now prove theorem 6.

**Proof of theorem 6.** If $m = \Omega(n)$, then by lemmas 26 and 27 we are done.

Otherwise, let $L$ be a set of $O(m)$ bins for which there exists a strategy $T$ such that $L, T$-AGGRESSIVE EMPTY is asymptotically optimal. We will prove the result for a slightly modified RANDOM BALL that only recycles 1 ball outside of $L$ even if more are available; that is, it moves only one of the balls in the bin. Since this strategy is worse than RANDOM BALL, this will be sufficient. We number the bins so that the first $|L|$ bins comprise $L$.

If $\mathcal{R}_L \geq \frac{1 - q}{q}$, then we are done by lemma 30. Otherwise, in the stationary distribution, when a bin in $L$ is recycled, the expected number of balls which land in $L$ is $q\mathcal{R}_L < 1 - q$. When a bin in $L$ is recycled, the expected number of balls which land in $L$ is $1 - q$. Thus RANDOM BALL must pick a bin in $L$ more than half the time, and so the expected number of balls in $L$ must be more than $\frac{m}{2}$.

Now analogously to the proof of lemma 27, we have:

$$P_i \left( \sum_{j=1}^{|L|} E \left[ (\chi_j^{RB})^2 \right] + \sum_{j=|L|+1}^n E \left[ \chi_j^{RB} \right] \right) = E \left[ (\chi_i^{RB})^2 \right] \geq E \left[ \chi_i^{RB} \right]^2.$$ 

Thus,

$$E \left[ \chi_i^{RB} \right] \leq \sqrt{P_i} \left( \sum_{j=1}^{|L|} E \left[ (\chi_j^{RB})^2 \right] + \frac{m}{2} \right)^{\frac{1}{2}}.$$
Summing over \(i \leq |L|\) yields

\[
E \left[ \chi^\text{RB}_L \right] \leq \left( \sum_{i=1}^{|L|} \sqrt{p_i} \right) \left( \sum_{j=1}^{|L|} E \left[ (\chi^\text{RB}_j)^2 \right] + \frac{m}{2} \right)^{\frac{1}{2}},
\]

where \(\chi^\text{RB}_L\) is the expected number of balls in \(L\). Now,

\[
\mathcal{R}^\text{RB}_L \geq \frac{1}{m} \sum_{j=1}^{|L|} E \left[ (\chi^\text{RB}_j)^2 \right] \geq \frac{E \left[ \chi^\text{RB}_L \right]^2}{m \left( \sum_{i=1}^{|L|} \sqrt{p_i} \right)^2} - \frac{1}{2} > \frac{m}{4 \|p_L\|_1^2} - \frac{1}{2},
\]

where \(p_L\) is the conditional probability distribution on \(L\) obtained from \(p\). The last inequality holds because there are at least \(\frac{m}{n}\) balls in \(L\) in expectation.

Thus by lemma 26, RANDOM BALL is asymptotically optimal on the induced system of \(L\), and therefore RANDOM BALL is asymptotically optimal by lemma 30.

### 5.5 The Uniform Case

The results of section 5.4 hold for any distribution of the balls into the bins. In this section we consider the special case where they are uniformly distributed, which models insertion buffers as discussed in section 5.2. We then show that GOLDEN GATE and FULLEST BIN are optimal, up to lower-order terms, in this setting, whereas RANDOM BALL is at least \(1/2\)- and at most \((1 - \epsilon)\)-optimal, for some constant \(\epsilon > 0\).

For a ball-recycling game with uniformly distributed balls, lemma 26 implies:

**Corollary 8.** Consider a ball-recycling game with \(m\) balls, \(n\) bins and uniform distribution \(u\). For any recycling strategy \(A\),

\[
\mathcal{R}^A \leq \frac{2m + n - 1}{n} < \frac{2m}{n} + 1.
\]

The average number of balls in a bin is \(m/n\), so corollary 8 suggests that any “reasonable” strategy will be at least \(1/2\)-optimal in the uniform case.

We now show that GOLDEN GATE and FULLEST BIN are within an additive constant of optimal on strictly uniform distributions.

**Lemma 31.** GOLDEN GATE and FULLEST BIN each recycle at least \(2m/(n + 1)\) balls per round in expectation.
Proof. Let $S$ be the random variable denoting the number of balls thrown in a given round with Golden Gate. Golden Gate will recycle the bins in order starting from the next one and cycling around. Therefore, we can consider the collection of bins to be a queue. After throwing the balls, the average place in the queue in which a ball lands is the $[(n-1)/s]$th bin, due to uniformity. Each ball thrown will therefore sit for an average of at most $(n-1)/2$ rounds before it is thrown again. Therefore, $m - E[S] \leq E[S](n - 1)/2$, and we have the result after solving for $E[S]$.

Let $T$ be the random variable denoting the number of balls thrown in a given round with Fullest Bin. If after removing the balls in the Fullest Bin, we list the bins in order of fullness, we can again think of the bins as a sort of queue. When we throw the balls, the average place in the queue which a ball lands is the $[(n-1)/2]$th bin as above, due to uniformity. Now, we reorder the bins back into fullness order. During the reordering more balls are moved up the queue than down, thus each ball thrown into the system will sit for an average of less than $(n-1)/2$ rounds before it is thrown again. Therefore, as above, $m - E[S] \leq E[S](n - 1)/2$, and we are done. 

Corollary 8 and lemma 31 together prove theorem 7. Despite these strong performance bounds, recall that Fullest Bin can perform arbitrarily badly on non-uniform $p$. Random Ball on the other hand is always $\Theta(1)$-optimal.

5.5.1 Random Ball in the Uniform Case

However, Random Ball does not achieve this level of optimality on uniform distributions. In this section we will show in theorem 8 that Random Ball recycles at most $1 + (2 - \epsilon)m/n$ balls per round in expectation, for some $\epsilon > 0$. The upper bound is given in lemma 33 and corollary 9 and the lower bound is given in lemma 34.

We begin with the following lemma:

Lemma 32. Let $\chi^{RB}$ be the stationary distribution relative to Random Ball, $R^{RB}(X)$ the random variable of how many balls Random Ball recycles from ball configuration
\( X \), and \( \mathcal{R}^{RB} = \mathbb{E} \left[ R^{RB} \left( \chi^{RB} \right) \right] \) the expected recycle rate of RANDOM BALL. Then,

\[
\frac{\mathbb{E} \left[ R^{RB} \left( \chi^{RB} \right)^2 \right]}{\mathcal{R}^{RB}} = \frac{2m + n - 1}{n + 1} \leq 1 + \frac{2m}{n}.
\]

**Proof.** Consider the random variable of the number of distinct unordered pairs of balls which are in the same bin in \( \chi^{RB} \). In expectation, a round of RANDOM BALL eliminates

\[
\binom{\mathcal{R}^{RB}}{2}
\]

and creates

\[
\frac{\mathcal{R} - 1}{n} \sum_{k=0}^{m - \mathcal{R}^{RB} + k} n
\]

such pairs. In the stationary distribution, these must be equal, so

\[
\frac{\mathbb{E} \left[ R^{RB} \left( \chi^{RB} \right)^2 \right]}{2} - \frac{\mathcal{R}^{RB}}{2} = \frac{(2m - 1)\mathcal{R}^{RB}}{2n} - \frac{\mathbb{E} \left[ R^{RB} \left( \chi^{RB} \right)^2 \right]}{2n}.
\]

After rearranging we have the result. \( \Box \)

**Lemma 33.** There exists a constant \( \alpha > 0 \) such that RANDOM BALL is at most \((1 - \alpha)\)-optimal.

**Proof.** Let \( \chi^{RB} \) be the stationary distribution relative to RANDOM BALL, \( R^{RB}(X) \) the random variable of how many balls RANDOM BALL recycles from ball configuration \( X \), and \( \mathcal{R}^{RB} = \mathbb{E} \left[ R^{RB} \left( \chi^{RB} \right) \right] \) the expected recycle rate of RANDOM BALL. We will prove the result by contradiction, so assume that for all constant \( \epsilon > 0 \),

\[
\mathcal{R}^{RB} \geq 1 + \frac{(2 - \epsilon)m}{n}.
\]

Let \( c \in (1, 2) \) be a constant to be determined later. We say a bin is **light** if it contains at most \( cm/n \) balls. Let \( L \) be the random variable of the number of balls in light bins in the stationary distribution. Then the probability \( q_L \) that RANDOM BALL recycles a light bin in the stationary distribution is \( \mathbb{E} [L] / m \). We proceed by cases.

**Case 1.** Suppose \( \mathbb{E} [L] \geq \delta m \) for some constant \( \delta > 0 \). Then \( q_L \geq \delta \) and for
Thus by the definition of variance, we have

\[ E \left[ R_{RB}^2 \left( \chi_{RB} \right)^2 \right] \geq \left( 1 + \frac{\epsilon^2 \delta}{4} \right) \left( \mathcal{R}_{RB}^2 \right). \]

Now by lemma 32,

\[ \mathcal{R}_{RB} \leq \left( 1 + \frac{\epsilon^2 \delta}{4} \right)^{-1} \left( 1 + \frac{2m}{n} \right). \]

Since \( \epsilon, \delta \) are constants greater than 0, we have our contradiction for the first case.

**Case 2.** Otherwise, \( E[L] < \delta m \). Since \( L \in [0, m] \), \( E[L^2] < \delta m^2 \). Lemma 32 implies \( E \left[ R_{RB}^2 \left( \chi_{RB} \right)^2 \right] \leq (1 + 2m/n)^2 \). Together Hölder’s inequality we have

\[
E \left[ LR_{RB}^2 \left( \chi_{RB} \right)^2 \right] \leq \left( E[L] E \left[ R_{RB}^2 \left( \chi_{RB} \right)^2 \right] \right)^{1/2} < \left( \delta m^2 \left( 1 + \frac{2m}{n} \right)^2 \right)^{1/2} = \sqrt{\delta m} \left( 1 + \frac{2m}{n} \right). \] (5.8)

Let \( Y \) be the random variable of the number of balls in the stationary distribution which start in a light bin, but end up begin among the first \( 1 + cm/n \) balls in a heavy bin after an application of **Random Ball**. Let \( \Phi \) be the random variable of the number of distinct unordered pairs of balls that are in the same light bin in the stationary distribution. Applying **Random Ball** in expectation creates at most

\[
E \left[ \sum_{k=0}^{R_{RB}-1} \frac{L + k}{n} \right] = E \left[ \frac{2LR_{RB}^2 + R_{RB}^2 - R_{RB} \left( \chi_{RB} \right)^2}{2n} \right]
\]

such pairs, and eliminates at least

\[
E \left[ \frac{Y}{1 + \frac{cm}{n}} \left( 1 + \frac{cm}{n} \right) \right].
\]
In the stationary distribution these quantities must be equal, so rearranging together with Equation (5.8), we have

\[
E[Y] \leq \frac{2E[LR^{RB}(\chi^{RB})] + E[R^{RB}(\chi^{RB})^2] - R^{RB}}{cm} < \frac{2\sqrt{\delta}}{c} \left(1 + \frac{2m}{n}\right) + \frac{E[R^{RB}(\chi^{RB})^2] - R^{RB}}{cm} < \left(1 + \frac{2m}{n}\right) \left(\frac{2\sqrt{\delta}}{c} + \frac{2}{cn}\right),
\]

where we have used lemma 32 for the last inequality.

We now compute the effect on \(E[L]\) of applying \textsc{Random Ball} to the stationary distribution. By Markov’s inequality, there must be more than \((1 - 1/c)n\) light bins, and so the probability that a ball is thrown into a light bin is more than \(1 - 1/c\). Therefore, at least \((1 - 1/c)R^{RB}\) balls land in light bins in expectation. We expect at most \(E[Y]\) balls to be in light bins which turn into heavy bins. Finally, we recycle at most \(cm/n\) balls from a light bin \(E[L]/m\) of the time. Since the net change to \(L\) must be 0 in expectation,

\[
\left(1 - \frac{1}{c}\right)R^{RB} < \frac{c}{n}E[L] + E[Y].
\]

However, this is a contradiction. Indeed, the LHS is at least

\[
\left(1 - \frac{1}{c}\right) \left(1 + \frac{(2 - \epsilon)m}{n}\right),
\]

but the RHS is less than

\[
\frac{\delta c m}{n} + \left(1 + \frac{2m}{n}\right) \left(\frac{2\sqrt{\delta}}{c} + \frac{2}{cn}\right).
\]

Thus, if we pick a sufficiently small \(\delta > 0\), \(\epsilon = 0.01\), \(c = 1.98\) and \(n \geq 3\), we have a contradiction. For \(n \leq 2\), the contradiction follows immediately from lemma 32.

**Corollary 9.** Setting

\((\epsilon, c, \delta) = (0.001, 1.456, 0.042)\)

in the proof of theorem 8, we obtain

\[R^{RB} < 1 + 1.994\frac{m}{n}.\]
Lemma 34. For all $c > 0$, there exists a $c'$ such that if $m \geq c'n \log n$, the uniform random ball policy has expected recycle rate at least
\[
\left(1 + \frac{1}{6^4} - c\right) \frac{m}{n}.
\]

Proof. Let $X_{t,k}$ be the random variable denoting the number of balls in the $k$th bin at the beginning of the $t$th round. Because of symmetry, $X_{t,k}$ follows the same distribution as $X_{t,\ell}$ for any $k \neq \ell$. For simplicity, we let $X_t$ be a random variable that follows the same distribution as $X_{t,k}$ for all $k$.

We pick $t$ to be sufficiently large so that the system enters its stationary state after $t$ rounds. Thus, $X_t$ and $X_{t'}$ follows the same distribution for any $t' > t$.

Let $Y_t$ be the random variable denoting the number of balls recycled in the $t$th round. By definition, we have
\[
E[Y_t] = \sum_{1 \leq k \leq n} \frac{E[X_{t,k}^2]}{m} = \frac{n}{m} \left(E[X_t]^2 + \text{Var}[X_t]\right).
\]

Note that $E[X_t] = m/n$, and so $E[Y_t] \geq m/n$.

To show $E[Y_t]$ deviates from $m/n$, we derive a lower bound for $\text{Var}[X_t]$.

If $P(X_t \leq (1 - \epsilon)m/n) \geq \delta$, then $E[Y_t] \geq (1 + \epsilon^2 \delta)m/n$.

Otherwise $P(X_t > (1 - \epsilon)m/n) > 1 - \delta$. We will show that if $\delta$ is small enough, then this case does not exist.

We say a bin is heavy if it has more than $(1 - \epsilon)m/n$ balls. Let $Z_t$ be the random variable denoting the number of heavy bins at the beginning of the $t$th round. We have
\[
E[Z_t] = \sum_{1 \leq k \leq n} E\left[I\left[X_{t,k} > (1 - \epsilon)\frac{m}{n}\right]\right] > (1 - \delta)n.
\]

$Z_t$ is a non-negative variable in $[0, n]$ and has expected value more than $(1 - \delta)n$. By Markov’s inequality,
\[
\Pr[Z_t \leq (1 - 2\delta)n] < \frac{1}{2} \quad \text{and} \quad \Pr[Z_t > (1 - 2\delta)n] > \frac{1}{2}.
\]

We compute $E[Z_{t+n/2}]$ from the $Z_t$. If $Z_t > (1 - 2\delta)n$ for some constant $\delta < 1/4$, the following hold during $P$, the time period between the $t$th round and the $(t+n/2)$th round:
1. At least $(1/2 - 2\delta)n$ bins in $H_t$ are recycled,

2. At least $(1/2 - 2\delta)(1 - \epsilon)m$ balls are recycled,

3. At least $(1/2 - 2\delta)n$ bins in $H_t$ are not recycled,

where $H_t$ denotes the set of heavy bins at the beginning of the $t$th round.

Given (c), we can find a subset $S_t \subset H_t$ that is composed of $(1/2 - 2\delta)n$ bins in $H_t$ not recycled during $P$. Note that which bins are recycled and which are not depends on the random choices made by the system. Hence, $S_t$ varies.

Next, we derive a lower bound on the expected number of balls in any $S_t$. The balls which stay in $S_t$ come from two different sources. There are those that stay in $S_t$ at the beginning of the $t$th round, of which there are at least $|S_t|(1 - \epsilon)m/n$. There are also those which are recycled during $P$, of which there are at least $|S_t|(1 - \epsilon')|B|/n$ by lemma 35 to follow. Combining the two sources, the expected number of balls in $S_t$ is at least

$$\Gamma = (1 - \epsilon) \left( \left( \frac{1}{2} - 2\delta \right) + \left( \frac{1}{2} - 2\delta \right)^2 (1 - \epsilon') \right) m.$$

**Lemma 35.** Let $B$ be the multiset of the first $(1/2 - 2\delta)(1 - \epsilon)m$ balls recycled during $P$. $B$ is well-defined thanks to 2. above. Let $L_i$ be the random variable denoting the number of balls in $B$ that land on the $i$th bin. For all $\epsilon' > 0$, there exists a $c'$ such that if $m \geq c'n \log n$

$$E[\min\{L_1, L_2, \ldots, L_n\}] \geq (1 - \epsilon')|B|/n.$$

**Proof.** For $i \in [1, n]$, $E[L_i] = |B|/n$. By Chernoff bounds,

$$\Pr[|L_i - E[L_i]| \geq \epsilon' E[L_i]] \leq \frac{1}{n^2}$$

for some sufficiently large $c'$. Consequently, by the union bound,

$$\Pr[\min\{L_1, L_2, \ldots, L_n\} \leq (1 - \epsilon'/2)|B|/n] \leq \frac{1}{n}.$$

Because the $L_i$’s are non-negative, we are done. \qed
Given $\Gamma$, we obtain the following bound:

$$E[Z_{t+n/2} \mid Z_t > (1-2\delta)n] \leq |S_t| + \frac{m - \Gamma}{(1-\epsilon)m/n}$$

$$= \left(\frac{1}{1-\epsilon} - \left(\frac{1}{2} - \delta\right)^2 (1-\epsilon')\right) n$$

$$\approx \left(\frac{3}{4} + \epsilon + \delta\right) n$$

Together with the trivial bound $E[Z_{t+n/2} \mid Z_t \leq (1-2\delta)n] \leq n$, $E[Z_{t+n/2}]$ equals

$$P(Z_t \leq (1-2\delta)) E[Z_{t+n/2} \mid Z_t \leq (1-2\delta)]$$

$$+ P(Z_t > (1-2\delta)) E[Z_{t+n/2} \mid Z_t > (1-2\delta)]$$

$$\leq \frac{1}{2} \left(1 + \left(\frac{3}{4} + \epsilon + \delta\right)\right) n$$

$$\approx \left(\frac{7}{8} + \frac{\epsilon + \delta}{2}\right) n$$

This leads to a contradiction if $\epsilon + \delta$ is small enough. This is because we have $E[Z_t] > (1-\delta)n$ and $E[Z_{t+n/2}] = E[Z_t]$, because the system is stationary. As a result, we have a contradiction if $\frac{\epsilon + 3\delta}{2} < \frac{1}{8}$.

Combining the results for the two cases, we wish to maximize $1 + \epsilon^2\delta$ subject to $\epsilon + 3\delta < \frac{1}{4}$. Picking $\epsilon = 1/6$ yields the result.

Theorem 8 follows from corollaries 8 and 9 and lemma 34.

### 5.6 Database Experiments

In this section, we consider insertion buffers as they are used in practice. We demonstrate, through simulations as well as experiments on real-world systems, that the theoretical results in the prior sections hold and can be used to improve performance.

#### 5.6.1 Insertion Buffers in Database Systems

Many databases cache recently inserted items in RAM so that they can write items to disk in batches. Examples include Azure [10], DB2 [58], Hbase [110], Informix [59], InnoDB [31], NuDB [81], Oracle [83], SAP [95], and Vertica [104]. They are also
used to accelerate inserts in several research prototypes, such as the buffered Bloom filter \cite{32} and buffered quotient filter \cite{18}. By batching updates to disk, these insertion buffers reduce the amortized number of I/Os per insert, which can substantially improve insertion throughput. Facebook claims that the insertion buffer in InnoDB speeds up some production workloads by a factor of 5 to 16, and accelerates some synthetic benchmarks by up to a factor of 80 \cite{31}.

A motivating factor for the use of insertion buffers is that they can significantly mitigate the precipitous performance drop that databases can experience when the data set grows too large to fit in RAM. Section 5.6.1 shows the time per 1,000 insertions into a MySQL database using the InnoDB backend, with and without InnoDB’s insertion buffer enabled. For the first 200,000 insertions, the entire database fits in RAM, and so insertions are fast, even without the insertion buffer.

Once the database grows larger than RAM, insertion performance without the insertion buffer falls off a cliff. In fact, once the database reaches 1M rows, it can perform only about 200 insertions per second, suggesting that the throughput is limited by the random-I/O performance of the underlying disk. In the benchmark with the insertion buffer enabled, on the other hand, performance degrades by only a small amount.

Based on the performance of the first 1M insertions, it appears that InnoDB’s insertion buffer effectively eliminates the performance cliff that can occur when the database grows larger than RAM. This improvement explains the popularity of insertion buffers in database design.

However, in our experiment, as the database continues to grow, the efficacy of the insertion buffer declines. Figure 5.1 shows the time per 10,000 insertions as the database grows to 50M rows. Although the performance without the insertion buffer drops more quickly early on, it remains relatively stable thereafter. Performance with the insertion buffer, on the other hand, slowly declines over the course of the benchmark until it is only about a third faster than without the insertion buffer. This is well below the 5 – 80× speedups reported above.

As these experiments show, it can be difficult to extrapolate from small examples the performance gains that insertion buffers can provide for large databases. Therefore,
Figure 5.1: The cost of inserting batches of rows into an empty table in InnoDB with and without the insertion buffer. The rows are inserted in batches of 10,000 to avoid slowdown in parsing, and the keys are distributed uniformly. After 1M insertions, the buffered version takes 12.3% as long as the unbuffered version (measured over 50,000 insertions); after 50M insertions, the advantage is reduced so that the buffered version takes 68.3% of the time of the unbuffered. (Lower is better)

it is no wonder that reported speedups from insertion buffers vary wildly from as little as $2 \times$ to as high as $80 \times$ [31]. Some have even suggested that insertion buffers may provide many of the benefits of write-optimization [30], i.e., that insertion buffers can bring the performance of $B$-trees up to that of LSM-trees [82], COLAs [15], Fractal Trees [101], xDicts [28], or $B^\epsilon$-trees [29].

5.6.2 Experimental Validation

Here we validate our theoretical study of insertion buffers by showing that our analysis above can have a material impact on the performance of databases with insertions buffers. We simulated workloads of random insertions to a $B$-tree, with varying distributions on the inserted keys. We found that, as predicted, the performance was independent of the input distribution and closely matched the performance predicted by our theorems.

We then ran workloads of random insertions into InnoDB and measured the average batch size of flushes from its insertion buffer. InnoDB implements a variant of the random-item flushing strategy. We modified it to implement the golden-gate flushing
strategy. Despite the additional complexities of InnoDB’s insertion buffer implementation, we found that performance closely tracked our theoretical predictions and was independent of the distribution of inserted keys. We also found that the golden-gate flushing strategy improved InnoDB’s flushing rate by about 30% over the course of our benchmark.

Our analysis explains why insertion buffers can provide dramatic speedups for small databases, but only small gains are available as the database grows. Our results also provide useful guidance to implementers about which flushing strategy will provide the most performance improvement.

Our results also show that insertion buffers cannot deliver the same asymptotic performance improvements that are possible with write-optimized data structures, such as LSM-trees and B*-trees.

5.6.3 Insertion-Buffer Background

This section describes insertion buffers that are actually implemented and used in deployed systems and recent research prototypes.

**SAP:**

The SAP IQ database supports an in-memory row-level versioning (RLV) store, and insertions are performed to the RLV store and later merged into the main on-disk store [95].

**NuDB:**

The NuDB SSD-based key-value store buffers all insertions in memory, and later flushes it to SSD [81]. Flashes occur at least once per second, or more often if insertion activity causes the in-memory buffer to fill.
**Buffered Bloom and quotient filters:**

Bloom filters are known to have poor locality for both inserts and lookups. The buffered Bloom filter [32] improves the performance of insertions to a Bloom filter on SSD by buffering the updates in RAM. The on-disk Bloom filter is divided into pages, and each page has a buffer of updates in RAM. When a page’s buffer fills, the buffered changes are written to the page.

The buffered quotient filter stores newly inserted items in an in-memory quotient filter [18, 16]. When the in-memory quotient filter fills, its entire contents are flushed to the on-disk quotient filter.

**InnoDB:**

The InnoDB [84] B-tree implementation used in the MySQL [85] and MariaDB [51] relational database systems includes an insertion buffer.

Our experiments in this paper focus on InnoDB as an archetypal and open-source implementation of an insertion buffer, so we describe it in detail.

InnoDB structures its insertion buffer as a B-tree. When the insertion buffer becomes full, it selects the items to be flushed by performing a random walk from the root to a leaf. The random walk is performed by selecting, at each step, uniformly randomly from among the children of the current node. Once it gets to a leaf, it picks a single item to insert into the on-disk B-tree. This item, along with any other items in the insertion buffer that belong in that leaf, are inserted into the leaf and removed from the insertion buffer.

InnoDB’s insertion buffer is complicated in several ways. First, the size of the insertion buffer changes over time, as InnoDB allocates more or less space to other buffers and caches.

InnoDB also has a leaf cache. Whenever a leaf is brought into cache for any reason, all inserts to that leaf that are currently in the insertion buffer are immediately applied to the leaf, and any future inserts to that leaf also skip the insertion buffer as long as the leaf remains in cache.
Finally, it performs some flushing when the buffer is not full. Roughly every second, InnoDB performs a small amount of background flushing. Moreover, it prematurely flushes its buffer to a leaf when it calculates that such a flush will cause the leaf to split. We hypothesize that this feature exists to simplify the transactional system.

5.6.4 Leaf Probabilities in $B$-trees

In section 5.5, we established that, on insertion, the leaf probabilities are nearly uniform. We empirically verify this uniformity property by simulating insertions into the leaves of a $B$-tree. We insert real-valued keys i.i.d. according to uniform, Pareto (real-valued Zipfian) and normal distributions; the leaves of the $B$-tree split when they are full, and we measure the ratio of the maximal weight leaf to $1/n$. Lemma 13 tells us that this ratio should be asymptotically at most constant, but as fig. 5.2 shows, our experimental analysis shows further that this constant is generally less than 2. Because leaves generally split in 2, this makes some intuitive sense.

We also verify these results using the InnoDB storage engine. We insert 5 million rows into a database using uniform, Pareto and normal distributions on the keys. the
Figure 5.3: Deviation of the maximum and 95th percentile weight leaves from uniform as observed in InnoDB.

results are summarized in section 5.6.4. The maximum ratio does not exceed 2.3, and the 95th percentile ratio does not exceed 1.6. Thus the distribution of the keys to the leaves is in fact almost uniform.

5.6.5 Simulating Insertion Buffers

The ball-and-bins models described above are based on a static leaf structure. However, in practice inserting into a database causes the leaf structure (the number and probability distribution of bins in the model) to change. However, we can still perform the same strategies, and by simulating an insertion buffer in front of a database, we can compare their efficiency as well as verify that much of the static analysis empirically applies to the dynamic system.

We insert real-valued keys into the simulation according to one of several distributions of varying skewness: uniform on $[0,1000]$, Pareto with parameter $\alpha = \{0.5, 1.0, 2.0\}$, and uniform centered at 0, with standard deviation 1000. We have a buffer which stores 2,500 keys; when it fills we choose a leaf according to the chosen strategy and flush all the buffered keys destined to it. Initially we have one leaf, and the leaves split when they exceed 160 keys, as uniformly as possible.
As shown in fig. 5.4, the key distribution doesn’t affect the recycle rate of the insertion buffer, and as the number of leaves gets larger, the recycle rate decreases. Generally fullest bin does better than golden gate, and golden gate does better than random ball. Demonstrated with the normal distribution (all distributions perform very similarly), fig. 5.4f shows that golden gate initially outperforms random ball by about 30%, which then decreases as the number of bins grows.

5.6.6 Real-World Performance (InnoDB)

In this section, we empirically evaluate the performance of insertion buffers in InnoDB, the default storage engine in MySQL.

Analogously to the experiments in section 5.6.5, we insert rows into the MySQL database, and after every 10000 insertions, we check the “merge ratio” reported by InnoDB. This is the number of rows merged into the database from the buffer during each buffer flush, and corresponds to the recycling rate in the balls and bins model. We also check the reported memory allocated to the buffer, which allows us to control for memory usage.

The keys of the rows are i.i.d. according to the same real-valued probability distributions as in section 5.6.5: uniform on [0, 1000000], Pareto with parameter $\alpha = \{0.5, 1, 2\}$, and normal centered at 0 with standard deviation 1000. The results for the different distributions are shown in figs. 5.5a to 5.5e. The structure of the plot generally does not depend on the key distribution, and while there is more noise, the overall picture is similar to the plots in fig. 5.4.

If we were to hold the number of leaves roughly constant and change the buffer size, lemma 31 suggests that the relationship with recycle rate would be roughly linear. To test this, we ran the above experiment with buffer sizes from 8mb to 128mb in 2mb increments. We performed 11 million insertions with uniformly distributed keys each time, and then took the average recycle rate for the last million rows. As demonstrated in fig. 5.5f, the resulting plot is approximately linear.
Figure 5.4: Simulated results with various key distributions and recycling strategies. Recycle rates are taken over the latest 50,000 insertions. (Higher is better)
Figure 5.5: InnoDB Insertion buffer recycle rates for various key distributions and memory sizes. Recycling rate taken over last 10,000 insertions, except for fig. 5.5f, where it is taken over last 1 million insertions. (Higher is better)
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