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# ABSTRACT OF THE DISSERTATION 

# On Asymptotically Optimal Reinforcement Learning 

By Daniel Pirutinsky<br>Dissertation Director:<br>Professors Michael N. Katehakis and C. Wesley Cowan

We consider the problem of minimizing the long term average expected regret of an agent in an online reinforcement learning environment. In particular, we model this as a Markov Decision Process (MDP) where the underlying transition laws are unknown. There have been many recent successful applications in this area as well as many recent advances in theoretical techniques. However, there still is a significant gap between rigorous theoretical techniques and those that are in actual use. This work represents a step towards shrinking that gap.

In the first part we develop a set of properties sufficient to guarantee that any policy satisfying them will achieve asymptotically minimal regret (up to constant factor of the logarithmic term). The goal in this is to, rather than simply add one more learning policy to the mix, build a flexible framework that may be adapted to a variety of estimative and adaptive policies that are already in use and grant confidence in the performance. To that aim, this work lays the groundwork for what we believe is a useful technique for proving asymptotically minimal rate of regret growth. The conditions are presented here along with hints for how a verifier may prove that their particular algorithm satisfies these conditions. The ideas in this work build strongly on those of [1].

In the second part of this work, we derive an efficient method for computing the indices associated with an asymptotically optimal upper confidence bound algorithm (MDP-UCB) of [1]
that only requires solving a system of two non-linear equations with two unknowns, irrespective of the cardinality of the state space of the MDP. In addition, we develop the MDP-Deterministic Minimum Empirical Divergence (MDP-DMED) algorithm extending the ideas of [2] for the Multi-Armed Bandit (MAB-DMED) and we derive a similar acceleration for computing these indices that involves solving a single equation of one variable. We provide experimental results demonstrating the computational time savings and regret performance of these algorithms. In these comparison we also consider the Optimistic Linear Programming (OLP) algorithm [3] and a method based on Posterior (Thompson) sampling (MDP-PS).
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## Chapter 1

## Introduction, Background, and Formulation

### 1.1 Introduction

Reinforcement learning is a rapidly growing area of research with new techniques, problem specifications, and applications being constantly being developed. There have been many successful applications in this area, including Atari games [4], Go [5], currency trading [6], optimizing trade execution [7], clinical trials [8] and many more [9]. Although these seem to enjoy significant empirical success, lack a rigorous theoretical foundation that can give performance guarantees remains an issue. The increasing reliance in industry, government, healthcare, safety, robotics on these successful techniques come with an increasing concern about edge cases, safety, and performance guarantees. As noted in [10], among others, there still is a significant gap between rigorous theoretical results and techniques and those that are in actual use. This work represents an attempt to start closing that gap.

In Chapter 2 we approach this by developing a set of properties sufficient to guarantee that any policy satisfying them will achieve asymptotically minimal regret (up to constant factor of the logarithmic term). The goal in this is to, rather than simply add one more learning policy to the mix, build a flexible framework that may be adapted to a variety of estimative and adaptive policies and grant confidence in the performance. To that aim, work lays the groundwork for what we believe is a very useful technique for proving asymptotically minimal rate of regret growth. The conditions are presented here along with hints for how a verifier may prove that their particular algorithm satisfies these conditions. The ideas in this work build strongly on those of [1].

The practical use of the asymptotically optimal UCB algorithm (MDP-UCB) of [1] has been hindered [3, 11] by the computational burden of the upper confidence bound indices c.f. Eq. (3.1). In Chapter 3 we derive an efficient method for computing these indices that only requires
solving a system of two non-linear equations with two unknowns, irrespective of the cardinality of the state space of the MDP. In addition, we develop a similar acceleration for computing the indices for the MDP-Deterministic Minimum Empirical Divergence (MDP-DMED) algorithm developed in [12], based on ideas from [2], that involves solving a single equation of one variable. We provide experimental results demonstrating the computational time savings and regret performance of these algorithms. In these comparison we also consider the Optimistic Linear Programming (OLP) algorithm [3] and a method based on Posterior sampling (MDPPS).

The particular problem under consideration in this work is the online maximization of the expected average long run reward for an agent in an MDP with unknown transition probabilities. First introduced in [13] and later studied by [1] among others. The particulars of the problem are an important part of the results and the problem is of interest in itself. Long term average reward is ideally suited to online applications and long term training. We also believe that the techniques used here can be extended to other related forms of RL problems, for example, those with unknown rewards. Other criteria for evaluating the effectiveness of a particular RL algorithm include Probably Approximately Correct [14], Minimax regret [15], among others.

### 1.2 Reinforcement Learning Related Works

As this is a fast growing area of research, there is a lot of recent work. A good resource for reinforcement learning problems and their potential solution methods is [16]. For a more bandit focused approach, [17] has a nice overview of the current state of the art. Most directly relevant to this paper are Chapters 8,10 , and 38 therein. [18] discuss online learning while minimizing regret for predicting individual sequences of various forms, with Chapter 6 (bandit related problems) therein being most relevant here.

### 1.3 Formulation

Reinforcement learning problems are commonly expressed in terms of a controllable, probabilistic, dynamic system, where the dynamics must be learned over time. The classical model
for this is that of a discrete time, finite state and action Markov decision process (MDP). See for example, [19] and [11]. In particular, learning is necessary when the underlying dynamics (the transition laws) are unknown, and must be learned by observing the effects of actions and transitions of the system over time.

A finite MDP is specified by a quadruple $(S, A, R, P)$, where $S$ is a finite state space, $A=$ $[A(x)]_{x \in S}$ is the action space, with $A(x)$ being the finite set of admissible actions in state $x$, $R=\left[r_{x, a}\right]_{x \in S, a \in A(x)}$, is the expected reward structure and $P=\left[p_{x, y}^{a}\right]_{x, y \in S, a \in A(x)}$ is the transition law. Here $r_{x, a}$ and $p_{x, y}^{a}$ are respectively the one step expected reward and transition probability from state $x$ to state $y$ under action $a$. Stated more explicitly, when in state $x$, taking action $a \in A(x)$ yields a fixed reward of $r_{x, a}$ and a transition to state $y$ with probability $p_{x, y}^{a}$.

It is convenient to denote subsets of the full set of action $A$, by $A^{\prime} \subset A$ which is taken to mean $A^{\prime}(x) \subset A(x)$ (and $A^{\prime}(x)$ is non-empty) for all $x \in S$.

The central problem of interest is then to determine, for each state, which action the agent should take in that state. In this work, we consider the problem of identifying the optimal actions to maximize the long term expected average returns. Taking $X_{t}$ to be the state at time $t$ and $H_{t}$ the total history up to time $t$, and $\pi(x, h) \in A(x)$ to be the action taken in state $x$ given history $h$, the problem can be stated as follows: Find a policy $\pi$ to realize the maximum

$$
\begin{equation*}
\phi^{*}=\max _{\pi} \lim _{n \rightarrow \infty} \frac{1}{n} \mathbb{E}\left[\sum_{t=0}^{n-1} r_{X_{t}, \pi\left(X_{t}, H_{t}\right)}\right] . \tag{1.1}
\end{equation*}
$$

When all elements of $(S, A, R, P)$ are known the model is said to be an MDP with complete information (CI-MDP). In this case, optimal polices can be obtained via the appropriate version of Bellman's equations, given the prevailing optimization criterion, state, action, time conditions and regularity assumptions; c.f. [20], [21]. When some of the elements of $(S, A, R, P)$ are unknown the model is said to be an MDP with incomplete or partial information (PI-MDP). This is the primary model of interest for reinforcement learning, when some aspect of the dynamics must be learned through interaction with the system.

For the body of this work we consider the following partial information model: the transition probability vector $\underline{p}_{x}^{a}=\left[p_{x, y}^{a}\right]_{y \in S}$ is taken to be an element of the parameter space

$$
\Theta=\left\{\underline{p} \in \mathbb{R}^{|S|}: \sum_{y \in S} p_{y}=1, \forall y \in S, p_{y}>0\right\},
$$

that is, the space of all $|S|$-dimensional probability vectors.
The assertion of this parameter space deserves some unpacking. It is at first simply a theoretical convenience-it ensures that for any control policy, the resulting Markov chain is irreducible. It also represents a complete lack of prior knowledge about the transition dynamics of the MDP. Knowing that certain state-state transitions are impossible requires prior model specific knowledge (such knowing the rules of chess). Learning based purely on finite observed data could never conclude that a given transition probability is zero. Thus, we assert a uniform Bayesian prior on the transition probabilities and therefore the likelihood associated with $p=0$ is 0 . In this way, asserting this parameter space starting out represents a fairly agnostic initial view of the underlying learning problem. A possible future direction of study is to examine how to efficiently incorporate prior knowledge, for instance modifying the specified parameter space, into the learning process without compromising on the learning rate. [22] and [23] discuss hidden parameterized transition models, for example, which leverage additional prior knowledge about the transition probability space.

We will take this unknown transition law to be the only source of incomplete information about the underlying MDP. The reward structure $R=\left[r_{x, a}\right]_{x \in S, a \in A(x)}$ is taken to be known (at least in expectation), and constant. Much of the discussed algorithms will generalize to the situation where the distribution of rewards must also be learned, but we reserve this for future work.

As final notation, it is convenient to define the specific data available at any point in time, under a given (understood) policy $\pi$ : let $T_{x}(t), T^{a}(t), T_{x, y}^{a}(t)$ be, respectively, the number of visits to state $x$, the number of times action $a$ was taken in state $x$, and the number of transitions from $x$ to $y$ under action $a$, that are observed in the first $t$ rounds.

In the next subsection, we consider the case of the controller having complete information (the best possible case) and use this to motivate notation and machinery for the remainder of the work.

### 1.3.1 MDPs under Complete Information

A classical result of [19] is that in order to maximize the long-term expected average value, as in Eq. (1.1), it suffices for the agent to choose actions based only on the current state. Hence,
we can restrict ourselves to policies that depend only on the current state $X_{t}$. Indeed, in the irreducible case, the optimal policy can be derived from the solution $\left(\phi^{*}, \underline{v}^{*}\right)$ to the following system of Bellman's equations:

$$
\begin{align*}
& \Pi(A, P)=(\phi, \underline{v}) \\
& \quad \text { such that }\left\{\forall x \in S: \phi+v_{x}=\max _{a \in A(x)}\left[r_{x, a}+\sum_{y \in S} p_{x, y}^{a} v_{y}\right] \text { and } \sum_{y \in S} v_{y}=0\right\} . \tag{1.2}
\end{align*}
$$

Given such a solution $\left(\phi^{*}, \underline{v}^{*}\right)$ to the above, an optimal policy (i.e., one that realizes the maximal long term average expected value) may be realized by the agent taking the maximizing action in every state, i.e.,

$$
\begin{equation*}
\pi^{*}(x)=\arg \max _{a \in A(x)}\left[r_{x, a}+\sum_{y \in S} p_{x, y}^{a} v_{y}^{*}\right] . \tag{1.3}
\end{equation*}
$$

It is worth noting that in the case there are multiple such actions, any arbitrary selection of them will suffice. Indeed, any optimal deterministic policy will realize equality in this system [19].

The constant $\phi^{*}$ above represents the maximal long term average expected reward of an optimal policy. The vector $\underline{v}^{*}$, or more precisely, $v_{x}^{*}$ for any $x \in S$, represents in some sense the immediate value of being in state $x$ relative to the long term average expected reward. The value $v_{x}$ essentially encapsulates the future opportunities for value available due to being in state $x$ [19].

### 1.3.2 MDPs under Partial Information and Regret

Determining the policy $\pi^{*}$ as in Eq. (1.3) depends on having complete knowledge of the transition law $P$. If it is unknown, or only approximately known, the underlying optimality values ( $\phi^{*}, \underline{v}^{*}$ ) will be unknown, and the optimal actions cannot be determined with certainty. This may frequently be the case, especially when the transition law must be learned via experimentation or approximated based on available data. In this case, the agent need not only attempt to determine the optimal actions, but also determine the actions worth experimenting with so as to collect more data - the classical exploration vs exploitation dilemma.

To quantify the performance of a policy, we utilize the concept of regret or regretful actions: the number of times an agent takes an action that is sub-optimal. For any policy $\pi$, since
$T^{a}(n) \leq n$ we immediately get that for all policies $\pi$, and any transition law $P$, for any suboptimal action, $a$, we have:

$$
\begin{equation*}
\mathbb{E}\left[T^{a}(n)\right]=O(n) \tag{1.4}
\end{equation*}
$$

This is trivial. A good policy should therefore achieve a tighter bound (e.g. $o(n)$ ) for all possible $P$. In [1], they consider policies that are "uniformly fast" for all $P$, that is, for all sub-optimal actions $a, \mathbb{E}\left[T^{a}(n)\right]$ grows slower than any polynomial function of $n$. Formally,

$$
\begin{equation*}
\mathbb{E}\left[T^{a}(n)\right]=o\left(n^{\alpha}\right) \forall \alpha>0 . \tag{1.5}
\end{equation*}
$$

The central result there is that for any uniformly fast policy, logarithmic regret is the best that can be achieved universally, i.e., for any uniformly fast policy $\pi$,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{\mathbb{E}\left[T^{a}(n)\right]}{\ln n} \geq C^{*}(S, A, R, P), \tag{1.6}
\end{equation*}
$$

for some positive constant $C^{*}(S, A, R, P)$. One interpretation of this lower bound is that learning requires mistakes. Some amount of experimentation with sub-optimal actions is necessary to be able to correctly identify the true optimum, and this will incur mistakes at least at this rate. This is in fact tight, as that paper goes on to show, demonstrating both rate constants on this lower bound, and a specific MDP policy that achieves this lower bound.

## Chapter 2

## Sufficient Conditions for Asymptotically Optimal Reinforcement Learning

### 2.1 Introduction

This chapter can be seen as an extension or generalization of the ideas in [1]. Rather than focusing on specific index policy, we use the insights and structure of the analysis in [1] to guide the development of sufficient conditions that will guarantee asymptotic logarithmic growth of regret for a wide range of algorithmic techniques. We present a set of sufficient conditions such that if a verifier can show that their algorithm satisfies them, they can enjoy guaranteed asymptotic minimal regret. Armed with these results the verifier can be confident that their technique is actually optimal. Where appropriate we include hints for how the verifier may show these conditions, and why we think these can be more widely applied to existing techniques in practice.

### 2.1.1 Related Work

Early work in [21], [24], and [25], focused on establishing conditions under which consistent algorithms could be derived. For conditions on the algorithms, the main result of [26] is that under some general conditions, value iteration methods (e.g. Q-learning [27]) will converge to true state-action values. The problem they study is a finite MDP with the goal of minimizing total expected discounted cost. Their goal of simplifying the proof of the convergence of value iteration RL methods dovetails nicely with the results presented here. Their results can be seen as a step towards proving condition 2. Namely, if the technique that an algorithm uses for value estimation is a value iteration method of the type discussed and can then be shown to converge fast enough, it will satisfy condition 2. An important caveat is that their results show
that these methods will converge with probability 1 but fail to address the rate at which these methods converge, which is of central importance here. [26] addresses the estimation of the value function. This is an important part of the reinforcement learning problem, but doesn't address the exploration vs exploitation aspect. In other words, at what rate are we converging? Can we go faster? How are we choosing the specific actions to take? In fact, we conjecture that our technique here, coupled with strong results about the convergence rate of value function estimators, can be used to provide further rigorous guarantees for the growth rate of regret for a wide range of algorithms.

### 2.1.2 Chapter Structure

This chapter is organized as follows. Section 2.2 introduces the concept of over-sampling and minimally sampling, which aside from being important to the results of this work, are of interest in themselves as they give some nice intuition about the underlying learning problem. In Section 2.3 we leverage the previous discussion about sampling rates to formalize the effective estimation of the unknown quantities, namely the transition probabilities and the state values, and introduce the concept of the 3 different versions of the MDP, $\Pi^{*}, \Pi_{t}$, and $\hat{\Pi}_{t}$. This section is the basis for conditions 1 and 2. In Section 2.4 we establish some general notation, some regularity events, and convenient results. The basis for condition 3 is established here as well. The fundamental problem of exploration and exploitation is discussed in Section 2.5 which lead to conditions 4 and 5 . Section 2.6 is where the conditions are explicitly stated along with hints for a verifier on how they might proceed to establish them. In Section 2.7 we state the main theorem of this paper and give the proof. In Section 2.8 we conclude by discussing possible future directions that this research can take. Finally, Section 2.9 establishes and proves some useful lemmas about various events for this reinforcement learning problem.

### 2.2 Sampling Rates

As was hinted at in Section 1.3.2, the logarithmic lower bound of regret from [1], suggests that for each action there is a logarithmic sampling rate, dependent on the unknown transition probabilities, at which the action must be taken in order to distinguish it from the optimal
actions. For any action $a$, let $g^{a}(n)=\beta^{a} \ln (n)$, where $\beta^{a}$ is some positive constant that may depend on the unknown underlying MDP instance, be this minimal sampling rate. We say an action has been minimally sampled at time $n$ if it has been taken at least $g^{a}(n)$ times. Formally,

## Definition 1. Minimally Sampled Events

Let the event minimally sampled, $M S_{n, a}$ denote the event that action a has been sampled at least $g^{a}(n)=\beta^{a} \ln (n)$ times by time $n$. More precisely,

$$
\begin{equation*}
M S_{n, a}=\left\{T^{a}(n) \geq g^{a}(n)\right\} \tag{2.1}
\end{equation*}
$$

Next we introduce a useful lemma relating this minimal sampling rate to regret.

## Lemma 1. Minimally Sampled Counts

The expected number of times an action a has been taken when it has not been sampled $g^{a}(t)$ times by time $n$ is less than $g^{a}(n)=O(\ln (n))$. Formally,

$$
\begin{equation*}
\mathbb{E}\left[\sum_{t=0}^{n} \mathbb{1}\left\{\pi_{t}=a, M S_{t, a}^{c}\right\}\right]<g^{a}(n)=O(\ln (n)) \tag{2.2}
\end{equation*}
$$

Proof of this lemma is provided in Section 2.9.1.
This minimal sampling rate also implies that if we are to achieve logarithmic regret, the only actions that should be taken super-logarithmically are the truly optimal actions. With this as motivation we define the over-sampled rate. Let $b(n)$ be a sub-linear, super-logarithmic function, for example $b(n)=\ln ^{2}(n)$. We say an action is over-sampled at time $n$ if it has been sampled at least $b(n)$ times. Formally,

## Definition 2. Over-Sampled Action

For a sub-linear, super-logarithmic function $b(n)$, we say an action a is over-sampled at time $n$, if it has been sampled at least $b(n)$ times. That is,

$$
\begin{equation*}
T^{a}(n) \geq b(n) \tag{2.3}
\end{equation*}
$$

Figure 2.1 is an illustrative plot of these rates to give a better intuitive sense of these rates. Consider some action $a$ and plot the number of times it has been been sampled by time $n, T^{a}(n)$. We can divide this plot into three distinct areas.


Figure 2.1:

The bottom green area represents a sub-logarithmic sampling rate. If the number of samples, $T^{a}(n)$, is in that area, we know that we do not have enough information to have ruled it out as being optimal. That is, we have under sampled the action and regardless of our current estimates we should continue to sample it in order to collect more information. The top red area represents a super-logarithmic sampling rate that is greater than or equal to $b(n)$. If the number of samples, $T^{a}(n)$, is in that area, then we know have more than enough information to determine if it is optimal or not. Indeed, only optimal actions should be sampled more than $b(n)$ times, so if we estimate that action $a$ is sub-optimal, we should stop taking it. Both of these rates are in some sense "obvious". That is, they hold, independent of the unknown transition probabilities, and thus the controller can make decisions about these directly. This insight will motivate Definition 7 and lead us to condition 3, explicitly defined in Section 2.6

The key difficulty is the yellow area in the middle. For a controller to achieve minimal regret they must ensure that all actions are minimally sampled, $g^{a}(n)$, but not over-sample suboptimal actions (top red area). We plot three example possible forms of $g^{a}(n)$ in that area. Since the minimal sampling rate $g^{a}(n)$, depends on the unknown transition probabilities, it is
within this band that the controller must learn the transition probabilities, attempt to identify the necessary minimal sample rate, and balance exploration and exploitation. This balancing act will be discussed in more detail in Section 2.5. First, however, we discuss ensuring that we use the data we collect to effectively and efficiently estimate the properties of the MDP.

### 2.3 Estimating the Unknown Probabilities

As indicated previously, knowledge of $P$ and $\underline{v}$ is sufficient to define and utilize the true optimal policy. However, if that information is not available, it must be estimated from the data available at a given time, i.e., observed transitions for actions taken up to a given time. This makes separating the action policy from the estimators difficult - the data available to construct the estimators at any time depends explicitly on the policy through the actions taken. Further, while the transition probabilities for a given state and action represent local information, a control policy might construct estimators for those transition probabilities based on globally sampled data (i.e., transitions observed from other potentially related states and actions). In both these cases, the properties of estimators for $P$ and $\underline{v}$ at a specific time may depend heavily on the properties of the policy that brought the controller to that point. However, we can at least require that our estimators use the data that they have collected to efficiently estimate what they can. Let $\hat{P}_{t}$ be an estimate of $P$, constructed from whatever information is available at time $t$ (the implicit dependence on $\pi$ is suppressed). The estimate $\hat{P}_{t}$ is a fast local $\varepsilon$-effective estimator if for all sufficiently small $\varepsilon>0$, it quickly provides accurate estimates for the local transition vectors as more data is collected. Formally,

## Definition 3. Fast local $\varepsilon$-effective estimators

$\hat{P}_{t}$ is a fast local $\varepsilon$-effective estimator iffor all sufficiently small $\varepsilon>0$, for sufficiently large local time $k=T^{a}(t)$, if the estimator depends solely on local time $k$,

$$
\begin{equation*}
\mathbb{P}\left(\left\|\hat{\underline{P}}_{x}^{a}(t)-\underline{P}_{x}^{a}\right\|>\varepsilon \text { and } T^{a}(t)=k\right) \leq O\left(\frac{1}{e^{k}}\right) . \tag{2.4}
\end{equation*}
$$

If the estimator depends on global time, we require,

$$
\begin{equation*}
\mathbb{P}\left(\exists t^{\prime} \geq t:\left|\hat{\hat{P}}_{x}^{a}\left(t^{\prime}\right)-\underline{P}_{x}^{a}\right|>\varepsilon \text { and } T^{a}\left(t^{\prime}\right)=k\right) \leq O\left(\frac{1}{e^{k}}\right) \tag{2.5}
\end{equation*}
$$

This is indeed condition 1 discussed in Section 2.6
Either of the above are natural properties for any worthwhile estimator to satisfy, essentially guaranteeing that the decision to take a given action will improve knowledge at least about that action. This guarantees that actions are always locally well-informed, but this does not guarantee global performance. Constructing a worthwhile policy then depends on successfully integrating this local information to infer global knowledge.

We can begin this process with the following observation, if every action is better known the more often it is taken, there must be some subset of actions over which the estimator is accurate. Indeed, recalling our discussion on sampling rates in Section 2.2, if an action is minimally sampled it will be well estimated. However, determining the minimal sampling rate $g^{a}(t)$ requires knowledge about the unknown transition probabilities, which requires us to sample at the minimal sampling rate! To address this dilemma, recall that if an action is over-sampled it will be minimally sampled regardless of its unknown transition probabilities. Thus, if we restrict our attention to just over-sampled actions we are guaranteed to be using well estimated actions. This motivates the following definition.

Definition 4. The set of over-sampled actions $A_{t}$, is the set of actions such that, for each $x \in S$ :

$$
\begin{equation*}
A_{t}(x)=\left\{a \in A(x): T^{a}(t) \geq b\left(T_{x}(t)\right)\right\} . \tag{2.6}
\end{equation*}
$$

Where $b(t)$ is the over-sample rate function defined in Section 2.2. ${ }^{1}$
Hence, the locally informative estimator $\hat{P}_{t}$ can be said to give globally accurate information, at least about the restricted problem on actions in $A_{t}$. This definition is independent of the underlying policy - it simply states that whatever actions are used sufficiently often ( $b$-often), the transition estimates for those actions are good. It is straightforward to construct and verify such estimators in this environment but it is worth taking a more general probabilistic view for the following reason. In applications, an agent may take any number of approaches toward approximating the transition law (naive estimates, neural networks, etc) and in fact prior information as to the structure of the transition law (probabilities peaking around related or similar

[^0]states, dropping for distant or dissimilar states) may inform and tighten the resulting estimates. Whatever the case, all results to follow depend simply on the agent's estimators converging in the indicated way, however the agent arrives at that construction.

In particular, if we have an effective estimator of the underlying transition law, then with high probability, we have good estimates of at least some of the available actions in each state. While there may be uncertainty about the entire MDP, we can use these estimates to derive good information about a restricted MDP.

This can be summarized in the following way. There are essentially three MDP problems we are interested in at any point in time, and therefore three sets of Bellman's Equations (1.2) we are interested in solving:

- $\Pi^{*}$ : the full 'unrestricted' problem $\Pi(A, P)$ over action set $A$ and transition law $P$,
- $\Pi_{t}$ : the 'restricted' problem at time $t, \Pi\left(A_{t}, P\left[A_{t}\right]\right)$, over action set $A_{t}$ and transition law $P\left[A_{t}\right]$,
- $\hat{\Pi}_{t}$ : the 'estimated' restricted problem at time $t, \Pi\left(A_{t}, \hat{P}_{t}\left[A_{t}\right]\right)$, over action set $A_{t}$ and transition law $\hat{P}_{t}\left[A_{t}\right]$.

Note that at any time, $\Pi^{*}$ the true unknown MDP problem. The problem $\hat{\Pi}_{t}$ is a known MDP and solvable, as it depends only on the known estimates available at any time. The problem $\Pi_{t}$ is an interesting midpoint between these two, as it is an unknown MDP which is restricted to actions that are over-sampled, and therefore have good estimates for their transition laws. We will show that solving $\hat{\Pi}_{t}$ serves as a good estimate for $\Pi_{t}$, and how to leverage this information about $\Pi_{t}$ into discovering the solution for $\Pi^{*}$.

For $\Pi_{t}$ and $\Pi^{*}$, we may take the solutions to the Bellman equations to be $\left(\phi_{t}, \underline{v}_{t}\right)$ and $\left(\phi^{*}, \underline{v}^{*}\right)$ respectively. For $\hat{\Pi}_{t}$, it is convenient to potentially consider approximate solutions ( $\hat{\phi}_{t}, \hat{v}_{t}$ ), as solving the full system of Bellman equations may be expensive. Based on the solutions $\left(\phi^{*}, \underline{v}^{*}\right),\left(\phi_{t}, \underline{v}_{t}\right)$, and $\left(\hat{\phi}_{t}, \hat{\hat{v}}_{t}\right)$, it is convenient to denote the optimal action sets corresponding with each as $O^{*} \subset A, O_{t}^{*} \subset A_{t}$, and $\hat{O}_{t}^{*} \subset A_{t}$, respectively. As the solution $\left(\hat{\phi}_{t}, \hat{\underline{v}}_{t}\right)$ may only be an estimate, like the estimators $\hat{P}_{t}$ above, we introduce the following definition. The estimate $\left(\hat{\phi}_{t}, \hat{v}_{t}\right)$ is a fast global $\delta$-effective estimator if for all sufficiently small $\delta>0$, it quickly provides accurate estimates for the global state values as more data is collected. Formally,

## Definition 5. Fast global $\delta$-effective estimators

For all sufficiently small $\delta>0$, for sufficiently large global time $t$,

$$
\begin{equation*}
\mathbb{P}\left(\left\|\hat{\Pi}_{t}-\Pi_{t}\right\|>\delta\right) \leq O\left(\frac{1}{e^{t}}\right) . \tag{2.7}
\end{equation*}
$$

This is indeed condition 2 discussed in Section 2.6 .
As in the case of the estimators $\hat{P}_{t}$ above, the existence and an explicit construction of such an approximate solution can be easily shown, but these results will hold regardless of how such a solution is obtained.

The following result summarizes what knowledge effective estimators grant about the underlying restricted problem.

## Definition 6. Good Estimation Event

The Good Estimation event, $G E_{t}$ is defined to be

$$
G E_{t}=\left\{\begin{array}{l}
\left|\hat{\underline{P}}_{x, t^{\prime}}^{a}-\underline{P}_{x}^{a}\right| \leq \varepsilon \| \text { for all a such that } M S_{t^{\prime}, a},  \tag{2.8}\\
\left\|\left(\hat{\phi}_{t^{\prime}}, \hat{h}_{t^{\prime}}\right)-\left(\phi_{t^{\prime}}, \underline{h}_{t^{\prime}}\right)\right\| \leq \delta, \\
\hat{O}_{t^{\prime}}^{*} \subset O_{t^{\prime}}^{*} \text { for all } t^{\prime} \geq t
\end{array}\right\}
$$

## Lemma 2. Good Estimation is likely

Under fast local $\varepsilon$-effective estimators and fast global $\delta$-effective estimators, then for sufficiently large $t$,

$$
\begin{equation*}
\mathbb{P}\left(G E_{t}^{c}\right) \leq O\left(\frac{1}{t}\right) \tag{2.9}
\end{equation*}
$$

Proof of this lemma is given in Section 2.9.2
This result warrants some remarks both on its strength and its shortcomings: as to its strengths, this result holds under any policy. If the estimators are good, there will always be some subset of actions over which not only are the transitions and optimality values wellestimated, but as a result, the optimal actions for this restricted problem are known. If we could additionally guarantee that the restricted problem $\Pi_{t}$ converges to the true problem $\Pi^{*}$, this would guarantee (probabilistic) discovery of the truly optimal actions.

It is worth noting as well - the growing confidence in the restricted optimal actions does not necessarily translate to discovery of the unrestricted optimal actions. Consider the hypothetical
policy that always takes the same (sub-optimal) action in every state. Under this policy, the single actions taken will be extremely over-sampled, the transitions for these actions wellestimated, and the optimality values well-estimated as well. Indeed, we can easily determine the specific optimal actions for this restricted problem (as there would be only one available action for each state under the restricted problem). However, this policy would fail to discover the truly optimal actions, as it performs no experimentation at all. But, under a guarantee of sufficient exploration and exploitation, we can guarantee that $\hat{\underline{v}}_{t} \rightarrow \underline{v}^{*}$, and ultimately that for any sub-optimal action $a$, we have

$$
\begin{equation*}
\mathbb{E}\left[T^{a}(n)\right]=O(\ln n) . \tag{2.10}
\end{equation*}
$$

This will be discussed in Section 2.5, but we first need to establish some regularity results about the estimation process.

### 2.4 Preliminaries

Before we discuss the main portion of this chapter, namely the optimal balancing of exploration and exploitation, it is useful to establish some general notation and results related to the regularity of the estimation of an MDP.

### 2.4.1 Regularity

Recall from the discussion in Section 2.2 that only optimal actions should be sampled more than $b(t)$ times, and thus stay in the over-sampled set $A_{t}$. It is convenient to define the following event.

## Definition 7. Retainment and Release Events, $\boldsymbol{R E}_{t}$

Let the retainment and release event, $R E_{t}$ denote that for all current and future time, believed optimal actions are retained in the over-sampled set and believed sub-optimal actions are not taken. Formally,

$$
\begin{equation*}
R E_{t}=\left\{\hat{O}_{t^{\prime}}^{*} \subset A_{t^{\prime}+1}, \pi_{t^{\prime}} \notin A_{t^{\prime}} \backslash \hat{O}_{t^{\prime}}^{*} \text { for all } t^{\prime} \geq t\right\} \tag{2.11}
\end{equation*}
$$

A good algorithm should guarantee that this event occurs with high probability. Indeed, this will be condition 3 explicitly defined in Section 2.6 .

In order to be able to discuss the local visits to a state over some interval in global time, we define a mesh that represents the global times over the interval at which the state has been visited. Formally,

## Definition 8. Mesh over an Interval

The mesh of state $x$ over the time interval $I=\left[I^{-}, I^{+}\right]$is the ordered set,

$$
\begin{equation*}
M_{x}(I)=\left\{m \mid X_{m}=x, I^{-} \leq m \leq I^{+}\right\} \tag{2.12}
\end{equation*}
$$

In this way $M_{x}(I)$ represents the ordered global times over the interval $I$ that we have visited state $x$. Having thus established a notional way to refer to the visits to a particular state, we now address how often a state is visited over an interval.

## Definition 9. Frequent Visits Events, $\boldsymbol{F} \boldsymbol{V}_{t}$

Let the event frequent visits, $F V_{t}$ denote the event that over any interval I with lower bound $I^{-}=O(t+t / b(t) \geq t$ and width $(O(t / b(t))$, for any state $x$, we have visited that state linearly often. Formally,

$$
\begin{equation*}
F V_{t}=\left\{T_{x}\left(I^{+}\right)-T_{x}\left(I^{-}\right) \geq \rho \cdot O\left(\frac{t}{b(t)}\right)\right\} \tag{2.13}
\end{equation*}
$$

Results of [1] that this event is occurs with high probability. This claim is made more precise in Section 2.9.3

Next, recall the definition of the Good Estimation event $\mathrm{GE}_{t}$, Definition 6 and the fact that this event also occurs with high probability, Lemma 2.

For simplicity, we combine all these events into one regularity event, $\mathrm{R}_{t}$.

## Definition 10. Regularity Events, $\boldsymbol{R}_{t}$

Let the event regularity, $R_{t}$ denote the event that all the events $G E_{t}, R E_{t}$, and $F V_{t}$ hold. That is,

$$
\begin{equation*}
R_{t}=\left\{G E_{t}, R E_{t}, F V_{t}\right\} \tag{2.14}
\end{equation*}
$$

So under regularity $\mathrm{R}_{t}$, for all future time after $t$, we have good estimates for any minimally sampled action, retainment and release is in effect, and we have frequent visits to every state. The conditions that we will place on the algorithms will guarantee that with high probability, the regularity event will occur. This claim is made precise and proven in Section 2.9.3.

### 2.4.2 MDP Ordering

For the following discussion, it is convenient to introduce an ordering relation for MDPs. For action sets $A^{\prime}, A^{\prime \prime} \subset A$, systems of Bellman's equations $\Pi^{\prime}=\Pi\left(A^{\prime}, P\right), \Pi^{\prime \prime}=\Pi\left(A^{\prime \prime}, P\right)$, with respective solutions $\left(\phi^{* \prime}, \underline{v}^{* \prime}\right),\left(\phi^{* \prime \prime}, \underline{v}^{* \prime \prime}\right)$, and respective optimal action sets $O^{* \prime}, O^{* \prime \prime}$

- if $\phi^{* \prime}<\phi^{* \prime \prime}$, then take $\Pi^{\prime}<\Pi^{\prime \prime}$
- if $\phi^{* \prime}=\phi^{* \prime}$ and $O^{* \prime} \subset O^{* \prime \prime}$, then take $\Pi^{\prime}=\Pi^{\prime \prime}$

Thus, two MDPs are taken to be equal if and only if they yield equivalent optimal $\phi \mathrm{s}$, and share at least one optimal policy. Note that we have, by the uniqueness of the solution to Bellman's equations that

$$
\begin{equation*}
\Pi^{\prime}=\Pi^{\prime \prime} \Longrightarrow \underline{v}^{* \prime}=\underline{v}^{* \prime \prime} \tag{2.15}
\end{equation*}
$$

This provides a convenient language for discussing the progression $\left\{\Pi_{t}, \Pi_{t+1}, \ldots\right\}$. In fact this progression can be achieved using the notion of improving actions.

## Definition 11. Improving Action

For an MDP $\Pi^{\prime}$ restricted to some subset of actions $A^{\prime} \subset A$, with solution ( $\phi^{* \prime}, v^{* \prime}$ ), an improving action $a^{+} \in A \backslash A^{\prime}$ is such that,

$$
\begin{equation*}
r_{x, a^{+}}+\sum_{y \in S} p_{x,}^{a^{+}} y^{*^{\prime}}>\max _{a \in A^{\prime}}\left[r_{x, a}+\sum_{y \in S} p_{x, y}^{a} v^{* \prime}\right] \tag{2.16}
\end{equation*}
$$

That is, adding the action $a^{+}$to the restricted action set strictly improves the optimality values $\left(\phi^{*}, \underline{v}^{*}\right)$. Using our language of ordering MDPs, we can write $\Pi^{\prime}=\Pi\left(A^{\prime}, P\right)<\Pi^{\prime \prime}=$ $\Pi\left(A^{\prime} \cap a^{+}, P\right)$. Incidentally, this notion is the basis of policy iteration schemes for solving known MDPs.

### 2.5 Optimal Balancing of Exploration and Exploitation

As was mentioned in the end of Section 2.2, the key component of a good algorithm is managing the exploration and exploitation within the middle portion of Figure 2.1. In this section we present two conditions that if an algorithm can satisfy under relatively simple circumstances, it will optimally balance these two competing interests.

### 2.5.1 Sufficient Exploration

The goal of exploration is to discover actions that perform better than those currently available. In particular, since over-sampled actions and the restricted MDP are highly likely to be wellunderstood, as in Lemma 2, better actions must be found outside the over-sampled set. If the transition law was known, then these actions could be computed as the basis of a policyiteration based scheme for computing the unrestricted optimal policy. However, the transition law is not known, and thus at any time $t$ the improving actions may be unknown. Sufficient exploration should guarantee that improving actions will be discovered over time. This will lead to overall improvement of the optimality values for the restricted problem and convergence to and discovery of the true, unrestricted, optimal actions. In an effort to make this as simple as possible for a verifier to satisfy this condition we attempt to quantify this in its purest form.

Consider a growing interval of time, under which things behave regularly, our MDP problem is constant and sub-optimal, where there is a single action outside the over-sampled set, and that action is an improving action. We want to guarantee that the probability of never taking such an action (i.e. never exploring when we should) decreases over time. Thus, we may quantify sufficient exploration in the following way:

## Sufficient Exploration

For sufficiently large $t$, for any interval $I=\left[I^{-}, I^{+}\right]$with a lower bound $I^{-}=$ $O(t+t / b(t))$ and width $O(t / b(t))$, under the regularity conditions $\mathrm{R}_{I^{-}}, \Pi_{t^{\prime}}=\Pi<$ $\Pi^{*}$ for all $t^{\prime} \in I$, for at least one improving action $a^{+}$in state $x_{a^{+}}$, and where for every action $a$ except $a^{+}, T_{x_{a}^{+}}^{a}\left(t^{\prime}\right) \geq b\left(I^{+}\right)$, we have,

$$
\begin{equation*}
\mathbb{P}\left(\pi_{m} \neq a^{+} \text {for all } m \in M_{x_{a^{+}}}(I)\right) \leq O\left(\frac{1}{I^{+} b\left(I^{+}\right)}\right) . \tag{2.17}
\end{equation*}
$$

This property guarantees (with high probability) that if there is an improving action to be found, over a growing time interval we are performing at least some exploration to find it. Indeed, this will be condition 4 , discussed more in Section 2.6 ,

### 2.5.2 Sufficient Exploitation

The goal of exploitation is to leverage our knowledge to gather the maximum rewards. Put another way, if we know enough about all action to determine that it is sub-optimal we should stop taking it.

Similarly to the exploration condition above, consider a growing interval of time, under which things behave regularly, but now we have a constant but optimal MDP. We have thus correctly identified the optimal actions. To ensure that we exploit our correct identification of the optimal actions, we want to guarantee that the probability of taking a sub-optimal action decreases over time. Thus, we may quantify sufficient exploitation in the following way:

## Sufficient Exploitation

For sufficiently large $t$, for any interval $I=\left[I^{-}, I^{+}\right]$with a lower bound $I^{-}=O(t+$ $t / b(t))$ and width $O(t / b(t))$, under the regularity conditions $\mathrm{R}_{I^{-}}, \Pi_{t^{\prime}}=\Pi^{*}$ for all $t^{\prime} \in I$, for any sub-optimal action $a \notin O^{*}\left(X_{I+}\right)$ with, $\mathrm{MS}_{I^{+}, a}$, we have,

$$
\begin{equation*}
\mathbb{P}\left(\pi_{I+}=a\right) \leq O\left(\frac{1}{I+}\right) \tag{2.18}
\end{equation*}
$$

This property guarantees that if we have sampled an action enough to determine it is suboptimal (minimally sampled), the probability that we continue to take it decreases over time. Indeed, this will be condition 5, discussed more in Section 2.6 .

### 2.6 Sufficient Conditions

In this section we provide an explicit statement of each of the conditions presented in this paper, give some intuition to aid the reader, and explain how a verifier might use the specifics of these conditions to bound their own algorithm's performance.

The first two conditions are related to the efficiency and accuracy of our estimators as discussed in Section 2.3. Firstly, we must have fast local (transition) $\varepsilon$-effective estimators. Let $\hat{P}_{t}$ be an estimate of $P$, constructed from whatever information is available at time $t$, then the condition is,

## Condition 1. $\hat{P}_{t}$ is a fast local $\varepsilon$-effective estimators

For all sufficiently small $\varepsilon>0$, for sufficiently large local time $k=T^{a}(t)$, if the estimator depends solely on local time $k$,

$$
\begin{equation*}
\mathbb{P}\left(\left\|\underline{\hat{P}}_{x}^{a}(t)-\underline{P}_{x}^{a}\right\|>\varepsilon \text { and } T^{a}(t)=k\right) \leq O\left(\frac{1}{e^{k}}\right) \tag{2.19}
\end{equation*}
$$

If the estimator depends on global time, we require,

$$
\begin{equation*}
\mathbb{P}\left(\exists t^{\prime} \geq t:\left|\underline{\hat{P}}_{x}^{a}\left(t^{\prime}\right)-\underline{P}_{x}^{a}\right|>\varepsilon \text { and } T^{a}\left(t^{\prime}\right)=k\right) \leq O\left(\frac{1}{e^{k}}\right) \tag{2.20}
\end{equation*}
$$

Intuitively this condition guarantees that after gathering sufficient data, we are able to quickly and accurately estimate the transition probabilities. This can be achieved by a direct tabular form of estimation. Note however, that this condition allows for other potential estimation techniques which may, for example, take into account a priori knowledge of the MDP structure, or use non-tabular methods for example as in a neural network approach.

Secondly, we must have fast global (restricted MDP) $\delta$-effective estimators. Let $\left(\hat{\phi}_{t}, \hat{\underline{v}}_{t}\right)$ be an estimated solution to the restricted MDP, $\Pi_{t}$, then the condition is,

Condition 2. $\left(\hat{\phi}_{t}, \hat{v}_{t}\right)$ is a fast global $\delta$-effective estimators,
For all sufficiently small $\delta>0$, for sufficiently large global time $t$,

$$
\begin{equation*}
\mathbb{P}\left(\left\|\hat{\Pi}_{t}-\Pi_{t}\right\|>\delta\right) \leq O\left(\frac{1}{e^{t}}\right) \tag{2.21}
\end{equation*}
$$

In a similar way to the condition above, this guarantees that if we have collected enough data, we can quickly and accurately estimate the state values of the restricted $\operatorname{MDP} \Pi_{t}$. That is, considering only the actions which have been over-sampled, can we at least accurately estimate the state values of that version of the MDP? This can be accomplished directly, namely by explicitly solve the restricted MDP using our estimates of the transition probabilities. Note however, that this condition allows for other potential estimation techniques which may not require explicitly solving the MDP, may allow the incorporation of a priori knowledge, etc..

The third condition, which is the first condition on how the algorithm actually takes actions, is that the algorithm must retain what it is almost sure is optimal and must release what it is
sure is sub-optimal. Recall the discussion motivating this particular form in Section 2.2, the related Definition 7, and the definition of the good estimation event, $\mathrm{GE}_{t}$, Definition6.

## Condition 3. Retainment and Release,

For sufficiently large global time $t$, under the good estimation event $G E_{t}$, our best guess at the optimal is taken at least $b(t)$ times (Retainment) and our best guess at the suboptimals are taken at most $b(t)$ times (Release). Formally, Retainment,

$$
\begin{equation*}
\mathbb{P}\left(\hat{O}_{t}^{*} \not \subset A_{t+1}\right) \leq \frac{1}{e^{t}} \tag{2.22}
\end{equation*}
$$

and Release,

$$
\begin{equation*}
\mathbb{P}\left(\pi_{t} \in A_{t} \backslash \hat{O}_{t}^{*}\right) \leq \frac{1}{e^{t}} \tag{2.23}
\end{equation*}
$$

Intuitively, this condition can be thought of as follows Ensure the optimal action stays over-sampled (retainment) and don't over sample clearly sub-optimal actions (release). We know that if we want to obtain minimal regret the only actions that should be taken more than logarithmically often are the optimal actions and we only need to take sub-optimal actions logarithmically often (up to a constant factor) to determine that they are sub-optimal. Thus, if we have taken an action more than logarithmically often (and thus we as the controller are guaranteed to have a good estimate of it) if it seems sub-optimal, don't take it anymore (release) and if it seems optimal, keep our estimate of it accurate (retainment).

How can a verifier ensure that their algorithm satisfies this? Firstly, this can easily be satisfied by fiat in any policy. Take your arbitrary MDP policy layer these two rules on top. Note that this is not in general necessary. Under the good estimates event $\mathrm{GE}_{t}$, everything we think we know about $\Pi_{t}$ is accurate, thus any good algorithm should, with high probability not take clearly sub-optimal actions and at least super logarithmically often it should take a clearly optimal action.

The last two conditions pertain to balancing exploration and exploitation within the "logarithmically often" band, introduced in Section 2.2 and made more explicit in Section 2.5 . The fourth condition, is that the algorithm must be explore sufficiently often to ensure it will eventually discover the true optimal action.

## Condition 4. Sufficient Exploration

For sufficiently large $t$, for any interval $I=\left[I^{-}, I^{+}\right]$with a lower bound $I^{-}=$ $O(t+t / b(t))$ and width $O(t / b(t))$, under the regularity conditions $R_{I^{-}}, \Pi_{t^{\prime}}=\Pi<$ $\Pi^{*}$ for all $t^{\prime} \in I$, for at least one improving action $a^{+}$in state $x_{a^{+}}$, and where for ev ery action a except $a^{+}, T_{x_{a}^{+}}^{a}\left(t^{\prime}\right) \geq b\left(I^{+}\right)$, we have,

$$
\begin{equation*}
\mathbb{P}\left(\pi_{m} \neq a^{+} \text {for all } m \in M_{x_{a^{+}}}(I)\right) \leq O\left(\frac{1}{I^{+} b\left(I^{+}\right)}\right) . \tag{2.24}
\end{equation*}
$$

Intuitively, this condition states that if all actions except one are over-sampled, and thus we know they are well estimated, and that one action is in truth an improving action, there shouldn't be long stretches of time where we don't take it. In other words, the probability of not exploring the one action that will yield improvement at all, over longer and longer stretches of time should decrease.

How can a verifier ensure that their algorithm satisfies this and why is it relatively straightforward? Notice that the improving actions set is constant, the estimated values of states, $v_{x}$ are constant within some small $\delta$, there are linear visits to a state with improving actions, every action except the improving action is over-sampled and all actions taken at least $g^{a}\left(I^{-}\right)$are well-estimated. Thus the only reason we should be not taking the improving action is because it has not been sampled enough to obtain good estimates. A verifier must now show that the probability of going for long stretches of time without ever taking the under sampled improving action decreases at the appropriate rate.

The fifth, and last condition is that the algorithm must exploit often enough to guarantee that it will maximize its expected average reward or equivalently, incur minimal regret.

## Condition 5. Sufficient Exploitation

For sufficiently large $t$, for any interval $I=\left[I^{-}, I^{+}\right]$with a lower bound $I^{-}=O(t+$ $t / b(t))$ and width $O(t / b(t))$, under the regularity conditions $R_{I^{-}}, \Pi_{t^{\prime}}=\Pi^{*}$ for all $t^{\prime} \in I$, for any sub-optimal action $a \notin O^{*}\left(X_{I+}\right.$ with, $M S_{I^{+}, a}$, we have,

$$
\begin{equation*}
\mathbb{P}\left(\pi_{I+}=a\right) \leq O\left(\frac{1}{I+}\right) \tag{2.25}
\end{equation*}
$$

Intuitively this condition states that if we have indeed discovered the optimal actions, and have minimally-sampled a sub-optimal action and thus have an accurate estimation for its value, the probability that we take this sub-optimal action decreases over time.

How can a verifier ensure that their algorithm satisfies this and why is it relatively straightforward? Since $\Pi_{t^{\prime}}=\Pi^{*}$ we can assume that all optimal actions have been taken at least $b(t)$ times. Recall that any action we take was taken at least $g^{a}\left(I^{+}\right)$times. In particular for the sub-optimal action $a$ we have $\mathrm{MS}_{I^{+}, a}$ and thus transition probability estimates are good, so why did we take it?

### 2.7 Main Theorem and Proof

These conditions are enough to guarantee that an algorithm has at most asymptotic logarithmic regret.

Theorem 1. Given Fast Local $\varepsilon$-effective Estimators, Fast Global $\delta$-effective Estimators, and a policy that satisfies Retainment and Release, Sufficient Exploration, and Sufficient Exploitation, we have at most asymptotic logarithmic regret, i.e. For any sub-optimal action $a$, in state $x$,

$$
\begin{equation*}
\mathbb{E}\left[T^{a}(n)\right]=\mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a\right\}\right]=O(\ln n) \tag{2.26}
\end{equation*}
$$

Proof. We first split this expectation in to two events, where action $a$ has been minimally sampled $\left(\mathrm{MS}_{t, a}\right)$, and where it has not been minimally sampled $\left(\mathrm{MS}_{t, a}^{c}\right)$.

$$
\begin{align*}
\mathbb{E}\left[T^{a}(n)\right] & =\mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a\right\}\right] \\
& \leq \mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, \mathrm{MS}_{t, a}\right\}\right]+\mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, \mathrm{MS}_{t, a}^{c}\right\}\right]  \tag{2.27}\\
& \leq \mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, \mathrm{MS}_{t, a}\right\}\right]+O(\ln (n))
\end{align*}
$$

Where the last line follow directly from Lemma 1 .
We continue splitting the first event in to two events, $\operatorname{regular}\left(\mathrm{R}_{t / 2}\right)$, and non-regular

$$
\begin{align*}
& \mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, \mathrm{MS}_{t, a}\right\}\right] \\
= & \mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}\right\}\right]+\mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}^{c}\right\}\right]  \tag{2.28}\\
\leq & \mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}\right\}\right]+\mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\mathrm{R}_{t / 2}^{c}\right\}\right] \\
\leq & \mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}\right\}\right]+O(\ln (n))
\end{align*}
$$

Where this time the last line follows directly from Lemma 6. It remains to show that the first term, sub-optimal activations of a minimally sampled action, under regular circumstances, happens at most logarithmically often. Focusing on that term,

$$
\begin{equation*}
\mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}\right\}\right]=\sum_{t=0}^{n-1} \mathbb{P}\left(\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}\right) \tag{2.29}
\end{equation*}
$$

We will proceed by bounding the probability $\mathbb{P}\left(\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}\right)$ for sufficiently large $t$. Consider the interval $[t / 2, t]$. Recalling the definition of $\mathrm{R}_{t / 2}$ (Definition 10 , we have good estimation over the entire interval, i.e. $\mathrm{GE}_{t / 2}$. In particular, actions that are estimated to be optimal for the estimated restricted $\mathrm{MDP}, \hat{\Pi}_{t^{\prime}}$ are indeed optimal for the true restricted MDP $\Pi_{t^{\prime}}$. More precisely,

$$
\begin{equation*}
\hat{O}_{t^{\prime}}^{*} \subset O_{t^{\prime}}^{*} \text { for all } t^{\prime} \geq t / 2 \tag{2.30}
\end{equation*}
$$

Under $\mathrm{R}_{t / 2}$ we also have retainment, $\mathrm{RE}_{t / 2}$. That is, for all $t^{\prime} \geq t / 2$, actions that are optimal to the restricted problem are kept from leaving the over-sampled set. Thus, if $\phi_{t^{\prime}}$ is the restricted optimality value at time $t^{\prime}$, there is a set of actions in $\hat{O}_{t^{\prime}}^{*}$ capable of achieving this optimality value. Retainment ensures that $\hat{O}_{t^{\prime}}^{*} \subset A_{t^{\prime}+1}$, hence there are actions in the over-sampled set at time $t^{\prime}+1$ capable of achieving $\phi_{t^{\prime}}$ as well. Since $\phi_{t^{\prime}}$ is at least achievable with over-sampled actions at time $t^{\prime}$, we must have that $\phi_{t^{\prime}} \leq \phi_{t^{\prime}+1}$.

[^1]We can summarize this with the following:

$$
\begin{equation*}
\Pi_{t / 2} \leq \Pi_{t / 2+1} \leq \ldots \leq \Pi_{t} \tag{2.31}
\end{equation*}
$$

Hence we have monotonically non-decreasing (in terms of the optimality values) sequence of restricted problems. The exploration condition will guarantee sufficient exploration to push improving actions into the over-sampled set, resulting in a steady increase in the optimality values of the restricted problem, until the unrestricted optimum is discovered. Then the exploitation condition will guarantee that we are taking this truly optimal action sufficiently often so as to incur at most logarithmic regret.

Let $D$ be the number of possible unequal $\Pi_{t^{\prime}}$, looking at every possible restricted action set of $A$. Since $D$ must be finite, we can split the interval $[t / 2, t]$ into $D$ intervals of equal width, $I_{1}, I_{2}, \ldots I_{D}$, where the lower bound of the $i$ th interval is $I_{i}^{-}=t / 2+(i-1) \frac{t}{2} \frac{1}{D}$, upper bound $I_{i}^{+}=t / 2+i \frac{t}{2} \frac{1}{D}$, and width $\left|I_{i}\right|=\frac{t}{2} \frac{1}{D}$. We also note that $I_{1}^{-}=t / 2$ and $I_{D}^{+}=t$.

Now, for sufficiently large $t$ such that $\frac{t}{2} \geq D$, there must be at least one interval $I_{i}$ over which the restricted problem is constant. That is, $\Pi_{t^{\prime}}=\Pi_{I_{i}^{-}}$for $t^{\prime} \in I_{i}$. To see this, recall that there are at most $D$ possible values of $\Pi_{t^{\prime}}$, we have a monotonic non-decreasing sequence of $\Pi_{t^{\prime}}$, and we have $D$ different intervals. For an interval to not be constant the restricted MDP must increase at some point in that interval, that is $\Pi_{I_{i}^{-}}<\Pi_{I_{i}^{+}}$. So we have at most $D-1$ increases (remember that we start with some $\Pi_{t / 2}$ ) but we have $D$ intervals. Thus, there must be at least one interval with no increase and therefore constant $\Pi_{t^{\prime}}$.

We can further split the event of interest, $\left\{\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}\right\}$ into two event ${ }^{3}$. Let the bad exploitation event $\mathrm{F}_{t}$ denote the event that the last interval was the optimal MDP, but we still took the sub-optimal action $a$ at the last point. That is,

$$
\begin{align*}
\mathrm{F}_{t} & =\left\{\pi_{t}=a, \mathrm{MS}_{t, a}, \pi_{D^{+}} \notin O^{*}\left(X_{D^{+}}\right), \mathrm{R}_{t / 2}, \Pi_{t^{\prime}}=\Pi_{I_{\bar{D}}}=\Pi^{*} \text { for } t^{\prime} \in I_{D}\right\}  \tag{2.32}\\
& \subseteq\left\{\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}, \Pi_{t^{\prime}}=\Pi_{I_{\bar{D}}}=\Pi^{*} \text { for } t^{\prime} \in I_{D}\right\}
\end{align*}
$$

Where the second line follows, by noting that $a$ was assumed to be a sub-optimal action and $D^{+}=t$.

[^2]Let the bad exploration event $\mathrm{S}_{t, i}$ denote the event that there exists some interval $I_{i}$ with a constant sub-optimal restricted MDP. That is,

$$
\begin{equation*}
\mathrm{S}_{t, i}=\left\{\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}, \Pi_{t^{\prime}}=\Pi_{I_{i}^{-}}<\Pi^{*} \text { for } t^{\prime} \in I_{i}\right\} \tag{2.33}
\end{equation*}
$$

In this manner we have,

$$
\begin{equation*}
\mathbb{P}\left(\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}\right) \leq \mathbb{P}\left(\mathrm{F}_{t}\right)+\sum_{i=1}^{D} \mathbb{P}\left(\mathrm{~S}_{t, i}\right) \tag{2.34}
\end{equation*}
$$

First we turn to bounding the probability of the first event, $\mathbb{P}\left(\mathrm{F}_{t}\right)$. Noting that we have regularity, $\mathrm{RE}_{t / 2}, \Pi_{t^{\prime}}=\Pi^{*}$ (constant optimal MDP) over the interval $I_{D}$ with lower bound $O(t)$ and width $O(t)$, and $a$ was minimally sampled $\mathrm{MS}_{t, a}$. This is exactly what is assumed in the exploitation condition 5 . Thus we can bound this probability by,

$$
\begin{equation*}
\mathbb{P}\left(\mathrm{F}_{t}\right) \leq O\left(\frac{1}{I_{D}^{+}}\right)=O\left(\frac{1}{t}\right) \tag{2.35}
\end{equation*}
$$

Next we look at the bad exploration event $\mathrm{S}_{t, i}$, where we have an interval $I_{i}$ for which we had a constant sub-optimal restricted MDP. As noted previously in Eq. 2.15), this implies that over this interval the $\underline{h}_{t}$ are constant and thus from Definition 11, the set of improving actions for each state is non-empty and constant for at least one state, since by assumption the optimality values are sub-optimal. Let $a^{+}$be one such improving action and $x_{a^{+}}$be the state with that improving action.

Divide the interval $I_{i}$ into $|A| b\left(I_{i}^{+}\right)$sub-intervals of equal width, $I_{i_{1}}, I_{i_{2}}, \ldots I_{i_{|A| b l_{i}^{+}}}$.) . The lower bound for the $k$ th interval is,

$$
\begin{align*}
I_{i_{k}}^{-} & =I_{i}^{-}+(k-1) I_{i}^{+} \frac{1}{|A| b\left(I_{i}^{+}\right)} \\
& =\left(\frac{t}{2}+(i-1) \frac{t}{2 D}\right)+(k-1)\left(\frac{t}{2}+i \frac{t}{2 D}\right) \frac{1}{|A| b\left(\frac{t}{2}+i \frac{t}{2 D}\right)}  \tag{2.36}\\
& =O\left(t+\frac{t}{b(t)}\right)
\end{align*}
$$

the upper bound is,

$$
\begin{align*}
I_{i_{k}}^{+} & =I_{i}^{-}+k I_{i}^{+} \frac{1}{|A| b\left(I_{i}^{+}\right)} \\
& =\left(\frac{t}{2}+(i-1) \frac{t}{2 D}\right)+k\left(\frac{t}{2}+i \frac{t}{2 D}\right) \frac{1}{|A| b\left(\frac{t}{2}+i \frac{t}{2 D}\right)}  \tag{2.37}\\
& =O\left(t+\frac{t}{b(t)}\right)
\end{align*}
$$

and the width is,

$$
\begin{align*}
\left|I_{i_{k}}\right| & =I_{i}^{+} \frac{1}{|A| b\left(I_{i}^{+}\right)} \\
& =\left(\frac{t}{2}+i \frac{t}{2 D}\right) \frac{1}{|A| b\left(\frac{t}{2}+i \frac{t}{2 D}\right)}  \tag{2.38}\\
& =O\left(\frac{t}{b(t)}\right)
\end{align*}
$$

In order to be able to discuss the visits to this state over each sub-interval recall the definition of the mesh for a state $x$ over an interval $I, M_{x}(I)$ (Definition 8). By the frequent visits event $\mathrm{FV}_{t / 2}$ of the regularity condition $\mathrm{R}_{t / 2},\left|M_{x_{a^{+}}}\left(I_{i_{k}}\right)\right| \geq \rho\left|I_{i_{k}}\right|$. That is, we have visited the state $x_{a^{+}}$ and taken an action in $A\left(x_{a^{+}}\right)$, at least $\rho O\left(\frac{t}{b(t)}\right) \geq 1$ times in each sub-interval.

Now, we must have at least one such sub-interval for which the improving action is never taken, all other actions are over-sampled, and only the believed to be optimal actions $a^{*} \in \hat{O}_{t^{\prime}}^{*}$ are taken.

To see this we argue as follows. Firstly, any sub-optimal action that is in the over-sampled set $A_{t^{\prime}} \backslash \hat{O}_{I_{i}^{-}}^{*}$ will not be taken by the "Release" condition of the Retainment and Release event. Any sub-optimal and thus non-improving action that would be outside the over-sampled set $T^{a}\left(I_{i}^{-}\right)<b\left(I_{i}^{+}\right)$by the end of the interval if not taken, was taken at most $b\left(I_{i}^{+}\right)$times. This is because, if at any point in $I_{i}$ it was taken $b\left(I_{i}^{+}\right)$times, it would enter the over-sampled set and stay there, not taken, for the rest of the interval. Lastly any improving action $a^{+}$must have been taken less than $b\left(I_{i}^{+}\right)$times, because otherwise it would enter the over-sampled set and improve the restricted $\operatorname{MDP} \Pi_{I_{i}^{-}}$(by the good estimation event, $\mathrm{GE}_{t / 2}$ and the retainment event, $\mathrm{RE}_{t / 2}$ of the regularity condition $\mathrm{R}_{t / 2}$ ) which we have already assumed to be constant. Recalling that we have $|A| b\left(I_{i}^{+}\right)$sub-intervals, with at least 1 visit (and thus 1 action taken) to state $x_{a^{+}}$in each, there must be at least one sub-interval $k$, over which all actions except improving actions are in the over-sampled set, and the only action taken on the mesh of that interval, $M_{x_{a^{+}}}\left(I_{i_{k}}\right)$ is believed optimal actions in $\hat{O}_{I_{i}^{-}}^{*}$.

Next we argue that the probability of never taking the improving action over a sub-interval is small. The probability of never taking the improving action over some sub-interval $I_{i_{k}}$ is given by,

$$
\begin{equation*}
\mathbb{P}\left(\pi_{m} \neq a^{+} \text {for all } m \in M_{x_{a^{+}}}\left(I_{i_{k}}\right)\right) . \tag{2.39}
\end{equation*}
$$

Recall that we are assuming the regularity condition, $\mathrm{R}_{t / 2}$, a constant sub-optimal restricted MDP, $\Pi_{t^{\prime}}=\Pi_{I_{i}^{-}}<\Pi^{*}$, all other actions are over-sampled, only the believed to be optimal actions in $\hat{O}_{t^{\prime}}^{*}$ are taken, and we are looking over an interval of lower bound $O\left(t+\frac{t}{b(t)}\right)$ and width $O\left(\frac{t}{b(t)}\right)$. This is exactly what we assumed in the exploration condition 4 . Thus we can bound this probability like so,

$$
\begin{equation*}
\mathbb{P}\left(\pi_{m} \neq a^{+} \text {for all } m \in M_{x_{a^{+}}}\left(I_{i_{k}}\right)\right) \leq O\left(\frac{1}{I_{i_{k}}^{+} b\left(I_{i_{k}}^{+}\right)}\right) \tag{2.40}
\end{equation*}
$$

Summing over all $|A| b\left(I_{i}^{+}\right)$sub-intervals,

$$
\begin{align*}
\mathbb{P}\left(\mathrm{S}_{t, i}\right) & \leq \sum_{k=1}^{|A| b\left(I_{i}^{+}\right)} \mathbb{P}\left(\pi_{m} \neq a^{+} \text {for all } m \in M_{x_{a}+}\left(I_{I_{k}}\right)\right) \\
& \sum_{k=1}^{|A| b\left(I_{i}^{+}\right)} O\left(\frac{1}{I_{i_{k}}^{+} b\left(I_{i_{k}}^{+}\right)}\right)  \tag{2.41}\\
& \leq|A| b\left(I_{i}^{+}\right) O\left(\frac{1}{I_{i}^{+} b\left(I_{i}^{+}\right)}\right) \\
& =O\left(\frac{1}{I_{i}^{+}}\right)
\end{align*}
$$

and so,

$$
\begin{align*}
\mathbb{P}\left(\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}\right) & \leq \sum_{i=1}^{D} \mathbb{P}\left(\mathrm{~S}_{t, i}\right)+\mathbb{P}\left(\mathrm{F}_{t}\right) \\
& \leq \sum_{i=1}^{D} O\left(\frac{1}{I_{i}^{+}}\right)+\mathbb{P}\left(\mathrm{F}_{t}\right)  \tag{2.42}\\
& \leq D \cdot O\left(\frac{1}{I_{1}^{+}}\right)+\mathbb{P}\left(\mathrm{F}_{t}\right) \\
& =O\left(\frac{1}{t}\right)+\mathbb{P}\left(\mathrm{F}_{t}\right)
\end{align*}
$$

Thus,

$$
\begin{align*}
\mathbb{P}\left(\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}\right) & \leq O(1 / t)+\mathbb{P}\left(\mathrm{F}_{t}\right) \\
& \leq O(1 / t)+O(1 / t)  \tag{2.43}\\
& =O(1 / t)
\end{align*}
$$

Putting it all together,

$$
\begin{align*}
\mathbb{E}\left[T^{a}(n)\right] & =\mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a\right\}\right] \\
& \leq \mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, \mathrm{MS}_{t, a}\right\}\right]+\mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, \mathrm{MS}_{t, a}^{c}\right\}\right] \\
& \leq \mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, \mathrm{MS}_{t, a}\right\}\right]+O(\ln (n)) \\
& \leq \mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}\right\}\right]+\mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}^{c}\right\}\right]+O(\ln (n)) \\
& \leq \mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}\right\}\right]+\mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\mathrm{R}_{t / 2}^{c}\right\}\right]+O(\ln (n)) \\
& \leq \mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}\right\}\right]+O(\ln (n)) \\
& \leq \sum_{t=0}^{n-1} \mathbb{P}\left(\pi_{t}=a, \mathrm{MS}_{t, a}, \mathrm{R}_{t / 2}\right)+O(\ln (n) \\
& \leq \sum_{t=0}^{n-1} \sum_{i=0}^{D} \mathbb{P}\left(\mathrm{~S}_{t, i}\right)+\sum_{t=0}^{n-1} \mathbb{P}\left(\mathrm{~F}_{t}\right)+O(\ln (n)) \\
& \leq \sum_{t=0}^{n-1} O\left(\frac{1}{t}\right)+\sum_{t=0}^{n-1} O\left(\frac{1}{t}\right)+O(\ln (n)) \\
& \leq O(\ln (n)) \tag{2.44}
\end{align*}
$$

and we have finally the main result,

$$
\begin{equation*}
\mathbb{E}\left[T^{a}(n)\right] \leq O(\ln n) \tag{2.45}
\end{equation*}
$$

### 2.8 Future Work

The most immediate extension of this work would be to apply these conditions to algorithms that are in actual use to demonstrate their effectiveness. It is also of import to extend these results to the case with unknown rewards or additional apriori knowledge about the structure of states, rewards, and transitions.

### 2.9 Event Lemmas and Proofs

The purpose of this section is to hold various lemmas and proofs for events that are ultimately used in the proof of Theorem 1 .

### 2.9.1 Minimally Sampled Counts

We restate Lemma 1

## Lemma 1. Minimally Sampled Counts

The expected number of times an action a has been taken when it has not been sampled $g^{a}(t)$ times by time $n$ is less than $g^{a}(n)=O(\ln (n))$. Formally,

$$
\begin{equation*}
\mathbb{E}\left[\sum_{t=0}^{n} \mathbb{1}\left\{\pi_{t}=a, M S_{t, a}^{c}\right\}\right]<g^{a}(n)=O(\ln (n)) \tag{2.2}
\end{equation*}
$$

Proof.

$$
\begin{align*}
& \sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, \mathrm{MS}_{t, a}^{c}\right\}=\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, T^{a}(t)<g_{a}(t)\right\} \\
& \leq \sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a, T^{a}(t)<g_{a}(n)\right\}\left(\text { because } g^{a}(t)<g^{a}(n)\right) \\
& =\sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a\right\} \mathbb{1}\left\{T^{a}(t)<g_{a}(n)\right\} \\
& \leq \sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a\right\} \sum_{k=0}^{g_{a}(n)} \mathbb{1}\left\{T^{a}(t)=k\right\}  \tag{2.46}\\
& =\sum_{t=0}^{n-1} \sum_{k=0}^{g_{a}(n)} \mathbb{1}\left\{\pi_{t}=a\right\} \mathbb{1}\left\{T^{a}(t)=k\right\}(\text { because } a(b+c)=a b+a c) \\
& =\sum_{k=0}^{g_{a}(n)} \sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a\right\} \mathbb{1}\left\{T^{a}(t)=k\right\}(\text { because } a b+a c=b a+c a)
\end{align*}
$$

We proceed by noting that for a fixed $k$, both events can only simultaneously occur for at most one value of $t$. To see this suppose that $\pi_{t}=a$ and $T^{a}(t)=k$, then $T^{a}(t+1)=T^{a}(t)+1=$ $k+1$ and $T^{a}(t+i)$ for any positive integer $i$ is $\leq k+1$. Thus,

$$
\begin{align*}
& =\sum_{k=0}^{g_{a}(n)} \sum_{t=0}^{n-1} \mathbb{1}\left\{\pi_{t}=a\right\} \mathbb{1}\left\{T^{a}(t)=k\right\} \\
& \leq \sum_{k=0}^{g_{a}(n)}(1)  \tag{2.47}\\
& =g_{a}(n)
\end{align*}
$$

Recalling that $g_{a}(n)=\beta_{a} \ln (n)=O(\ln (n))$ the proof is complete.

### 2.9.2 Good Estimation Lemmas and Proofs

Instead of proving Lemma 2 directly. It is convenient to first break it into individual events and then bound the total probability by the sum of the probabilities of each individual event.

## Definition 12. Good Local Estimates

Let the event good local estimates, $G L E_{t}$ denote that for any future time $t^{\prime} \geq t$ and minimally sampled action a with $\left(M S_{t^{\prime}, a}\right)$, transition estimators are accurate. More precisely,

$$
\begin{equation*}
G L E_{t}=\left\{\left|\hat{\underline{P}}_{x, t^{\prime}}^{a}-\underline{P}_{x}^{a}\right| \leq \varepsilon \| \text { for all } t^{\prime} \geq t, \text { for all a such that } M S_{t^{\prime}, a}\right\} \tag{2.48}
\end{equation*}
$$

## Definition 13. Good Global Estimates

Let the event good global estimates, $G G E_{t}$ denote that for any future time $t^{\prime} \geq t$ our estimates of the restricted $M D P \Pi_{t}$ are accurate. More precisely,

$$
\begin{equation*}
G G E_{t}=\left\{\left\|\left(\hat{\phi}_{t^{\prime}}, \hat{\underline{h}}_{t^{\prime}}\right)-\left(\phi_{t^{\prime}}, \underline{h}_{t^{\prime}}\right)\right\| \leq \delta \text { for all } t^{\prime} \geq t\right\} \tag{2.49}
\end{equation*}
$$

## Definition 14. Good Optimal Beliefs

Let the event good optimal beliefs, $G O B_{t}$ denote that for any future time $t^{\prime} \geq t$ actions that we estimate to be optimal for the restricted $M D P \Pi_{t}$ are indeed optimal. More precisely,

$$
\begin{equation*}
G O B_{t}=\left\{\hat{O}_{t^{\prime}}^{*} \subset O_{t^{\prime}}^{*} \text { for all } t^{\prime} \geq t\right\} \tag{2.50}
\end{equation*}
$$

Armed with these definitions, the good estimation event $\mathrm{GE}_{t}=\left\{\mathrm{GLE}_{t}, \mathrm{GGE}_{t}, \mathrm{GOB}_{t}\right\}$. Next we state and prove lemmas that bound the probability of each individual event.

Lemma 3. Under fast local $\varepsilon$-effective estimators the following is true.

$$
\begin{equation*}
\mathbb{P}\left(G L E_{t}^{c}\right) \leq O\left(\frac{1}{t}\right) \tag{2.51}
\end{equation*}
$$

Proof. Let $G_{t}$ be the set of actions $a$ such that $\mathrm{MS}_{t, a}$ i.e., $T^{a}(t) \geq g^{a}(t)$.

$$
\begin{align*}
\mathbb{P}\left(\mathrm{GLE}_{t}^{c}\right) & =\mathbb{P}\left(\exists t^{\prime} \geq t:| | \hat{P}_{t^{\prime}}\left[G_{t^{\prime}}\right]-P\left[G_{t^{\prime}}\right] \|>\varepsilon\right) \\
& \leq \mathbb{P}\left(\exists t^{\prime} \geq t, x, a:\left|\underline{\hat{P}}_{x}^{a}\left(t^{\prime}\right)-\underline{P}_{x}^{a}\right|>\varepsilon \text { and } T^{a}\left(t^{\prime}\right) \geq g^{a}\left(t^{\prime}\right)\right) \\
& \leq \mathbb{P}\left(\exists t^{\prime} \geq k \geq g^{a}\left(t^{\prime}\right), x, a:\left|\hat{\hat{P}}_{x}^{a}\left(t^{\prime}\right)-\underline{P}_{x}^{a}\right|>\varepsilon \text { and } T^{a}\left(t^{\prime}\right)=k\right)  \tag{2.52}\\
& \leq \sum_{x \in S} \sum_{a \in A(x)} \sum_{k=\left\lceil g^{a}(t)\right\rceil}^{\infty} \mathbb{P}\left(\exists t^{\prime} \geq k:\left|\underline{\hat{P}}_{x}^{a}\left(t^{\prime}\right)-\underline{P}_{x}^{a}\right|>\varepsilon \text { and } T^{a}\left(t^{\prime}\right)=k\right)
\end{align*}
$$

For sufficiently large $t$, we will have sufficiently large minimum local time $T^{a}(t) \geq g^{a}(t)$. If the local estimators depend solely on the local time $k$ then the estimator $\underline{\hat{P}}_{x}^{a}\left(t^{\prime}\right)$ remains constant for a fixed local time $k$. Let $t^{\prime \prime}=\min \left\{t^{\prime} \geq t \mid T^{a}\left(t^{\prime}\right)=k\right\}$, that is the first global time that we have a local time $k$, then by the definition of fast local estimators we have,

$$
\begin{equation*}
\mathbb{P}\left(\left\|\underline{\hat{P}}_{x}^{a}\left(t^{\prime \prime}\right)-\underline{P}_{x}^{a}\right\|>\varepsilon \text { and } T^{a}\left(t^{\prime \prime}\right)=k\right) \leq \frac{1}{e^{k}} . \tag{2.53}
\end{equation*}
$$

and thus we can bound the existence probability directly.

$$
\begin{align*}
& \mathbb{P}\left(\exists t^{\prime} \geq t:\left|\hat{\hat{P}}_{x}^{a}\left(t^{\prime}\right)-\underline{P}_{x}^{a}\right|>\varepsilon \text { and } T^{a}\left(t^{\prime}\right)=k\right) \\
& \leq \mathbb{P}\left(\left\|\hat{P}_{x}^{a}\left(t^{\prime \prime}\right)-\underline{P}_{x}^{a}\right\|>\varepsilon \text { and } T^{a}\left(t^{\prime \prime}\right)=k\right)  \tag{2.54}\\
& \leq \frac{1}{e^{k}}
\end{align*}
$$

If however, the local estimators depend on global information, and thus global time, we appeal to the second version of the fast local estimators condition

$$
\begin{equation*}
\mathbb{P}\left(\exists t^{\prime} \geq t:\left|\hat{\hat{P}}_{x}^{a}\left(t^{\prime}\right)-\underline{P}_{x}^{a}\right|>\varepsilon \text { and } T^{a}\left(t^{\prime}\right)=k\right) \leq \frac{1}{e^{k}} \tag{2.55}
\end{equation*}
$$

In either case we have,

$$
\begin{align*}
& \sum_{x \in S} \sum_{a \in A(x)} \sum_{k=\left\lceil g^{a}(t)\right\rceil}^{\infty} \mathbb{P}\left(\exists t^{\prime} \geq k:\left|\hat{\hat{P}}_{x}^{a}\left(t^{\prime}\right)-\underline{P}_{x}^{a}\right|>\varepsilon \text { and } T^{a}\left(t^{\prime}\right)=k\right) \\
& \leq \sum_{x \in S} \sum_{a \in A(x)} \sum_{k=\left\lceil g^{a}(t)\right]}^{\infty} \frac{1}{e^{k}}  \tag{2.56}\\
& \leq|A||S| \sum_{k=\left\lceil g^{a}(t)\right\rceil}^{\infty} \frac{1}{e^{k}} \\
& =O\left(\frac{1}{t}\right) .
\end{align*}
$$

Where the last line follows by recalling that $g^{a}(t)=O(\ln (t))$.

Bounding the probability of the next event,
Lemma 4. Under fast global $\delta$-effective estimators the following is true.

$$
\begin{equation*}
\mathbb{P}\left(G G E_{t}^{c}\right) \leq O\left(\frac{1}{t}\right) \tag{2.57}
\end{equation*}
$$

Proof.

$$
\begin{align*}
\mathbb{P}\left(\mathrm{GGE}_{t}^{c}\right) & =\mathbb{P}\left(\left\{\left\|\left(\hat{\phi}_{t^{\prime}}, \hat{h}_{t^{\prime}}\right)-\left(\phi_{t^{\prime}}, \underline{t}_{t^{\prime}}\right)\right\|>\delta \text { for some } t^{\prime} \geq t\right\}\right) \\
& =\mathbb{P}\left\{\left\|\hat{\Pi}_{t}-\Pi_{t}\right\|>\delta \text { for some } t^{\prime} \geq t\right\} \\
& \leq \sum_{t^{\prime}=t}^{\infty} \mathbb{P}\left\{\left\|\hat{\Pi}_{t^{\prime}}-\Pi_{t^{\prime}}\right\|>\delta\right\}  \tag{2.58}\\
& \leq \sum_{t^{\prime}=t}^{\infty} \frac{1}{e^{t^{\prime}}} \\
& \leq O\left(\frac{1}{t}\right)
\end{align*}
$$

Where the penultimate line follows directly from the definition of fast global estimators.

Lemma 5. Under fast local and fast global estimators the following is true.

$$
\begin{equation*}
\mathbb{P}\left(G O B_{t}^{c}\right) \leq O\left(\frac{1}{t}\right) \tag{2.59}
\end{equation*}
$$

Proof. To show the result, it suffices to argue that in the event that we have good local and global estimates ( $\mathrm{GLE}_{t}$ and $\mathrm{GGE}_{t}$ ), then the actions that realize the maximum for the estimated case will also realize the maximum for the true (restricted) case. In particular, if $\hat{P}_{t}$ is a fast local estimator, and $\left(\hat{\phi}_{t}, \hat{h}_{t}\right)$ is a fast global estimator, and we have good local and global estimates
( $\mathrm{GLE}_{t}$ and $\mathrm{GGE}_{t}$ ), we have for any state $x$ and action $a$,

$$
\begin{align*}
& \left|\left(r_{x, a}+\sum_{y \in S} P_{x, y}^{a} h_{y, t}\right)-\left(r_{x, a}+\sum_{y \in S} \hat{P}_{x, y}^{a}(t) \hat{h}_{y, t}\right)\right| \\
& =\left|\left(\sum_{y \in S} P_{x, y}^{a} h_{y, t}-\sum_{y \in S} P_{x, y}^{a} \hat{h}_{y, t}\right)-\left(\sum_{y \in S} \hat{P}_{x, y}^{a}(t) \hat{h}_{y, t}-\sum_{y \in S} P_{x, y}^{a} \hat{h}_{y, t}\right)\right| \\
& =\left|\left(\sum_{y \in S} P_{x, y}^{a}\left[h_{y, t}-\hat{h}_{y, t}\right]\right)-\left(\sum_{y \in S}\left[\hat{P}_{x, y}^{a}(t)-P_{x, y}^{a}\right] \hat{h}_{y, t}\right)\right|  \tag{2.60}\\
& \leq \sum_{y \in S} P_{x, y}^{a}\left|h_{y, t}-\hat{h}_{y, t}\right|+\sum_{y \in S}\left|\hat{P}_{x, y}^{a}(t)-P_{x, y}^{a}\right|\left|\hat{h}_{y, t}\right| \\
& \leq \sum_{y \in S} P_{x, y}^{a} \delta+\sum_{y \in S} \varepsilon\left(\left|h_{y, t}\right|+\delta\right) \\
& \leq \delta+\varepsilon \sum_{y \in S}\left|h_{y, t}\right|+|S| \varepsilon \delta
\end{align*}
$$

Let $D=\delta+\varepsilon \sum_{y \in S}\left|h_{y, t}\right|+|S| \varepsilon \delta$, be this gap. From the above, we get that if $\varepsilon$ and $\delta$ are sufficiently small (i.e., the estimates are sufficiently good), then the gap, $D$, between the estimated action value and the true action value can be made arbitrarily small.

For any state $x$, let $V_{a}$ and $V_{s}$ be the true values of the maximal action and the second largest action, respectively, i.e.

$$
V_{a}=\max _{c \in A_{t}(x)}\left[r_{x, c}+\sum_{y \in S} P_{x, y}^{c} h_{y, t}\right]
$$

and

$$
V_{s}=\max _{c \in\left\{A_{t}(x) \backslash O_{t}^{*}(x)\right\}}\left[r_{x, c}+\sum_{y \in S} P_{x, y}^{c} h_{y, t}\right]
$$

Let $\hat{V}_{a}$ be the minimum estimated value of any truly optimal action and $\hat{V}_{b}$ be the largest estimated action value of any truly sub-optimal action, i.e.

$$
\hat{V}_{a}=\min _{c \in O_{t}^{*}(x)}\left[r_{x, c}+\sum_{y \in S} \hat{P}_{x, y}^{c}(t) \hat{h}_{y, t}\right]
$$

and

$$
\hat{V}_{b}=\max _{c \in\left\{A_{t}(x) \backslash O_{t}^{*}(x)\right\}}\left[r_{x, c}+\sum_{y \in S} \hat{P}_{x, y}^{c}(t) \hat{h}_{y, t}\right]
$$

If we can show that $\hat{V}_{b}<\hat{V}_{a}$, we will have shown that given Good Estimators, actions estimated to be optimal are indeed optimal (i.e. if $a \in \hat{O}_{t}^{*}$, then we must have $a \in O_{t}^{*}$ )

Taking $\varepsilon$ and $\delta$ sufficiently small such that, $D<\frac{1}{2}\left(V_{a}-V_{s}\right)$, and noting that $0<V_{a}-V_{s} \leq$ $V_{a}-V_{c}$ for any $c \in\left\{A_{t}(x) \backslash O_{t}^{*}(x)\right\}$, we have,

$$
\left|\hat{V}_{b}-V_{b}\right|<\frac{1}{2}\left(V_{a}-V_{s}\right) \leq \frac{1}{2}\left(V_{a}-V_{b}\right) \Longrightarrow \hat{V}_{b}<V_{b}+\frac{1}{2}\left(V_{a}-V_{b}\right)
$$

and

$$
\left|\hat{V}_{a}-V_{a}\right|<\frac{1}{2}\left(V_{a}-V_{s}\right) \leq \frac{1}{2}\left(V_{a}-V_{b}\right) \Longrightarrow-\hat{V}_{a}<\frac{1}{2}\left(V_{a}-V_{b}\right)-V_{a} \Longrightarrow V_{a}-\frac{1}{2}\left(V_{a}-V_{b}\right)<\hat{V}_{a}
$$

and together we have,

$$
\hat{V}_{b}<V_{b}+\frac{1}{2}\left(V_{a}-V_{b}\right)=V_{a}-\frac{1}{2}\left(V_{a}-V_{b}\right)<\hat{V}_{a} .
$$

This, combined with the probability bounds on good local and global estimates, GLE $_{t}$ and GGE $_{t}$ from Lemmas 3 and 4 respectively, yields the result.

Finally we restate Lemma 2

## Lemma 2. Good Estimation is likely

Under fast local $\varepsilon$-effective estimators and fast global $\delta$-effective estimators, then for suffciently large $t$,

$$
\begin{equation*}
\mathbb{P}\left(G E_{t}^{c}\right) \leq O\left(\frac{1}{t}\right) \tag{2.9}
\end{equation*}
$$

Proof. Recalling that $\mathrm{GE}_{t}=\left\{\mathrm{GLE}_{t}, \mathrm{GGE}_{t}, \mathrm{GOB}_{t}\right\}$ the result is immediate from Lemmas 3 , 4 and 5 , by bounding the total probability by the sum of the probabilities of each individual event.

### 2.9.3 Regularity Lemmas and Proofs

Lemma 6. Under local $\varepsilon$-effective estimators, fast global $\delta$-effective estimators, and the Retainment and Release condition 3, then non-regularity contributes at most $O(\ln (n))$ expected regret. Formally,

$$
\begin{equation*}
\mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{R_{t}^{c}\right\}\right] \leq O(\ln (n)) \tag{2.61}
\end{equation*}
$$

Similarly to 2.9.2, instead of proving Lemmadirectly, it is convenient to bound the probability of individual events and then bound the total probability by their sum.

Lemma 7. If an adaptive policy satisfies the Retainment and Release condition 3 then the Retainment and Release event 7 is likely. Formally,

$$
\begin{equation*}
\mathbb{P}\left(R E_{t}^{c}\right) \leq O\left(\frac{1}{t}\right) \tag{2.62}
\end{equation*}
$$

Proof.

$$
\begin{align*}
\mathbb{P}\left(\mathrm{RE}_{t}^{c}\right) & \leq \mathbb{P}\left(\hat{O}_{t^{\prime}}^{*} \subset A_{t^{\prime}+1} \text { for some } t^{\prime} \geq t\right)+\mathbb{P}\left(\pi_{t^{\prime}} \notin A_{t^{\prime}} \backslash \hat{O}_{t^{\prime}}^{*} \text { for some } t^{\prime} \geq t\right) \\
& \leq \sum_{t^{\prime}=t}^{\infty} \mathbb{P}\left(\hat{O}_{t^{\prime}}^{*} \subset A_{t^{\prime}+1}\right)+\mathbb{P}\left(\pi_{t^{\prime}} \notin A_{t^{\prime}} \backslash \hat{O}_{t^{\prime}}^{*}\right) \\
& \leq \sum_{t^{\prime}=t}^{\infty} O\left(\frac{1}{e^{t^{\prime}}}\right)  \tag{2.63}\\
& \leq O\left(\frac{1}{t}\right)
\end{align*}
$$

Where the penultimate line follows directly from the definition the retainment and release condition 3

Lemma 8. Frequent visits are likely. Formally,

$$
\begin{equation*}
\mathbb{P}\left(F V_{t}^{c}\right) \leq O\left(\frac{1}{t}\right) \tag{2.64}
\end{equation*}
$$

Proof. The proof relies on the following proposition on MDPs from [1], given there as Prop. 2 (i):

Proposition 1. There exist $A>0, \beta>0$ such that for all $x \in S, t \geq|S|, \rho>0$, and all policies $\pi$,

$$
\begin{equation*}
\mathbb{P}\left(T_{x}(t) \leq \rho t\right) \leq A e^{-\beta t} \tag{2.65}
\end{equation*}
$$

This implies that, with high probability, every state is visited roughly linearly often. Consider "restarting" the MDP at time $I^{-}$. For sufficiently large $t,|I|=O(t / b(t))$ will be greater than $|S|$. By Proposition 1 we know that regardless of the policy $\pi$ with high probability we visit any state $a, \rho|I|$ times. In particular,

$$
\begin{align*}
\mathbb{P}\left(T_{x}\left(I^{+}\right)-T_{x}\left(I^{-}\right)<\rho|I|\right) & <A e^{-\beta|I|} \\
& =A e^{-\beta \frac{t}{b(t)}}  \tag{2.66}\\
& \leq O(1 / t)
\end{align*}
$$

## Restating Lemma 6

Lemma 6. Under local $\varepsilon$-effective estimators, fast global $\delta$-effective estimators, and the Retainment and Release condition 3, then non-regularity contributes at most $O(\ln (n))$ expected regret. Formally,

$$
\begin{equation*}
\mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{R_{t}^{c}\right\}\right] \leq O(\ln (n)) \tag{2.61}
\end{equation*}
$$

Proof. The proof directly follows from the previous lemmas 2, 7, 8 .

$$
\begin{align*}
& \mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\mathrm{R}_{t}^{c}\right\}\right] \\
& \leq \mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\mathrm{GE}_{t}^{c}\right\}\right]+\mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\mathrm{RE}_{t}^{c}\right\}\right]+\mathbb{E}\left[\sum_{t=0}^{n-1} \mathbb{1}\left\{\mathrm{FV}_{t}^{c}\right\}\right] \\
& \leq \sum_{t=0}^{n-1} \mathbb{P}\left(\mathrm{GE}_{t}^{c}\right)+\sum_{t=0}^{n-1} \mathbb{P}\left(\mathrm{RE}_{t}^{c}\right)+\sum_{t=0}^{n-1} \mathbb{P}\left(\mathrm{FV}_{t}^{c}\right)  \tag{2.67}\\
& \leq \sum_{t=0}^{n-1}\left(\mathbb{P}\left(\mathrm{GE}_{t}^{c}\right)+\mathbb{P}\left(\mathrm{RE}_{t}^{c}\right)+\mathbb{P}\left(\mathrm{FV}_{t}^{c}\right)\right) \\
& \leq \sum_{t=0}^{n-1}\left(O\left(\frac{1}{t}\right)+O\left(\frac{1}{t}\right)+O\left(\frac{1}{t}\right)\right) \\
& \leq O(\ln (n))
\end{align*}
$$

## Chapter 3

## Accelerating the Computation of UCB and Related Indices for Reinforcement Learning

### 3.1 Introduction

The practical use of the asymptotically optimal UCB algorithm (MDP-UCB) of [1] has been hindered [3, 11] by the computational burden of the upper confidence bound indices c.f. Eq. (3.1), that involves the solution of a non-linear constrained optimization problem of dimension equal to the cardinality of the state space of the MDP under consideration. In this chapter we derive an efficient computational method that only requires solving a system of two nonlinear equations with two unknowns, irrespective of the cardinality of the state space of the MDP. In addition, we develop a similar acceleration for computing the indices for the MDPDeterministic Minimum Empirical Divergence (MDP-DMED) developed in [12], that involves solving a single equation of one variable. In Section 3.3 we present these computationally efficient formulations and provide experimental results demonstrating the computational time savings.

The body of the paper is devoted to presenting and discussing four computationally simple algorithm that are either provably asymptotically optimal, or at least appear to be. While no proofs of optimality are presented, the results of numerical experiments are presented demonstrating the efficacy of these algorithm. Proof of optimality for these algorithm will be discussed in future works.

### 3.1.1 Related Work

In addition to the papers upon which the algorithms here are explicitly based, there are many other approaches for adaptively learning MDPs while minimizing expected regret. [28] propose
an algorithm, UCRL2, a variant of the UCRL algorithm of [11], that achieves logarithmic regret asymptotically, as well as uniformly over time. UCRL2, defines a set of plausible MDPs and chooses a near-optimal policy for an optimistic version of the MDP through so called "extended value iteration". This approach, while similarly optimistic in flavor, is sufficiently different than the algorithms presented here that we will not be comparing them directly. The algorithms in this chapter act upon the estimated transition probabilities of actions for only our current state, for a fixed estimated MDP. Specifically, MDP-UCB and OLP inflate the right hand side of the optimality equations by perturbing the estimated transition probabilities for actions in the current state. MDP-DMED estimates the rates at which actions should be taken by exploring nearby plausible transition probabilities for actions in the current state. Finally, MDP-PS obtains posterior sampled estimates, again, only for, the transition probabilities for actions in the current state.

Recently, [29] show that model-based algorithms (which all the algorithms discussed here are), that use 1 -step planning can achieve the same regret performance as algorithms that perform full-planning. This allows for a significant decrease in the computational complexity of the algorithms. In particular they propose UCRL2-GP, which uses a greedy policy instead of solving the MDP as in UCRL2, at the beginning of each episode. They find that this policy matches UCRL2 in terms of regret (up to constant and logarithmic factors), while benefiting from decreased computational complexity. The setting under consideration however, is a finite horizon MDP and the regret bounds are in PAC terms [14] and optimal minimax [30]. Further analysis is required to transfer these results to the setting of this paper. Namely, an infinite horizon MDP with bounds on the asymptotic growth rate of the expected regret. A fruitful direction of study would be to examine the relationship between UCRL2-GP, UCRL2, and the algorithms presented here, more closely, paying particular attention to the varying dependencies on the dimensionality of the state space.
[31] analyze and compare the expected regret and computational complexity of PS-type algorithms (PSRL therein) versus UCB-type (OFU therein) algorithms, in the setting of finite horizon MDPs. The PSRL algorithm presented there is similar to MDP-PS here. However, their optimistic inflation or stochastic optimism is done across the MDP as a whole, either over plausible MDPs in the case of OFU, or for a fixed MDP in the PSRL case. By contrast, in this
paper we present non-episodic versions where the inflations are done only for the actions of our current state for a fixed estimated MDP. They also argue therein that any OFU approach which matches PSRL in regret performance will likely result in a computationally intractable optimization problem. Through that lens, the main result of this paper, proving a computationally tractable version of the optimization problem shows that actually a provably asymptotically optimal UCB approach can compete with a PS approach both in terms of regret performance as well as computational complexity. A more thorough analysis is required in order to determine what parts of our analysis here, with an undiscounted infinite horizon MDP, can carry over to the finite horizon MDP setting of [31] and [30].

### 3.1.2 Chapter Structure

This chapter is organized as follows. In Section 3.2 we present four simple algorithms for adaptively optimizing the average reward in an unknown irreducible MDP. The first is the asymptotically optimal UCB algorithm (MDP-UCB) of [1] that uses estimates for the MDP and choose actions by maximizing an inflation of the estimated right hand side of the average reward optimality equations. The second (MDP-DMED) is inspired by the DMED method for the multi-armed bandit problem developed in [32, 2] and estimates the optimal rates at which actions should be taken and attempts to take actions at that rate. The third is the Optimistic Linear Programming (OLP) algorithm [3] which is based on MDP-UCB but instead of using the KL divergence to inflate the optimality equations, uses the $L_{1}$ norm. The fourth (MDP-PS) is based on ideas of greedy posterior sampling that go back to [33] and similar to PSRL in [31]. The main contribution of this chapter is in Section 3.3, where we present the efficient formulations and demonstrate the computational time savings. Various computational challenges and simplifications are discussed, with the goal of making these algorithms practical for broader use. In Section 3.4 we compare the regret performance of these algorithms in numerical examples and discuss the relative advantages of each. While no proofs of optimality are presented, the results of numerical experiments are presented demonstrating the efficacy of these algorithms. Proof of optimality for these algorithms will be discussed in future works, especially in light of the conditions in Chapter 2 .

### 3.1.3 Notation

It will be convenient in what is to follow to define the following notation:

$$
L(x, a, \underline{p}, \underline{v})=r_{x}(a)+\sum_{y \in S} p_{y} v_{y} .
$$

The function $L$ represents the value of a given action in a given state, for a given transition vector-both the immediate reward, and the expected future value of whatever state the MDP transitions into. The value of an asymptotically optimal action for any state $x$ is thus given by $L^{*}(x, A, P)=L\left(x, a^{*}(x, P), \underline{p}_{x}^{a^{*}(x, P)}, \underline{v}(A, P)\right)$.

In general, for the unknown transition laws case, we have the following bound due to [1], for any uniformly fast policy $\pi$, any sub-optimal action must be sampled at least at a minimum rate. In particular, for a suboptimal action $a$,

$$
\liminf _{T} \frac{\mathbb{E}\left[T_{x}^{a}(T)\right]}{\ln T} \geq \frac{1}{\mathbf{K}_{x, a}(P)} .
$$

where $\mathbf{K}_{x, a}(P)$ represents the minimal Kullback-Leibler divergence between $\underline{p}_{x}^{a}$ and any $\underline{q} \in \Theta$ such that substituting $\underline{q}$ for $\underline{p}_{x}^{a} x$ in $P$ renders $a$ the unique optimal action for $x$. Recall, the Kullback-Leibler divergence is given by $\mathbf{I}(\underline{p}, \underline{q})=\sum_{x \in S} p_{x} \ln \left(p_{x} / q_{x}\right)$.

This can be interpreted in the following way: for a sub-optimal action, the "closer" the transition law is to an alternative transition law that would make it the best action, the more data we need to distinguish between the truth and this plausible alternative hypothesis, and therefore the more times we need to sample the action to distinguish the truth. Anything less than this "base rate", we risk convincing ourselves of a plausible, sub-optimal hypothesis and therefore incurring high regret when we act on that belief.

Policies that achieve this lower bound, for all $P$, are referred to as asymptotically optimal. Achieving this bound, or at least the desired logarithmic growth requires careful exploration of actions. In the next section, we present four algorithms to accomplish this.

### 3.2 Algorithms for Optimal Exploration

Common reinforcement learning algorithms solve the exploration/exploitation dilemma in the following way: most of the time, select an action (based on the current data) that seems best,
otherwise select some other action. This alternative action selection is commonly done uniformly at random. As long as this is done infrequently, but not too infrequently, the optimal actions and policy will be discovered, potentially at the cost of high regret. Minimizing regret requires careful consideration of which alternative actions are worth taking at any given point in time. The following algorithms are methods for performing this selection; essentially, instead of blindly selecting from the available actions to explore, each algorithm evaluates the currently available data to determine which action is most worth exploring. Each accomplishes this through an exploration of the space of plausible transition hypotheses.

The benefit of this is that through careful exploration, optimal (minimal) regret can be achieved. The cost however, is additional computation. The set of alternative transition laws is large and high dimensional, and can be difficult to work with. In Section 3.3 we show several simplifications, however, that make this exploration practical.

### 3.2.1 A UCB-Type Algorithm for MDPs Under Uncertain Transitions

Classical upper confidence bound (UCB) decision algorithms (for instance as in multi-armed bandit problems, c.f. [34], [35], [36]), approach the problem of exploration in the following way: in each round, given the current estimated transition law, we consider "inflated" estimates of the values of each actions, by finding the best (value-maximizing) plausible hypothesis within some confidence interval of the current estimated transition law. The more data that is available for an action, the more confidence there is in the current estimate, and the tighter the confidence interval becomes; the tighter the confidence interval becomes, the less exploration is necessary for that action. The algorithm we present here is a version of the MDP-UCB algorithm presented in [1].

At any time $t \geq 1$, let $x_{t}$ be the current (given) state of the MDP. We construct the following estimators:

- Transition Probability Estimators: for each state $y$ and action $a \in A\left(x_{t}\right)$, construct $\hat{P}_{t}$ based on

$$
\hat{p}_{x_{t}, y}^{a}=\frac{T_{x_{t}, y}^{a}(t)+1}{T_{x_{t}}^{a}(t)+|S|} .
$$

Note the biasing terms (the 1 in the numerator, $|S|$ in the denominator). Including these,
biases the estimated transition probabilities away from 0 , so that our estimates $\underline{p}_{x_{t}}^{a}$ will be in $\Theta$. Additionally, these guarantee that the above is in fact the maximum likelihood estimate for the transition probability, given the observed data and uniform priors.

- "Good" Action Sets: construct the following subset of the available actions $A\left(x_{t}\right)$,

$$
\hat{A}_{t}=\left\{a \in A\left(x_{t}\right): T_{x_{t}}^{a}(t) \geq\left(\ln T_{x_{t}}(t)\right)^{2}\right\} .
$$

The set $\hat{A}_{t}$ represents the actions available from state $x_{t}$ that have been sampled frequently enough that the estimates of the associated transition probabilities should be "good". In the limit, we expect that sub-optimal actions will be taken only logarithmically, and hence for sufficiently large $t, \hat{A}_{t}$ will contain only actions that are truly optimal. If no actions have been taken sufficiently many times, we take $\hat{A}_{t}=A\left(x_{t}\right)$ to prevent it from being empty.

- Value Estimates: having constructed these estimators, we compute $\hat{\phi}_{t}=\phi\left(\hat{A}_{t}, \hat{P}_{t}\right)$ and $\hat{v}_{t}=\underline{v}\left(\hat{A}_{t}, \hat{P}_{t}\right)$ as the solution to the optimality equations in Eq. (1.2], essentially treating the estimated probabilities as correct and computing the optimal values and policy for the resulting estimated MDP.

At this point, we implement the following decision rule: for each action $a \in A\left(x_{t}\right)$, we compute the following index over the set of possible transition laws:

$$
\begin{equation*}
u_{a}(t)=\sup _{\underline{q} \in \Theta}\left\{L\left(x_{t}, a, \underline{q}, \hat{v}_{t}\right): \mathbf{I}\left(\underline{\hat{p}}_{x_{t}}^{a}, \underline{q}\right) \leq \frac{\ln t}{T_{x_{t}, a}(t)}\right\}, \tag{3.1}
\end{equation*}
$$

where $\mathbf{I}(\underline{p}, \underline{q})=\sum_{y} p_{y} \ln \left(p_{y} / q_{y}\right)$ is the Kullback-Leibler divergence, and take action

$$
\pi(t)=\arg \max _{a \in A\left(x_{t}\right)} u_{a}(t) .
$$

This is a natural extension of several classical KL-divergence based UCB algorithms for the multi-armed bandit problem c.f. [13], [35], [36] taking the view of the $L$ function as the 'value' of taking a given action in a given state, estimated with the current data. In [35], a modified version of the above algorithm is in fact shown to be asymptotically optimal. The modification is largely for analytical benefit however, the pure index algorithm as above shows excellent performance c.f. Figure 3.3. Further discussion of the performance of this algorithm is given in Section 3.4

An important and legitimate concern to the practical usage of the MDP-UCB algorithm that has been noted in [3] among others, is actually calculating the index in Eq. 3.1). This and other issues are discussed in more depth in Section 3.3 , where a computationally efficient formulation is presented. Additionally, in Section 3.4, we highlight beneficial behavior of this algorithm that makes it worth pursuing.

### 3.2.2 A Deterministic Minimum Empirical Divergence Type Algorithm for MDPs Under Uncertain Transitions

In the classical DMED algorithm for multi-armed bandit problems [32], rather than considering (inflated) values for each action to determine which should be taken, DMED attempts to estimate how often each action ought to be taken. Recall the interpretation of [35] given previously, that for any uniformly fast policy $\pi$, for any sub-optimal action $a$ we have

$$
\liminf _{T} \frac{\mathbb{E}\left[T_{x}^{a}(T)\right]}{\ln T} \geq \frac{1}{\mathbf{K}_{x, a}(P)}
$$

where $\mathbf{K}_{x, a}(P)$ measures (via the Kullback-Leibler divergence) how much the transition law for action $a$ would need to be changed to make action $a$ optimal.

DMED proceeds by the following reasoning. If we estimate that the sub-optimal action $a$ is close to being optimal (low $K_{x, a}$ ), make sure we take it often enough to differentiate between them (ensure $T_{x}^{a}$ is high). If, on the other hand, we estimate that the sub-optimal action $a$ is far from being optimal (high $K_{x, a}$ ), we don't need to take is as often (ensure $T_{x}^{a}$ is low). As with the MDP-UCB and OLP algorithms, this requires an exploration of the possible transition laws "near" the current estimated transition law.

In general, computing the function $\mathbf{K}_{x, a}(P)$ is not easy. We consider the following substitute, then:

$$
\tilde{\mathbf{K}}_{x, a}\left(P, \underline{v}, a^{*}\right)=\inf _{\underline{q} \in \Theta}\left\{\mathbf{I}\left(\underline{p}_{x}^{a}, \underline{q}\right): L(x, a, \underline{q}, \underline{v}) \geq L\left(x, a^{*}, \underline{p}_{x}^{a^{*}}, \underline{v}\right)\right\} .
$$

This is akin to exploratory policy iteration. That is, determining, based on the current value estimates, how much modification would produce an improving action.

The function $\mathbf{K}$ measures how far the transition vector associated with $x$ and $a$ must be
perturbed (under the KL-divergence) to make $a$ the optimal action for $x$. The function $\tilde{\mathbf{K}}$ measures how far the transition vector associated with $x$ and $a$ must be perturbed (under the KLdivergence) to make the value of $a$, as measured by the $L$-function, no less than the value of an optimal action $a^{*}$. As will be shown in Section 3.3. $\tilde{\mathbf{K}}$ may be computed fairly simply, in terms of the root of a single non-linear equation.

In this way, we have the following approximate MDP-DMED algorithm (see [32] and [2] for the multi-armed bandit version of this algorithm).

At any time $t \geq 1$, let $x_{t}$ be the current state, and construct the estimators as in the MDPUCB algorithm in Section 3.2.1, $\hat{P}_{t}, \hat{A}_{t}$, and utilize these to compute the estimated optimal values, $\hat{\phi}_{t}=\phi\left(\hat{A}_{t}, \hat{P}_{t}\right)$ and $\hat{\underline{v}}_{t}=\underline{v}\left(\hat{A}_{t}, \hat{P}_{t}\right)$.

Let $\hat{a}_{t}^{*}=\arg \max _{a \in A\left(x_{t}\right)} L\left(x_{t}, a, \hat{\underline{p}}_{x_{t}}^{a}, \hat{v}_{t}\right)$ be the estimated "best" action to take at time $t$. For each $a \neq \hat{a}_{t}^{*}$, compute the discrepancies

$$
D_{t}(a)=\ln t / \tilde{\mathbf{K}}_{x_{t}, a}\left(\hat{P}_{t}, \hat{\hat{v}}_{t}, \hat{a}_{t}^{*}\right)-T_{x_{t}, a}(t) .
$$

If $\max _{a \neq \hat{a}_{t}^{*} D_{t}}(a) \leq 0$, take $\pi(t)=\hat{a}_{t}^{*}$, otherwise, take $\pi(t)=\arg \max _{a \neq \hat{a}_{t}^{*}} D_{t}(a)$.
Following this algorithm, we perpetually reduce the discrepancy between the estimated sub-optimal actions, and the estimated rate at which those actions should be taken. The exchange from $\mathbf{K}$ to $\tilde{\mathbf{K}}$ sacrifices some performance in the pursuit of computational simplicity, however it also seems clear from computational experiments that MDP-DMED as above is not only computationally tractable, but also produces reasonable performance in terms of achieving small regret c.f. Figure 3.3. Further discussion of the performance of this algorithm is given in Section 3.4

### 3.2.3 Optimistic Linear Programming, Another UCB-Type Algorithm for MDPs Under Uncertain Transitions

As we have previously noted, [3] raises some legitimate computational concerns. They propose an alternative, algorithm which they term "optimistic linear programming" (OLP), which is closely related to the MDP-UCB algorithm presented here. The main difference between OLP and MDP-UCB is that OLP does not use the KL divergence to determine the confidence interval. Instead, OLP uses $L_{1}$ distance, which allows the resulting index to be computed via
solving linear programs. This reduces the computational complexity at the cost of performance. As we will show in Section 3.3, the MDP-UCB optimization problem can be simplified drastically, to render the use of OLP, at least with respect to the computational issues, unnecessary. The algorithm we present here is a version of OLP algorithm presented in [3].

At any time $t \geq 1$, let $x_{t}$ be the current state, and construct the estimators as in the MDPUCB algorithm in Section 3.2.1, $\hat{P}_{t}, \hat{A}_{t}$, and utilize these to compute the estimated optimal values, $\hat{\phi}_{t}=\phi\left(\hat{A}_{t}, \hat{P}_{t}\right)$ and $\underline{\hat{v}}_{t}=\underline{v}\left(\hat{A}_{t}, \hat{P}_{t}\right)$.

At this point, we implement the following decision rule: for each action $a \in A\left(x_{t}\right)$, we compute the following index, again maximizing value within some distance of the current estimates:

$$
u_{a}(t)=\sup _{\underline{q} \in \Theta}\left\{L\left(x_{t}, a, \underline{q}, \hat{\hat{v}}_{t}\right):\left\|\hat{\hat{p}}_{x_{t}}^{a}-\underline{q}\right\|_{1} \leq \sqrt{\frac{2 \ln t}{T_{x_{t}}^{a}(t)}}\right\},
$$

and take action

$$
\pi(t)=\arg \max _{a \in A\left(x_{t}\right)} u_{a}(t) .
$$

### 3.2.4 A Thompson-Type Algorithm for MDPs Under Uncertain Transitions

In MDP-UCB, MDP-DMED, and OLP, above, we realized the notion of "exploration" in terms of considering alternative hypotheses that were "close" to the current estimates within $\Theta$, interpreting closeness in terms of "plausibility". In this section, we consider an alternative form of exploration through random sampling over $\Theta$, based on the current available data. Given a uniform prior over $\Theta$, the posterior for $\underline{p}_{x}^{a}$ is given by a Dirichlet distribution with the observed occurrences. Posterior Sampling (MDP-PS) proceeds in the following way:

At any time $t \geq 1$, let $x_{t}$ be the current state, and construct the estimators as in the MDPUCB algorithm in Section 3.2.1, $\hat{P}_{t}, \hat{A}_{t}$, and utilize these to compute the estimated optimal values, $\hat{\phi}_{t}=\phi\left(\hat{A}_{t}, \hat{P}_{t}\right)$ and $\hat{v}_{t}=\underline{v}\left(\hat{A}_{t}, \hat{P}_{t}\right)$. In addition, generate the following random vectors:

For each action $a \in A\left(x_{t}\right)$, let $\underline{x}_{x_{t}}^{a}(t)=\left[T_{x_{t}, y}^{a}(t)\right]_{y \in S}$ be the vector of observed transition counts from state $x_{t}$ to $y$ under action $a$. Generate the random vector $\underline{Q}$ according to

$$
\underline{Q}^{a}(t) \sim \operatorname{Dir}\left(\underline{T}_{x_{t}}^{a}(t)\right) .
$$

The $\underline{Q}^{a}(t)$ are distributed according to the joint posterior distribution of $\underline{p}_{x_{t}}^{a}$ with a uniform prior.

At this point, define the following values as posterior sampled estimates of the potential value $L$ of each action:

$$
W_{a}(t)=r_{x_{t}, a}+\sum_{y} Q_{y}^{a}(t) \hat{v}_{y},
$$

and take action $\pi(t)=\arg \max _{a \in A\left(x_{t}\right)} W_{a}(t)$.
In this way, we probabilistically explore likely hypotheses within $\Theta$, and act according to the action with best hypothesized value.

### 3.3 Accelerating Computation

All of the above algorithms require computing the estimated optimality values $\hat{\phi}_{t}, \hat{\underline{v}}_{t}$ each round. This is an issue, but efficient linear programming formulations exist to solve the optimality equations in Eq. (1.2) see for example [19]. It may also be possible to adapt the method of [37] for approximately solving MDPs, among others, to our undiscounted and potentially changing MDP setting.

However, each of these algorithms additionally has unique computational challenges, through computations over the high dimensional parameter space $\Theta$ due to the typically high cardinality of the state space.

### 3.3.1 MDP-UCB

We will first examine the MDP-UCB algorithm from Section 3.2.1. Recalling the notation that $\mathbf{I}(\underline{p}, \underline{q})=\sum_{x} p_{x} \ln \left(p_{x} / q_{x}\right)$, MDP-UCB has to repeatedly solve the following optimization problem:

$$
C(\underline{p}, \underline{v}, \boldsymbol{\delta})=\sup _{\underline{q} \in \Theta}\left\{\sum_{x} q_{x} v_{x}: \mathbf{I}(\underline{p}, \underline{q}) \leq \delta\right\} .
$$

The index of the MDP-UCB algorithm may be efficiently expressed in terms of the $C$ function above, $u_{a}(t)=r_{x_{t}}(a)+C\left(\underline{p}_{x_{t}}^{a}, \underline{\hat{p}}_{t}, \frac{\ln t}{T_{x_{t}, a}(t)}\right)$. We will refer to this formulation as the $\underline{q}$ Formulation.

This represents an $|S|$-dimensional non-linear constrained optimization problem which is not, in general, easy to solve.

For mathematical completeness, as well as for practical implementation, we first analyze some trivial cases. Let $\mu_{p}=\sum_{x} p_{x} v_{x}$ and $V=\max _{x} v_{x}$, then

Theorem 2. The value of $C(\underline{p}, \underline{v}, \boldsymbol{\delta})$ can be easily found in the following cases:

- If $\delta<0$ then the optimization problem, $C(\underline{p}, \underline{v}, \boldsymbol{\delta})$ is infeasible and we say $C(\underline{p}, \underline{v}, \boldsymbol{\delta})=$ $-\infty$.
- If $\boldsymbol{\delta}=0$, then $C(\underline{p}, \underline{v}, \boldsymbol{\delta})=\mu_{p}$.
- If $\delta>0$ and $v_{x_{1}}=v_{x_{2}}$ for all $x_{1}, x_{2} \in S$, then $C(\underline{p}, \underline{v}, \boldsymbol{\delta})=\mu_{p}$.

Proof of this theorem is provided in Section 3.6.1
For other cases, we can reduce this to solving a 2 dimensional system of non-linear equations, with unknowns $\mu_{q}^{*}$ and $\lambda$ as follows.

Theorem 3. For any $\delta>0$ and $\underline{v}$ such that $v_{x_{1}} \neq v_{x_{2}}$ for some $x_{1}, x_{2} \in S$,

$$
C(\underline{p}, \underline{v}, \delta)=\mu_{q}^{*},
$$

where

$$
\begin{array}{r}
\sum_{x \in S} p_{x} \ln \left(1+\frac{v_{x}-\mu_{q}^{*}}{\lambda}\right)=\delta, \\
\sum_{x} p_{x} \frac{\lambda}{\lambda+v_{x}-\mu_{q}^{*}}=1, \\
\mu_{p}<\mu_{q}^{*}<V \text { and } \lambda<\mu_{q}^{*}-V .
\end{array}
$$

Proof of this theorem is provided in Section 3.6.2.
Solving these systems, which we will refer to as the $\left(\mu_{q}^{*}, \lambda\right)$-Formulation, provides dramatic speed increases for the implementation of the algorithm (Figure 3.1). We also note that the ( $\mu_{q}^{*}, \lambda$ )-Formulation scales manageably with the dimension of the state space, as opposed to the $q$-Formulation. Additionally, the structure of the equations admits several nice solution methods since, for a given $\mu_{q}$, the second equation has a unique solution for $\lambda$ in the indicated range, and given that solution, the summation in the first equation is increasing to infinity as a function of $\mu_{q}$.

### 3.3.2 MDP-DMED

Next we examine the MDP-DMED algorithm from Section 3.2.2. Again, recalling the notation that $\mathbf{I}(\underline{p}, \underline{q})=\sum_{x} p_{x} \ln \left(p_{x} / q_{x}\right)$, MDP-DMED has to repeatedly solve the following optimization problems:

$$
D(\underline{p}, \underline{v}, \rho)=\inf _{\underline{q} \in \Theta}\left\{\mathbf{I}(\underline{p}, \underline{q}): \sum_{x} q_{x} v_{x} \geq \rho\right\} .
$$

The rate function $\tilde{\mathbf{K}}$ of the MDP-DMED algorithm may be efficiently expressed in terms of the $D$ function above, $\tilde{\mathbf{K}}_{x_{t}, a}\left(\hat{P}_{t}, \hat{\hat{v}}_{t}, \hat{a}_{t}^{*}\right)=D\left(\underline{p}_{x_{t}}^{a}, \hat{\hat{v}}_{t}, L\left(x_{t}, a^{*}, \underline{x}_{x}^{a^{*}}, \hat{v}_{t}\right)-r_{x_{t}}(a)\right)$. We will refer to as the $q$-Formulation. This represents an $|S|$-dimensional non-linear constrained optimization problems, which is not, in general, easy to solve.

As before, we consider some trivial cases first. Let $\mu_{p}=\sum_{x} p_{x} v_{x}$ and $V=\max _{x} v_{x}$, then
Theorem 4. The value of $D(\underline{p}, \underline{v}, \rho)$ and by extension $D_{t}(a)$ can be easily found in the following cases:

- If $\rho>V$ then the optimization problem, $D(\underline{p}, \underline{v}, \rho)$ is infeasible and we say $D(\underline{p}, \underline{v}, \rho)=\infty$ and $D_{t}(a)=-T_{x_{t}, a}(t)$.
- If $\rho \leq \mu_{p}$ then $D(\underline{p}, \underline{v}, \rho)=0$ and we say $D_{t}(a)=\infty$.
- If $v_{x_{1}} \neq v_{x_{2}}$ for some $x_{1}, x_{2} \in S$ and $\rho=V$, then optimization problem $D(\underline{p}, \underline{v}, \rho)$ diverges to infinity and we say $D(\underline{p}, \underline{v}, \rho)=\infty$ and $D_{t}(a)=-T_{x_{t}, a}(t)$.

Proof of this theorem is provided in Section 3.6.3.
For other cases, this optimization problem reduces to solving a 1-dimensional system of non-linear equations with one unknown, $\lambda$, as follows:

Theorem 5. For any $\underline{v}$ such that $v_{x_{1}} \neq v_{x_{2}}$ for some $x_{1}, x_{2} \in S$ and $\mu_{p}<\rho<V$,

$$
D(\underline{p}, \underline{v}, \rho)=\sum_{x} p_{x} \ln \left(1+\left(\rho-v_{x}\right) \lambda\right)
$$

where

$$
\begin{gathered}
\sum_{x} p_{x} \frac{\rho-v_{x}}{1+\left(\rho-v_{x}\right) \lambda}=0 \\
0<\lambda<\frac{1}{V-\rho}
\end{gathered}
$$

Proof of this theorem is provided in Section 3.6.4
As with the MDP-UCB case, solving this system, which we will refer to as the $\lambda$-Formulation, provides dramatic speed increases for the implementation of the algorithm (Figure 3.1). We also note that the $\lambda$-Formulation scales manageably with the dimension of the state space, as opposed to the $q$-Formulation. Additionally, the $\lambda$-Formulation structurally lends itself well to solutions. Over the indicated range, the summation is positive and constant in the limit as $\lambda \rightarrow 0$, and monotonically decreasing, diverging to negative infinity as $\lambda \rightarrow 1 /(V-\rho)$. Hence the solution is unique, and can easily be found via bisection.

### 3.3.3 OLP

Next we examine the OLP algorithm from Section 3.2.3. OLP has to repeatedly solve the following optimization problem:

$$
B(\underline{p}, \underline{v}, \delta)=\sup _{\underline{q} \in \Theta}\left\{\sum_{x} q_{x} v_{x}:\left\|\underline{\hat{p}}^{x_{t}}-\underline{q}\right\|_{1} \leq \delta\right\} .
$$

The index of the OLP algorithm may be efficiently expressed in terms of the $B$ function above, $u_{a}(t)=r_{x_{t}}(a)+B\left(\underline{\hat{p}}_{x_{t}}^{a}, \hat{v}_{t}, \sqrt{\frac{2 \ln t}{T_{x_{t}}^{a}(t)}}\right) \cdot B(\underline{p}, \underline{v}, \delta)$ is equivalent to the following linear program:

$$
\max _{\underline{q}^{+}, \underline{q^{-}}} \sum_{x \in S} v_{x}\left(q^{-}{ }_{x}-q^{+}{ }_{x}+p_{x}\right),
$$

s.t.

$$
\begin{array}{ll}
\sum_{x \in S} q^{+}{ }_{x}+q^{-}{ }_{x} \leq \delta, & \\
\sum_{x \in S} q^{-}{ }_{x}-q^{+}{ }_{x}=0, & \\
q^{+}{ }_{x}-q^{-}{ }_{x} \leq p_{x} & \forall x \in S, \\
q^{+}{ }_{x}, q^{-}{ }_{x} \geq 0 & \forall x \in S .
\end{array}
$$

This represents an $|S|$-dimensional linear program, which can generally be computed quite efficiently. However, as the dimension of the state space increases we incur a greater computational burden (Figure 3.1).

### 3.3.4 MDP-PS

The most attractive advantage of MDP-PS is the reduced computational cost, relative to the other three proposed algorithms (Figure 3.2). Notice there is no extra optimization problem that needs to be solved. In the MDP-UCB algorithm, at every time $t$, we had to iteratively solve $\left|A\left(x_{t}\right)\right|$ instances of $C(\underline{p}, \underline{v}, \boldsymbol{\delta})$, for OLP $\left|A\left(x_{t}\right)\right|$ instances of $B(\underline{p}, \underline{v}, \boldsymbol{\delta})$, and for MDPDMED, $\left|A\left(x_{t}\right)\right|$ instances of $D(\underline{p}, \underline{v}, \rho)$. Under MDP-PS, the computational burden stems from sampling from the Dirichlet distribution for each action (again, $\left|A\left(x_{t}\right)\right|$ steps), but this is a well studied problem with many efficiently implemented solutions (see for example [38]). Specific properties of the MDP-PS algorithm may still make these other algorithms worth pursuing, however, as seen in Section 3.4.

### 3.3.5 Computation Time Comparison

To demonstrate the computational time savings achieved by these simplifications we randomly generated the parameters for 15 different action indices and timed how long each algorithm took to solve. We repeated this for 4 different values of $|S|$, the dimension of the state space, 10, 100, 1,000, and 10,000. In Figure 3.1, we plot the mean computation time as $|S|$ increases, for each algorithm, [1] MDP-PS, [2] MDP-DMED $\lambda$-Formulation, [3] MDP-UCB $\left(\mu_{q}^{*}, \lambda\right)$ Formulation , [4] MDP-DMED $\underline{q}$-Formulation , [5] MDP-UCB $\underline{q}$-Formulation, and [6] OLP, along with a $95 \%$ confidence interval.

In order to keep the comparisons as equitable as possible, the optimization problem for all the algorithms (with the exception of MDP-PS) were solved to within 4 digits of accuracy using TensorFlow for Python [39]. MDP-PS used SciPy's random Dirichlet generator. They were all run on a MacBook Pro with a 3.1 Ghz i7 processor with 16GB DDR3 RAM.

The top three fastest algorithms were [1] MDP-PS, [2] MDP-DMED $\lambda$-Formulation, and [3] MDP-UCB $\left(\mu_{q}^{*}, \lambda\right)$-Formulation. Figure 3.2 shows these three in more detail.

From Figure 3.1 we can see the dramatic savings achieved by [2] MDP-DMED using the $\lambda$-Formulation, and [3] MDP-UCB using the $\left(\mu_{q}^{*}, \lambda\right)$-Formulation as compared to [4,5] the $\underline{q}$ Formulations. [6] OLP also suffers from increasing computation time as the dimension of the state space increases. OLP performs the worst in terms of computational time which is likely


Figure 3.1: Computation time as $|S|$ increases


Figure 3.2: Computation time as $|S|$ increases for the top three performers
due to the fact that we are not using a specialized fast LP solver but rather TensorFlow.
In Figure 3.2 we can see the relative performances of the top three algorithms. [1] MDP-PS, unsurprisingly with the fastest, followed by [2] MDP-DMED using the $\lambda$-Formulation with its single unknown, and then [3] MDP-UCB using the ( $\mu_{q}^{*}, \lambda$ )-Formulation with its two unknowns.

The absolute time is not as important as the relative time. There are numerous ways to achieve significantly faster absolute time but our focus here is to demonstrate the relative speed increase gained by using our simplifications. In addition, one can get raw computational time savings by developing a devoted optimizer for problems of this type but if we restrict to using a generic black box optimizer, the method we employed seems a reasonable reflection of what one would do.

### 3.4 Comparison of Performance

In this section we discuss the results of our simulation test of these algorithms on a small example problem. There is nothing particularly special about the values for this example, and we observe similar results under other values. Our example had 3 states ( $x_{1}, x_{2}$, and $x_{3}$ ) with 2 available actions ( $a_{1}$ and $a_{2}$ ) in each state. Below we show the transition probabilities, as well as the reward, returned under each action.

$P\left[a_{1}\right]=$|  | $x_{1}$ | $x_{2}$ | $x_{3}$ |
| :---: | :---: | :---: | :---: |
| $x_{1}$ | 0.04 | 0.69 | 0.27 |
| $x_{2}$ | 0.88 | 0.01 | 0.11 |
| $x_{3}$ | 0.02 | 0.46 | 0.52 |


$P\left[a_{2}\right]=$|  | $x_{1}$ | $x_{2}$ | $x_{3}$ |
| :---: | :---: | :---: | :---: |
| $x_{1}$ | 0.28 | 0.68 | 0.04 |
| $x_{2}$ | 0.26 | 0.33 | 0.41 |
| $x_{3}$ | 0.43 | 0.35 | 0.22 |,


$R=$|  | $x_{1}$ | $x_{2}$ | $x_{3}$ |
| :---: | :---: | :---: | :---: |
| $a_{1}$ | 0.13 | 0.47 | 0.89 |
| $a_{2}$ | 0.18 | 0.71 | 0.63 |.

If these transition probabilities were known, the optimal policy for this MDP would be $\pi^{*}\left(x_{1}\right)=a_{1}, \pi^{*}\left(x_{2}\right)=a_{2}$, and $\pi^{*}\left(x_{3}\right)=a_{1}$.


Figure 3.3: Average cumulative regret over time for each algorithm

We simulated each algorithm 100 times over a time horizon of 10,000 and for each time step we computed the mean regret as well as the variance. In Figure 3.3, we plot the mean regret over time for each algorithm, [1] MDP-PS, [2] MDP-UCB, [3] OLP, and [4] MDP-DMED, along with a $95 \%$ confidence interval for all sample paths.

We can see that all algorithms seem to have logarithmic growth of regret. There are a few interesting differences that the plot highlights, at least for these specific parameter values:

MDP-DMED has not only the highest finite time regret, but also large variance that seems to increase over time. This seems primarily due to the "epoch" based nature of the algorithm, which results in exponentially long periods when the algorithm may get trapped taking suboptimal actions, incurring large regret until the true optimal actions are discovered. The benefit of this epoch structure is that once the optimal actions are discovered, they are taken for exponentially long periods, to the exclusion of sub-optimal actions.

As expected, see [3], OLP has a higher finite time regret when compared to MDP-UCB, but still achieves logarithmic growth.

MDP-PS seems to perform best, exhibiting lowest finite time regret as well as the tightest
variance. This seems largely in agreement with the performance of PS-type algorithms in other bandit problems as well, in which they are frequently asymptotically optimal c.f. [36] and references therein.

### 3.4.1 Algorithm Robustness-Inaccurate Priors

How do these algorithms respond to potentially "unlucky" or non-representative streaks of data? How does bad initial estimates effect their performance? Can these algorithms be fooled, and what are the resulting costs before they recover? This is a practically important question, in terms of data security and risk assessment, but also an important element of evaluating a learning algorithm. How does the learning agent respond to non-ideal conditions?

To test these algorithms, we "rigged" or biased the first 60 actions and transitions, such that under the estimated transition probabilities the optimal policy would be to activate the suboptimal action in each state. In more detail, let $T_{x, y}^{a}$ be the number of times we transitioned from state $x$ to state $y$ under action $a$. Then we rigged $T^{a}$ so that it started like so,


$T\left[a_{2}\right]=$|  | $x_{1}$ | $x_{2}$ | $x_{3}$ |
| :---: | :---: | :---: | :---: |
| $x_{1}$ | 1 | 1 | 8 |
| $x_{2}$ | 8 | 1 | 1 |
| $x_{3}$ | 1 | 1 | 8 |

Under the resulting (bad) estimated transition probabilities, we have that the (estimated) optimal policy is $\hat{\pi}^{*}\left(x_{1}\right)=a_{2}, \hat{\pi}^{*}\left(x_{2}\right)=a_{1}$, and $\hat{\pi}^{*}\left(x_{3}\right)=a_{1}$, which in fact chooses the suboptimal action in each state.

The subsequent performances of the MDP algorithms are plotted in Figure 3.4 All algorithms still appear to have logarithmic growth in regret, suggesting they can all 'recover' from the initial bad estimates. It is striking though, the extent to which the average regrets for MDPDMED and MDP-PS are affected, increasing dramatically as a result, MDP-PS demonstrating


Figure 3.4: Robustness test. MDP-UCB seems to be largely unaffected by the inaccurate priors.
an increase in variance as well. However, the MDP-UCB algorithm seems relatively stable: its average regret has barely increased, and maintains a small variance. Empirically, this phenomenon appears common for the MDP-UCB algorithm under other extreme conditions. The underlying cause and a rigorous examination of these intuitions, will be explored in a future work.

### 3.5 Conclusion and Future Work

We have presented four algorithms adapted from classical multi-armed bandit algorithms that either are provably asymptotically optimal or at least give that appearance in practice. The simplifications for MDP-UCB and MDP-DMED presented here have been shown to dramatically reduce the computational burden for these algorithms, rendering them more useful in practice. As a result, the provably worse performing OLP, no longer has any advantage over them. MDPDMED under the $\lambda$-Formulation is fast and possibly optimal, but has a high variance for regret that increases over time. While MDP-PS is very fast and appears to be optimal, it is highly sensitive to incorrect priors or extreme sampling errors. MDP-UCB is provably optimal has
stable performance under various extreme conditions, and can be computed quickly using the ( $\mu_{q}^{*}, \lambda$ )-Formulation.

The most immediately obvious extension of this work is to show how the algorithms here satisfy the sufficient conditions developed in Chapter 2. This will not only provide guarantees about the algorithms themselves, but also potentially allow these algorithms to be modified to use other state value estimators (for example, Q-learning [40]) while maintaining their theoretical guarantees.

There are various interesting directions to continue this work, we mention a few potential avenues here. The idea of "exploring the hypothesis space" is something that extends immediately to the case of unknown rewards. Each of the algorithms presented here can generalize immediately to such situations, though the computational simplifications would need to be modified significantly.

From a practical computational point of view we could consider systems where we can't easily iterate over all possible states, and how these algorithms can be modified to address this.

### 3.6 Proof of Theorems of Section 3.3

### 3.6.1 Proof of Theorem 2

First we restate Theorem 2 ,
The value of $C(\underline{p}, \underline{v}, \delta)$ can be easily found in the following cases:

- If $\delta<0$ then the optimization problem, $C(\underline{p}, \underline{v}, \boldsymbol{\delta})$ is infeasible and we say $C(\underline{p}, \underline{v}, \boldsymbol{\delta})=$ $-\infty$.
- If $\delta=0$, then $C(\underline{p}, \underline{v}, \delta)=\mu_{p}$.
- If $\delta>0$ and $v_{x_{1}}=v_{x_{2}}$ for all $x_{1}, x_{2} \in S$, then $C(\underline{p}, \underline{v}, \boldsymbol{\delta})=\mu_{p}$.

Proof. Recall that $\mathbf{I}(\underline{p}, \underline{q})$ is the KL Divergence from $\underline{p}$ to $\underline{q}$. We then have by Gibb's inequality that $\mathbf{I}(\underline{p}, \underline{q}) \geq 0$, with equality if and only if $\underline{p}=\underline{q}$. Thus, if $\delta<0$ then the optimization problem is infeasible. If $\delta=0$ then it has the trivial solution $\underline{q}^{*}=\underline{p}$. We therefore take $\delta>0$. Now, if $v_{x_{1}}=v_{x_{2}}$ for all $x_{1}, x_{2} \in S$ then any feasible probability vector $\underline{q}$ is also optimal with $C(\underline{p}, \underline{v}, \delta)=v_{x}=\mu_{p}$.

### 3.6.2 Proof of Theorem 3

In this section we will prove Theorem 3, which we restate here.
Let $\mu_{p}=\sum_{x} p_{x} v_{x}$ and $V=\max _{x} v_{x}$. Then for any $\underline{v}$ such that $v_{x_{1}} \neq v_{x_{2}}$ for some $x_{1}, x_{2} \in S$ and $\delta>0$,

$$
C(\underline{p}, \underline{v}, \boldsymbol{\delta})=\mu_{q}^{*},
$$

where

$$
\begin{array}{r}
\sum_{x \in S} p_{x} \ln \left(1+\frac{v_{x}-\mu_{q}^{*}}{\lambda}\right)=\delta, \\
\sum_{x} p_{x} \frac{\lambda}{\lambda+v_{x}-\mu_{q}^{*}}=1, \\
\mu_{p}<\mu_{q}^{*}<V \text { and } \lambda<\mu_{q}^{*}-V .
\end{array}
$$

Before giving the formal proof, it may be helpful to understand the overall conception of the proof. The main idea is the use of Lagrange multiplier techniques, which greatly reduces the dimensionality of the problem to be solved. We are able to exchange from trying to find the optimal probability vector $\underline{q}^{*}$, to a problem where we need only find two moments of the optimal $\underline{q}^{*}$, a dramatic dimension reduction. In the MDP-UCB case, it suffices to find the unknown optimal mean of the optimal distribution, $\underline{q}^{*}, \mu_{q}^{*}$, and a value $\lambda=\sigma_{q^{*}}^{2} /\left(\mu_{p}-\mu_{q}^{*}\right)$ which depends on the optimal, unknown variance.

Proof. Recall that,

$$
\begin{equation*}
C(\underline{p}, \underline{v}, \boldsymbol{\delta})=\sup _{\underline{q} \in \Theta}\left\{\sum_{x} q_{x} v_{x}: \mathbf{I}(\underline{p}, \underline{q}) \leq \delta\right\} \tag{3.2}
\end{equation*}
$$

Since $\{\underline{q}: \underline{q} \in \Theta, \mathbf{I}(\underline{p}, \underline{q}) \leq \delta\}$ is a closed compact set, the supremum will be realized by a
maximum, and we may express the problem of computing $C(\underline{p}, \underline{v}, \delta)$ in the following form:

$$
\begin{equation*}
\max _{\underline{q}} \quad \mu_{q}=\sum_{x \in S} q_{x} v_{x}, \tag{3.3}
\end{equation*}
$$

s.t.

$$
\begin{align*}
& \sum_{x \in S} p_{x} \ln \left(\frac{p_{x}}{q_{x}}\right) \leq \delta,  \tag{3.4}\\
& \sum_{x \in S} q_{x}=1, \\
& q_{x}>0 \quad x \in S .
\end{align*}
$$

Let $\mu_{q}^{*}=\sum_{x \in S} q_{x}^{*} v_{x}$ be the optimal value of the objective function, $\mu_{p}=\sum_{x \in S} p_{x} v_{x}$, and $V=\max _{x} v_{x}$. First we will argue that,

$$
\mu_{p} \leq \mu_{q}^{*}<V
$$

To see the first inequality, observe that $\underline{q}=\underline{p}$ satisfies the constraints and is therefore feasible, hence the objective function at $\underline{q}=\underline{p}$ is less than or equal to the optimum: $\mu_{p} \leq \mu_{q}^{*}$. To see the second, note that $\mu_{q}^{*}$ will be an expected value over the $\left\{v_{x}\right\}$, and hence less than or equal to the maximum, $V$. Because the probabilities in $\underline{q}^{*}$ are strictly positive, the expected value $\mu_{q}^{*}$ must actually be strictly less than the maximum: $\mu_{q}^{*}<V$.

Utilizing Lemma 9 in Appendix 3.7 , for any feasible $\underline{q}$ such that the KL Divergence constraint is not achieved with equality, a different feasible $\underline{q}^{\prime}$ exists with an improved value of the objective function. Hence we can rewrite the optimization problem as,

$$
\max _{\underline{q}} \quad \mu_{q}=\sum_{x \in S} q_{x} v_{x},
$$

s.t.

$$
\begin{align*}
& \sum_{x \in S} p_{x} \ln \left(\frac{p_{x}}{q_{x}}\right)=\delta,  \tag{3.5}\\
& \sum_{x \in S} q_{x}=1,  \tag{3.6}\\
& q_{x}>0 \quad x \in S . \tag{3.7}
\end{align*}
$$

We now turn to the main task, reducing the dimension of the optimization problem. Using Lagrange multipliers we have the following auxiliary function,

$$
L(\underline{q}, \lambda, \mu)=\sum_{x \in S} q_{x} v_{x}+\lambda\left(\sum_{x \in S} p_{x} \ln \left(\frac{p_{x}}{q_{x}}\right)-\delta\right)+\mu\left(\sum_{x \in S} q_{x}-1\right) .
$$

Note that when using the Lagrange multipliers, we can safely ignore the positivity inequality constraints in Eq. (3.7) because they are strict inequalities, thus inactive, and removing them will not change the local optimum.

Taking partial derivatives, we get,

$$
\begin{aligned}
L_{q_{x}}^{\prime}(\underline{q}, \lambda, \mu) & =v_{x}-\frac{\lambda p_{x}}{q_{x}}+\mu \quad, \quad \forall x \in S \\
L_{\lambda}^{\prime}(\underline{q}, \lambda, \mu) & =\sum_{x \in S} p_{x} \ln \left(\frac{p_{x}}{q_{x}}\right)-\delta, \\
L_{\mu}^{\prime}(\underline{q}, \lambda, \mu) & =\sum_{x \in S} q_{x}-1 .
\end{aligned}
$$

Setting them to zero, results in the following system of equations for the optimal solution, $\underline{q}^{*}$,

$$
\begin{align*}
v_{x}+\mu & =\frac{\lambda p_{x}}{q_{x}^{*}}, \forall x \in S,  \tag{3.8}\\
\sum_{x \in S} p_{x} \ln \left(\frac{p_{x}}{q_{x}^{*}}\right) & =\delta, \\
\sum_{x \in S} q_{x}^{*} & =1 .
\end{align*}
$$

We are looking for a solution $q^{*}$ to this system, and any such solution will be a global maximum. To see this, observe that our optimization problem is a convex optimization problem. This can be seen more easily when put in its original form, as in Eq. (3.2). We are maximizing a linear (and thus concave) function, the inequality constraint is convex, and the equality constraints are affine. Thus, any stationary point will be a local maximum and any local maximum will be a global maximum. [41]

Multiplying Eq. (3.8) through by $q_{x}^{*}$, we have,

$$
\begin{equation*}
\lambda p_{x}=q_{x}^{*}\left(v_{x}+\mu\right), \quad \forall x \in S \tag{3.9}
\end{equation*}
$$

Summing Eq. (3.9) over $x$, we have

$$
\begin{equation*}
\lambda=\mu_{q}^{*}+\mu \tag{3.10}
\end{equation*}
$$

We now introduce a quantity, $\sigma_{q^{*}}^{2}$, the variance under transition law $\underline{q}^{*}$, explicitly defined as follows

$$
\begin{equation*}
\sigma_{q^{*}}^{2}=\sum_{x \in S} q_{x}^{*} v_{x}^{2}-\mu_{q^{*}}^{2} \tag{3.11}
\end{equation*}
$$

Looking at Eq. (3.9) again, but this time, multiplying through by $v_{x}$ we get,

$$
\lambda p_{x} v_{x}=q_{x}^{*} v_{x}^{2}+q_{x}^{*} v_{x} \mu \quad, \forall x \in S
$$

Summing this over $x$ yields,

$$
\begin{equation*}
\mu_{p} \lambda=\sigma_{q^{*}}^{2}+\mu_{q^{*}}^{2}+\mu \mu_{q^{*}} \tag{3.12}
\end{equation*}
$$

Equations (3.10) and (3.12) form a system of equations with two unknowns $\mu$ and $\lambda$. Solving this system yields,

$$
\begin{aligned}
& \mu=\frac{\sigma_{q^{*}}^{2}+\mu_{q^{*}}^{2}-\mu_{p} \mu_{q^{*}}}{\mu_{p}-\mu_{q^{*}}}, \\
& \lambda=\frac{\sigma_{q^{*}}^{2}}{\mu_{p}-\mu_{q^{*}}}
\end{aligned}
$$

Substituting them into the first equation in the original system Eq. 3.8), and recalling the relationship between $\lambda$ and $\mu$ from Eq. (3.10), we get that for each x :

$$
\begin{align*}
\frac{p_{x}}{q_{x}^{*}} & =\frac{v_{x}}{\lambda}+\frac{\mu}{\lambda} \\
& =\frac{v_{x}}{\lambda}+\frac{\mu}{\mu_{q^{*}}+\mu} \\
& =\frac{v_{x}}{\lambda}+\frac{\mu_{q^{*}}+\mu-\mu_{q^{*}}}{\mu_{q^{*}}+\mu} \\
& =1+\frac{v_{x}-\mu_{q^{*}}}{\lambda} . \tag{3.13}
\end{align*}
$$

We can now rewrite the optimization problem in Eq. 3.2) in terms of our new variables using Eq. (3.13).

The positivity constraint in Eq. 3.7) and recalling that $p_{x}>0$ for all $x \in S$, yields,

$$
\frac{p_{x}}{q_{x}^{*}}=1+\frac{v_{x}-\mu_{q^{*}}}{\lambda}>0,
$$

the normalization constraint in Eq. (3.6) yields,

$$
\sum_{x} \frac{p_{x}}{1+\frac{v_{x}-\mu_{q^{*}}}{\lambda}}=1
$$

and the KL divergence constraint in Eq. (3.5) yields,

$$
\sum_{x \in S} p_{x} \ln \left(1+\frac{v_{x}-\mu_{q}^{*}}{\lambda}\right)=\delta
$$

Observe that $\mu_{p}$ must be strictly less than $\mu_{q}^{*}$. To see this, take $\underline{q}=\underline{p}$, then $\underline{q}$ is feasible and the left hand side of Eq. (3.4) is 0 which is less than $\delta$. Lemma 9 implies there exists some feasible $\underline{q}^{\prime}$ with a strictly greater objective function, i.e. $\mu_{p}=\mu_{q}<\mu_{q}^{\prime} \leq \mu_{q}^{*}$. We also know that $\lambda<0$ because $\sigma_{q^{*}}^{2}>0$ by definition in Eq. (3.11).

Thus we can rewrite the optimization problem in Eq. (3.2) as, follows:

$$
\max _{\mu_{q}, \lambda} \quad \mu_{q},
$$

s.t.

$$
\begin{align*}
& \sum_{x \in S} p_{x} \ln \left(1+\frac{v_{x}-\mu_{q}}{\lambda}\right)=\delta, \\
& \sum_{x} p_{x} \frac{\lambda}{\lambda+v_{x}-\mu_{q}}=1, \\
& 1+\frac{v_{x}-\mu_{q}}{\lambda}>0  \tag{3.14}\\
& \mu_{p}<\mu_{q}<V \text { and } \lambda<0 .
\end{align*}
$$

Having established that $\lambda$ is strictly less than zero we can simplify the last constraint, Eq. (3.14), as follows. Let $V=\max _{x} v_{x}$

$$
\begin{aligned}
1+\frac{v_{x}-\mu_{q}}{\lambda} & >0, \forall x \in S \\
\frac{v_{x}-\mu_{q}}{\lambda} & >-1, \forall x \in S \\
v_{x}-\mu_{q} & <-\lambda, \forall x \in S \\
\mu_{q}-v_{x} & >\lambda, \forall x \in S \\
\Longrightarrow \mu_{q}-V & >\lambda .
\end{aligned}
$$

Thus we have,

$$
\max _{\mu_{q}, \lambda} \quad \mu_{q},
$$

s.t.

$$
\begin{aligned}
& \sum_{x \in S} p_{x} \ln \left(1+\frac{v_{x}-\mu_{q}}{\lambda}\right)=\delta, \\
& \sum_{x} p_{x} \frac{\lambda}{\lambda+v_{x}-\mu_{q}}=1, \\
& \mu_{p}<\mu_{q}<V \text { and } \lambda<\mu_{q}-V .
\end{aligned}
$$

Which is just two equations with two unknowns. Recalling that any feasible solution will be a global maximum by our discussion of the convexity of the optimization problem, we have the desired result,

$$
C(\underline{p}, \underline{v}, \delta)=\mu_{q}^{*},
$$

Where the only unknowns are $\mu_{q}^{*}$ and $\lambda$, and they satisfy these constraints:

$$
\begin{array}{r}
\sum_{x \in S} p_{x} \ln \left(1+\frac{v_{x}-\mu_{q}^{*}}{\lambda}\right)=\delta, \\
\sum_{x} p_{x} \frac{\lambda}{\lambda+v_{x}-\mu_{q}^{*}}=1, \\
\mu_{p}<\mu_{q}^{*}<V \text { and } \lambda<\mu_{q}^{*}-V .
\end{array}
$$

### 3.6.3 Proof of Theorem 4

First we restate Theorem 4
The value of $D(\underline{p}, \underline{v}, \rho)$ and by extension $D_{t}(a)$ can be easily found in the following cases:

- If $\rho>V$ then the optimization problem, $D(\underline{p}, \underline{v}, \rho)$ is infeasible and we say $D(\underline{p}, \underline{v}, \rho)=\infty$ and $D_{t}(a)=-T_{x_{t}, a}(t)$.
- If $\rho \leq \mu_{p}$ then $D(\underline{p}, \underline{v}, \rho)=0$ and we say $D_{t}(a)=\infty$.
- If $v_{x_{1}} \neq v_{x_{2}}$ for some $x_{1}, x_{2} \in S$ and $\rho=V$, then optimization problem $D(\underline{p}, \underline{\nu}, \rho)$ diverges to infinity and we say $D(\underline{p}, \underline{v}, \rho)=\infty$ and $D_{t}(a)=-T_{x_{t}, a}(t)$.

Proof. For $\rho>V=\max _{x} v_{x}$, the optimization problem is infeasible because there is no feasible $\underline{q}$ that will have an average more than $V$ (i.e. $\sum_{x} q_{x} v_{x} \leq V$ ). In that case we take $D(\underline{p}, \underline{v}, \rho)=\infty$ and the corresponding DMED discrepancy index $D_{t}(a)=-T_{x_{t}, a}(t)$.

For any $\rho \leq \mu_{p}$, i.e. less than or equal to the expected value under the current estimates, $D(\underline{p}, \underline{v}, \rho)=0$ by simply taking $\underline{q}^{*}=\underline{p}$ and we take the corresponding DMED discrepancy index $D_{t}(a)=\infty$.

If $v_{x_{1}}=v_{x_{2}}$ for all $x_{1}, x_{2} \in S$ then $\mu_{p}=v_{x}=V$ and depending on the value of $\rho$ one of the previous two situations apply.

If $v_{x_{1}} \neq v_{x_{2}}$ for some $x_{1}, x_{2} \in S$ and $\rho=V$ we have the following. Any feasible $\underline{q}$ such that $\sum_{x} q_{x} v_{x}=V$ must have $q_{x}=0$ for some $x \in S$ such that $v_{x}<V$, in which case $q$ falls outside of $\Theta$ - and it is in fact not feasible. We therefore take $D(\underline{p}, \underline{v}, \rho)=\infty$ and the corresponding DMED discrepancy index $D_{t}(a)=-T_{x_{t}, a}(t)$.

### 3.6.4 Proof of Theorem 5

In this section we will prove Theorem 5 , which we restate here. Let $V=\max _{x} v_{x}$. Then, for any $\underline{v}$ such that $v_{x_{1}} \neq v_{x_{2}}$ for some $x_{1}, x_{2} \in S$ and for $\sum_{x \in S} p_{x} v_{x}<\rho<V$,

$$
D(\underline{p}, \underline{v}, \rho)=\sum_{x} p_{x} \ln \left(1+\left(\rho-v_{x}\right) \lambda\right)
$$

where

$$
\begin{gathered}
\sum_{x} p_{x} \frac{\rho-v_{x}}{1+\left(\rho-v_{x}\right) \lambda}=0 \\
0<\lambda<\frac{1}{V-\rho}
\end{gathered}
$$

Before giving the formal proof, it may be helpful to understand the overall conception of the proof. The main idea is the use of Lagrange multiplier techniques, which greatly reduces the dimensionality of the problem to be solved. We are able to exchange from trying to find the optimal probability vector $q^{*}$, to a problem where we need only find two moments of the optimal $\underline{q}^{*}$, a dramatic dimension reduction. In the MDP-DMED case we are able to simplify
even further, because the optimal unknown mean $\mu_{q}^{*}$ is given as $\rho$, and it suffices to find $\lambda=$ $\left(\mu_{q}^{*}-\mu_{p}\right) / \sigma_{q^{*}}^{2}$ which is a function of the unknown optimal variance.

The proof follows along similar lines as the one for MDP-UCB in Appendix 3.6.2.

Proof. Recall that,

$$
\begin{equation*}
D(\underline{p}, \underline{v}, \rho)=\inf _{\underline{q} \in \Theta}\left\{\mathbf{I}(\underline{p}, \underline{q}): \sum_{x} q_{x} v_{x} \geq \rho\right\} . \tag{3.15}
\end{equation*}
$$

We want to show that the infimum in EQ. 3.15 is realized by a minimum.
Let $0<\varepsilon<1$ and $x^{*}=\arg \max v_{x}$. Consider the probability vector $\underline{q}^{\prime}$ defined as $q_{x^{*}}^{\prime}=1-\varepsilon$ and $q_{x}^{\prime}=\varepsilon /|S|$ for $x \neq x^{*}$. For the appropriate choice of $\varepsilon$, we will have $\sum_{x} q_{x}^{\prime} v_{x}=\rho<V$ with finite valued $\mathbf{I}\left(\underline{p}, \underline{q}^{\prime}\right)$. Thus, $D(\underline{p}, \underline{v}, \rho) \leq \mathbf{I}\left(\underline{p}, \underline{q}^{\prime}\right)$ and we can restrict to only considering $\underline{q} \in \Theta$ such that $\mathbf{I}(\underline{p}, \underline{q}) \leq \mathbf{I}\left(\underline{p}, q^{\prime}\right)$. This feasible set is closed and compact, and hence the infimum is realized by a minimum over this set. Since $\mathbf{I}\left(\underline{p}, \underline{q^{\prime}}\right)$ is diverging to infinity as $\varepsilon \rightarrow 0$, this minimum must occur in the interior of the constrained feasible region. Hence the infimum without the additional constraint on feasibility will also be realized by a minimum within the interior of the set $\left\{\underline{q} \in \Theta, \Sigma_{x} q_{x} v_{x} \geq \rho\right\}$.

Thus, we can rewrite the problem of computing $D(\underline{p}, \underline{v}, \rho)$ in the following form:

$$
\min _{\underline{q}} \sum_{x \in S} p_{x} \ln \frac{p_{x}}{q_{x}},
$$

s.t.

$$
\begin{align*}
& \sum_{x \in S} q_{x} v_{x} \geq \rho  \tag{3.16}\\
& \sum_{x \in S} q_{x}=1 \\
& q_{x}>0 \quad x \in S
\end{align*}
$$

Here we can use Lemma 10 in Appendix 3.7 to observe that for any feasible $q$ where the constraint in Eq. 3.16 is strict, we can construct a feasible $q^{\prime}$ with a strictly smaller objective function (KL divergence w.r.t. $\underline{p}$ ). As such, the optimum must occur when this constraint is satisfied with equality, and the optimization problem can be re-written as so:

$$
\min _{\underline{q}} \sum_{x \in S} p_{x} \ln \frac{p_{x}}{q_{x}},
$$

s.t.

$$
\begin{align*}
& \sum_{x \in S} q_{x} v_{x}=\rho,  \tag{3.17}\\
& \sum_{x \in S} q_{x}=1,  \tag{3.18}\\
& q_{x}>0 \quad x \in S . \tag{3.19}
\end{align*}
$$

We now turn to the main task, reducing the dimension of the optimization problem. Using Lagrange multipliers we have the following auxiliary equation,

$$
L(\underline{q}, \lambda, \mu)=-\sum_{x \in S} p_{x} \ln \frac{p_{x}}{q_{x}}+\lambda\left(\sum_{x \in S} q_{x} v_{x}-\rho\right)+\mu\left(\sum_{x \in S} q_{x}-1\right) .
$$

Note when using the Lagrange multipliers, we can safely ignore the positivity constraints in Eq. 3.19 because they are strict inequalities, thus inactive, and thus have a Lagrange multiplier of zero.

Taking partial derivatives, we get,

$$
\begin{aligned}
L_{q_{x}}^{\prime}(\underline{q}, \lambda, \mu) & =\frac{p_{x}}{q_{x}}+\lambda v_{x}+\mu \quad, \forall x \in S \\
L_{\lambda}^{\prime}(\underline{q}, \lambda, \mu) & =\sum_{x \in S} q_{x} v_{x}-\rho \\
L_{\mu}^{\prime}(\underline{q}, \lambda, \mu) & =\sum_{x \in S} q_{x}-1 .
\end{aligned}
$$

Setting them to zero, results in the following system of equations for the optimal solution, $\underline{q}^{*}$,

$$
\begin{align*}
-\frac{p_{x}}{q_{x}^{*}} & =\lambda v_{x}+\mu \quad, \forall x \in S,  \tag{3.20}\\
\sum_{x \in S} q_{x}^{*} v_{x} & =\rho, \\
\sum_{x \in S} q_{x}^{*} & =1 .
\end{align*}
$$

We are looking for a solution $q^{*}$ to this system, and any such solution will be a global minimum. To see this, observe that our optimization problem is a convex optimization problem. We are minimizing a convex function, with affine equality constraints. Thus, any stationary point will be a local minimum, and any local minimum will be a global minimum. [41]

Consider the first equation: multiply through by $q_{x}^{*}$ to get $-p_{x}=\lambda v_{x} q_{x}^{*}+\mu q_{x}^{*}$. Summing this over $x$ and simplifying accordingly, we get $-1=\lambda \rho+\mu$.

If we take $-p_{x}=\lambda v_{x} q_{x}^{*}+\mu q_{x}^{*}$ and multiply through by $v_{x}$, we get $-v_{x} p_{x}=\lambda v_{x}^{2} q_{x}^{*}+\mu v_{x} q_{x}^{*}$. We now introduce two new quantities, $\rho_{p}$, the mean under transition law $\underline{p}$, and $\sigma_{q^{*}}^{2}$, the variance under transition law $\underline{q}^{*}$, explicitly defined as follows

$$
\begin{gather*}
\rho_{p}=\sum_{x} p_{x} v_{x} \\
\sigma_{q^{*}}^{2}=\sum_{x} v_{x}^{2} q_{x}^{*}-\rho^{2} . \tag{3.21}
\end{gather*}
$$

Summing $-v_{x} p_{x}=\lambda v_{x}^{2} q_{x}^{*}+\mu v_{x} q_{x}^{*}$ over $x$ and simplifying accordingly, we get $-\rho_{p}=$ $\lambda\left(\sigma_{q^{*}}^{2}+\rho^{2}\right)+\mu \rho$. So we have two equations and two unknowns,

$$
\begin{aligned}
-1 & =\lambda \rho+\mu \\
-\rho_{p} & =\lambda\left(\sigma_{q^{*}}^{2}+\rho^{2}\right)+\mu \rho
\end{aligned}
$$

Solving these for $\lambda$ and $\mu$ we have,

$$
\begin{align*}
& \lambda=\frac{\rho-\rho_{p}}{\sigma_{q^{*}}^{2}}  \tag{3.22}\\
& \mu=-1-\frac{\rho-\rho_{p}}{\sigma_{q^{*}}^{2}} \rho
\end{align*}
$$

Substituting them into the first equation in the original system Eq. 3.20, and noting that Eq. (3.22) implies $\mu=-1-\lambda \rho$, we get that for each x :

$$
\begin{align*}
\frac{p_{x}}{q_{x}^{*}} & =-\lambda v_{x}-\mu \\
& =-\lambda v_{x}+1+\lambda \rho \\
& =1+\left(\rho-v_{x}\right) \lambda . \tag{3.23}
\end{align*}
$$

In order to reduce the original problem to a 1-dimensional problem, we now express each of the constraints in terms of our new variables using Eq. (3.23). The positivity constraint in Eq. (3.19) and recalling that $p_{x}>0$ for all $x \in S$, yields,

$$
\frac{p_{x}}{q_{x}^{*}}=1+\left(\rho-v_{x}\right) \lambda>0,
$$

the normalization constraint in Eq. 3.18) yields,

$$
\sum_{x} \frac{p_{x}}{1+\left(\rho-v_{x}\right) \lambda}=1,
$$

and the mean constraint in Eq. (3.17) yields,

$$
\sum_{x \in S} \frac{p_{x}}{1+\left(\rho-v_{x}\right) \lambda} v_{x}=\rho
$$

Therefore, we can express the problem in Eq. (3.15), noting Eq. (3.23) above for the $p_{x} / q_{x}^{*}$ term, as follows:

$$
\min _{\lambda} \sum_{x} p_{x} \ln \left(1+\lambda\left(\rho-v_{x}\right)\right),
$$

s.t.

$$
\begin{align*}
& \sum_{x} \frac{p_{x}}{1+\left(\rho-v_{x}\right) \lambda}=1, \\
& \sum_{x \in S} \frac{p_{x}}{1+\left(\rho-v_{x}\right) \lambda} v_{x}=\rho, \\
& 1+\lambda\left(\rho-v_{x}\right)>0 \quad \forall x \in S . \tag{3.24}
\end{align*}
$$

We next establish feasible bounds for $\lambda$. Observe that the variance, $\sigma_{q^{*}}^{2}$ is strictly greater than 0 by definition in Eq. (3.21) and by recalling that there exists some $x_{1}, x_{2} \in S$ such that $v_{x_{1}} \neq v_{x_{2}}$. We also know that $\rho>\rho_{p}=\sum_{x} p_{x} v_{x}$ by assumption. Thus, $\lambda>0$.

Having established that $\lambda$ is strictly greater than zero we can simplify the last constraint, Eq. (3.24), as follows. Let $V=\max _{x} v_{x}$,

$$
\begin{aligned}
1+\lambda\left(\rho-v_{x}\right) & >0, \forall x \in S \\
\Longrightarrow 1+\lambda(\rho-V) & >0 \\
1+\lambda \rho-\lambda V & >0 \\
1+\lambda \rho & >\lambda V \\
1 & >\lambda(V-\rho) \\
\frac{1}{(V-\rho)} & >\lambda .
\end{aligned}
$$

Where the last step is justified by recalling that by assumption $V$ is strictly greater than $\rho$.
So, $0<\lambda<\frac{1}{(V-\rho)}$ and our optimization problem becomes,

$$
\min _{\lambda} \quad \sum_{x} p_{x} \ln \left(1+\lambda\left(\rho-v_{x}\right)\right)
$$

s.t.

$$
\begin{align*}
& \sum_{x} \frac{p_{x}}{1+\left(\rho-v_{x}\right) \lambda}=1,  \tag{3.25}\\
& \sum_{x \in S} \frac{p_{x}}{1+\left(\rho-v_{x}\right) \lambda} v_{x}=\rho \\
& 0<\lambda<\frac{1}{(V-\rho)} .
\end{align*}
$$

Taking a closer look at the normalization constraint, Eq. (3.25),

$$
\begin{aligned}
0 & =\sum_{x} \frac{p_{x}}{1+\lambda\left(\rho-v_{x}\right)}-1 \\
& =\sum_{x} p_{x}\left(\frac{1}{1+\lambda\left(\rho-v_{x}\right)}-1\right) \\
& =\sum_{x} p_{x}\left(\frac{1}{1+\lambda\left(\rho-v_{x}\right)}-\frac{1+\lambda\left(\rho-v_{x}\right)}{1+\lambda\left(\rho-v_{x}\right)}\right) \\
& =\sum_{x} p_{x}\left(\frac{1-1-\lambda\left(\rho-v_{x}\right)}{1+\lambda\left(\rho-v_{x}\right)}\right) \\
& =-\lambda \sum_{x} p_{x}\left(\frac{\left(\rho-v_{x}\right)}{1+\lambda\left(\rho-v_{x}\right)}\right) .
\end{aligned}
$$

However, recalling that $\lambda$ is strictly positive, it must be that $\sum_{x} p_{x}\left(\frac{\left.\left(\rho-v_{x}\right)\right)}{1+\lambda\left(\rho-v_{x}\right)}\right)=0$. Hence
we have:

$$
\min _{\lambda} \quad \sum_{x} p_{x} \ln \left(1+\lambda\left(\rho-v_{x}\right)\right)
$$

s.t.

$$
\begin{align*}
& \sum_{x} p_{x}\left(\frac{\left.\left(\rho-v_{x}\right)\right)}{1+\lambda\left(\rho-v_{x}\right)}\right)=0,  \tag{3.26}\\
& \sum_{x \in S} \frac{p_{x}}{1+\left(\rho-v_{x}\right) \lambda} v_{x}=\rho,  \tag{3.27}\\
& 0<\lambda<\frac{1}{(V-\rho)} .
\end{align*}
$$

Next we show that any $\lambda$ that satisfies Eq. 3.26 will also satisfy Eq. (3.27) and thus we can remove that constraint,

$$
\begin{aligned}
0 & =\sum_{x} p_{x}\left(\frac{\left.\left(\rho-v_{x}\right)\right)}{1+\lambda\left(\rho-v_{x}\right)}\right) \\
& =\sum_{x} \frac{-p_{x} v_{x}}{1+\lambda\left(\rho-v_{x}\right)}+\sum_{x} \frac{p_{x} \rho}{1+\lambda\left(\rho-v_{x}\right)} \\
& =\sum_{x} \frac{-p_{x} v_{x}}{1+\lambda\left(\rho-v_{x}\right)}+\rho \sum_{x} \frac{p_{x}}{1+\lambda\left(\rho-v_{x}\right)} \\
& =\sum_{x} \frac{-p_{x} v_{x}}{1+\lambda\left(\rho-v_{x}\right)}+\rho \cdot 1 .
\end{aligned}
$$

Where the last line is justified by recalling Eq. 3.25. Thus we have established that,

$$
\sum_{x} \frac{-p_{x} v_{x}}{1+\lambda\left(\rho-v_{x}\right)}=-\rho \Longrightarrow \sum_{x} \frac{p_{x} v_{x}}{1+\lambda\left(\rho-v_{x}\right)}=\rho
$$

which is Eq. (3.27).
Thus we can write the optimization problem as,

$$
\min _{\lambda} \quad \sum_{x} p_{x} \ln \left(1+\lambda\left(\rho-v_{x}\right)\right),
$$

s.t.

$$
\begin{align*}
& \sum_{x} p_{x}\left(\frac{\left.\left(\rho-v_{x}\right)\right)}{1+\lambda\left(\rho-v_{x}\right)}\right)=0,  \tag{3.28}\\
& 0<\lambda<\frac{1}{V-\rho} .
\end{align*}
$$

Recall that any feasible solution will be a global minimum, by our discussion of the convexity of the optimization problem. To find a feasible solution, notice that the derivative of the objective function with respect to $\lambda$ is simply the first constraint, Eq. (3.28). Therefore any stationary point of the objective function will satisfy the constraint, be feasible, and thus be a global minimum. Hence, we may replace the original optimization problem with the problem of solving,

$$
\sum_{x} p_{x}\left(\frac{\left.\left(\rho-v_{x}\right)\right)}{1+\lambda\left(\rho-v_{x}\right)}\right)=0
$$

subject to $0<\lambda<\frac{1}{V-\rho}$.
Thus we have the desired result,

$$
D(\underline{p}, \underline{v}, \rho)=\sum_{x} p_{x} \ln \left(1+\left(\rho-v_{x}\right) \lambda\right)
$$

Where the only unknown is $\lambda$, and it satisfies these constraints:

$$
\begin{gathered}
\sum_{x} p_{x} \frac{\rho-v_{x}}{1+\left(\rho-v_{x}\right) \lambda}=0 \\
0<\lambda<\frac{1}{V-\rho}
\end{gathered}
$$

### 3.7 KL Divergence Optimization Lemmas

The purpose of this section is to state and prove a number of lemmas associated with convex optimization problems involving KL-Divergence terms. They are relevant, but tangential to most of the content of the paper.

In this section, we take $\underline{p} \in \Theta$ to be a distribution over $S$, with $\underline{v}$ to be the vector of intermediate state values. It is convenient to define $\mu_{p}=\sum_{x} p_{x} v_{x}$ and $V=\max _{x} v_{x}$. The vector $\underline{q}$ is taken to be another distribution over $S$, with possibly zero-valued elements. The KL Divergence between $\underline{p}$ and $\underline{q}$ is given by

$$
\mathbf{I}(\underline{p}, \underline{q})=\sum_{x} p_{x} \ln \frac{p_{x}}{q_{x}} .
$$

Lemma 9. Let $\underline{q} \in \Theta$ be such that $\boldsymbol{I}(\underline{p}, \underline{q})<\delta<\infty$, and suppose $v_{x_{1}}>v_{x_{2}}$ for some $x_{1}, x_{2} \in S$. Then there is a valid probability distribution $\underline{q}^{\prime}$ such that $\boldsymbol{I}\left(\underline{p}, q^{\prime}\right) \leq \boldsymbol{\delta}$, and

$$
\sum_{x \in S} q_{x} v_{x}<\sum_{x \in S} q_{x}^{\prime} v_{x} .
$$

Proof. Consider constructing an alternative $\underline{q}^{\prime} \in \Theta$ in the following way. Define $q_{x_{1}}^{\prime}=q_{x_{1}}+\Delta$, $q_{x_{2}}^{\prime}=q_{x_{2}}-\Delta$, and $q_{x}^{\prime}=q_{x}$ for $x \neq x_{1}, x_{2}$. Note that for $0 \leq \Delta<\min \left(q_{x_{1}}, q_{x_{2}}\right), \underline{q}^{\prime}$ will be a valid probability distribution vector over $S$.

We have that for $\Delta>0$,

$$
\begin{aligned}
\sum_{x} q_{x}^{\prime} v_{x}-\sum_{x} q_{x} v_{x} & =\left(q_{x_{1}}+\Delta\right) v_{x_{1}}+\left(q_{x_{2}}-\Delta\right) v_{x_{2}}-q_{x_{1}} v_{x_{1}}-q_{x_{2}} v_{x_{2}} \\
& =\Delta\left(v_{x_{1}}-v_{x_{2}}\right) \\
& >0
\end{aligned}
$$

It remains to show that the KL Divergence $\mathbf{I}\left(\underline{p}, \underline{q}^{\prime}\right)$ does not exceed $\delta$. Note the following relations,

$$
\begin{aligned}
\mathbf{I}\left(\underline{p}, \underline{q}^{\prime}\right) & =\sum_{x} p_{x} \ln \frac{p_{x}}{q_{x}^{\prime}} \\
& =\sum_{x \neq x_{1}, x_{2}} p_{x} \ln \frac{p_{x}}{q_{x}}+p_{x_{1}} \ln \frac{p_{x_{1}}}{q_{x_{1}}+\Delta}+p_{x_{2}} \ln \frac{p_{x_{2}}}{q_{x_{2}}-\Delta} \\
& =\sum_{x} p_{x} \ln \frac{p_{x}}{q_{x}}+p_{x_{1}} \ln \frac{p_{x_{1}}}{q_{x_{1}}+\Delta}-p_{x_{1}} \ln \frac{p_{x_{1}}}{q_{x_{1}}}+p_{x_{2}} \ln \frac{p_{x_{2}}}{q_{x_{2}}-\Delta}-p_{x_{2}} \ln \frac{p_{x_{2}}}{q_{x_{2}}-\Delta} \\
& =\mathbf{I}(\underline{p}, \underline{q})+p_{x_{1}} \ln \frac{q_{x_{1}}}{q_{x_{1}}+\Delta}+p_{x_{2}} \ln \frac{q_{x_{2}}}{q_{x_{2}}-\Delta} .
\end{aligned}
$$

So, if $\Delta=0$ then $\mathbf{I}\left(\underline{p}, \underline{q}^{\prime}\right)=\mathbf{I}(\underline{p}, \underline{q})<\delta$. Noting that additional terms in the last equation above are smooth functions of $\Delta, \mathbf{I}\left(\underline{p}, \underline{q}^{\prime}\right)$ will not exceed $\delta$ in a neighborhood of $\Delta=0$. Thus for sufficiently small $\Delta>0$, the Lemma holds.

Lemma 10. For any $\underline{q}$ such that

$$
\begin{equation*}
\sum_{x \in S} q_{x} v_{x}>\rho \geq \sum_{x \in S} p_{x} v_{x} \tag{3.29}
\end{equation*}
$$

if $v_{x_{1}} \neq v_{x_{2}}$ for some $x_{1}, x_{2} \in S$, there exist distributions $\underline{q}^{\prime}$ such that $\boldsymbol{I}(\underline{p}, \underline{q}) \leq \boldsymbol{I}(\underline{p}, \underline{q})$ and

$$
\sum_{x \in S} q_{x} v_{x}>\sum_{x \in S} q_{x}^{\prime} v_{x} \geq \rho
$$

Proof. As a consequence of our assumption that $\sum_{x} q_{x} v_{x}>\sum_{x} p_{x} v_{x}$, there must be some $v_{x_{1}} \neq v_{x_{2}}$ such that $\underline{q}$ puts more weight on the larger and $\underline{p}$ puts more weight on the smaller. Let $v_{x_{1}}>v_{x_{2}}$, with $q_{x_{1}}>p_{x_{1}}$ and $q_{x_{2}}<p_{x_{2}}$.

Consider constructing an alternative distribution $\underline{q}^{\prime} \in \Theta$ in the following way. For $0 \leq \Delta<$ $q_{x_{1}}$, define $\underline{q}^{\prime}$ by $q_{x_{1}}^{\prime}=q_{x_{1}}-\Delta, q_{x_{2}}^{\prime}=q_{x_{2}}+\Delta$, and $q_{x}^{\prime}=q_{x}$ for $x \neq x_{1}, x_{2}$. As before, for $\Delta$ in this range, $\underline{q}^{\prime} \in \Theta$ represents a valid probability distribution on $S$.

As in the proof of Lemma 9, we have that for $\Delta>0$,

$$
\begin{aligned}
\sum_{x} q_{x}^{\prime} v_{x}-\sum_{x} q_{x} v_{x} & =\left(q_{x_{1}}+\Delta\right) v_{x_{1}}+\left(q_{x_{2}}-\Delta\right) v_{x_{2}}-q_{x_{1}} v_{x_{1}}-q_{x_{2}} v_{x_{2}} \\
& =\Delta\left(v_{x_{1}}-v_{x_{2}}\right) \\
& >0
\end{aligned}
$$

Taking $\Delta$ sufficiently small (so that the mean does not drop below $\rho$ ), we have that

$$
\sum_{x \in S} q_{x} v_{x}>\sum_{x \in S} q_{x}^{\prime} v_{x} \geq \rho
$$

It remains to show that $\mathbf{I}\left(\underline{p}, \underline{q}^{\prime}\right) \leq \mathbf{I}(\underline{p}, \underline{q})$. Similar to the proof of Lemma 9 , we have that

$$
\mathbf{I}\left(\underline{p}, q^{\prime}\right)=\mathbf{I}(\underline{p}, \underline{q})+p_{x_{1}} \ln \frac{q_{x_{1}}}{q_{x_{1}}-\Delta}+p_{x_{2}} \ln \frac{q_{x_{2}}}{q_{x_{2}}+\Delta} .
$$

Hence we see that $\mathbf{I}\left(\underline{p}, \underline{q}^{\prime}\right)=\mathbf{I}(\underline{p}, \underline{q})$ when $\Delta=0$. Looking at the derivative of $\mathbf{I}\left(\underline{p}, \underline{q}^{\prime}\right)$ with respect to $\Delta$ at $\Delta=0$, we see

$$
\left.\frac{d}{d \Delta} \mathbf{I}\left(\underline{p}, \underline{q}^{\prime}\right)\right|_{\Delta=0}=\frac{p_{x_{1}}}{q_{x_{1}}}-\frac{p_{x_{2}}}{q_{x_{2}}}<0
$$

where the last step follows since $p_{x_{1}} / q_{x_{1}}<1$ and $p_{x_{2}} / q_{x_{2}}>1$, as discussed initially. Hence while the KL divergences are equal for $\Delta=0, \mathbf{I}\left(\underline{p}, q^{\prime}\right)$ is decreasing within some small neighborhood, and the KL divergence between $\underline{p}$ and $\underline{q}^{\prime}$ is reduced.
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[^0]:    ${ }^{1}$ If a given $x$ has been visited sufficiently rarely that $T^{a}(t)<b\left(T_{x}(t)\right)$ for all such $a$, it is convenient to take $A_{t}(x)=A(x)$. Recalling that $b$ increases sub-linearly and with high probability we have visited every state linearly often (see Lemma 8) this will occur rarely.

[^1]:    ${ }^{2}$ The $t / 2$ is a somewhat arbitrary value. As will become apparent later in the proof, we will be looking backwards from $t$ over some interval with lower bound, $I^{-}=O(t)$. We also technically are considering $\lfloor t / 2\rfloor$ instead of $t / 2$ but we suppress this detail so as not to obscure the important portions of the proof.

[^2]:    ${ }^{3}$ These events are not mutually exclusive but we will still be able to use them to get an upper bound on the probability.

