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ABSTRACT OF THE DISSERTATION

Modeling and Control of Physical Human-robot

Interactions with Applications to Assistive Robots for

Construction Workers

by SIYU CHEN

Dissertation Director:

Jingang Yi

The construction industry is one of the highest-risk private sectors in the US, con-

tributing to 21.6% of all work related fatal injuries in 2019. Work-related musculoskele-

tal disorders (WMSDs) are among the most prevalent occupational health problems

affecting manual work in construction industry. Construction workers (e.g., bricklay-

ers and roofers) are frequently exposed to high physical risk hazard, such as repetitive

motions (lifting/lowering), awkward postures and lifting weights, and this work envi-

ronment potentially causes WMSDs. Additionally, construction workers often carry or

handle heavy objects/materials and these manual work can potentially cause injuries

and back pains. Construction workers also regularly perform tasks with locomotion and

gaits that include walking, repetitive kneeling down and standing up on level or inclined
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surfaces. For example, roofing leads among construction trades in fatal injuries and has

the fourth-highest fatal work injury rate among all occupations. Assist robotic device is

deemed as a useful tool to help workers generate the target motions in certain tasks. The

main goal of this dissertation is to develop new robotics and automation technologies

that can potentially reduce and alleviate WMSDs for construction workers. To achieve

the goal, we need to understand the human muscular and postural model, and design

robot control system to provide necessary assistance to finish physical tasks in human-

robot interactions for construction workers. The topics of this dissertation try to focus

on two types of physical human robot interactions in construction: one is the use of

robotic manipulator for upper limb assistance and the second for wearable sensor and

robot for human walking assistance.

The first part of this dissertation mainly focuses on human-manipulator interaction

and presents an assist-as-needed framework to control robotic manipulators. Collabo-

rative robotic manipulators are used to assisting human workers in performing physi-

cally intensive tasks. Robotic manipulators augment human upper limb capability (e.g.,

strength and accuracy), provide necessary assistive forces and help humans perform

certain tasks (e.g., move or lift weights and weighted tools). Assist-as-needed control is

one of the main concepts to design assistive robotic systems in human-robot interactions.

One basic requirement in designing assist-as-needed controllers is the knowledge of hu-

man physical strength capacity (e.g., the maximum limb forces) to achieve the desired

locomotion. With proper human strength capacity estimation, we design a controller

for robotic assistance under changing environments and external disturbances. We take

advantage of the muscle synergy model and estimate human physical strength and effort

without using electromyography (EMG) sensors. Muscle synergy represents a group of

relationship-fixed muscle activities during a particular human limb motion. Human limb

motions and their forceful interactions with the environment can be captured as sets of

muscle synergy combinations. With these estimations, we design a muscle synergy-
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based robotic controller to assist human motion and reject unknown disturbance. The

control robustness performance and effectiveness of disturbance rejection are demon-

strated through extensive experiments that are performed by multiple human subjects.

The second half of this dissertation mainly focuses on human kneeling and walk-

ing gaits and the development of a wearable exoskeleton system to assist construction

workers during kneeling tasks. It is critical to model and analyze human performance

for kneeling, standing and walking on level and sloped surfaces to understand and cap-

ture musculoskeletal injury risks of construction workers. We conduct a human postural

balance study on standing and kneeling gaits on inclined and high elevated surfaces.

To simulate the high elevation, an immersive mixed reality environment is built with

an actual inclined roof surface to create somatosensory haptic feedback. We quantify

and model postural balance during kneeling and standing through measurements of the

center of pressure and sway motion of the upper body under various inclined angles and

heights. A mathematical model is also developed to help understand the experimental

results and also to provide design guidance for the prevention and mitigation of the fall

risk for construction workers. These developments are validated and demonstrated by

experiments.

Based on human model during standing and kneeling, a lightweight, wearable sens-

ing and knee assistive device is developed for construction workers during kneeling

and standing tasks. Wearable assistive knee exoskeleton provides an enabling tool to

reduce and alleviate WMSD risks for construction workers when performing kneeling

tasks on level and sloped surfaces. Analysis of kneeling on level and sloped surfaces is

performed for single- and double-leg kneeling tasks and extensive experimental results

demonstrate the feasibility of using wearable assistive devices to reduce knee contact

loads and muscle activations during kneeling tasks. Human subject testing results val-

idated the devices’ effectiveness in reducing muscle activity and knee contact pressure

when performing kneeling tasks.
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Finally, a real-time gait detection and pose estimation method is developed to mon-

itor workers’ walking gaits on level and sloped surfaces. We propose a single wearable

inertial measurement unit (IMU)-based walk gait detection and pose estimation method

for human subjects on level and sloped surfaces. The gait detection algorithm is based

on a recurrent neural networks and its outcome is then used in the full-body pose esti-

mation. Due to the periodic nature of biped walking gaits, a learned Gaussian process

dynamic model (GPDM) and a phase variable that parameterizes the GPMD model are

used to predict human arm and leg joint angles in real-time. Extensive experiments

of different walking patterns and speeds on level and sloped surfaces are conducted to

validate and demonstrate the design.
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Chapter 1

Introduction

1.1 Background and Motivations

Construction industry is one of the highest-risk private sectors in the US, contributing

for 21.6% of the fatal injuries in all industry in 2019 [1]. For the construction work-

ers, work-related musculoskeletal disorders (WMSDs) are among the most prevalent

occupational health problems [2]. Construction workers perform repetitive motions fre-

quently, such as lifting, walking, standing and kneeling. They are also exposed to high

risk physical activities such as awkward postures and weights lifting, which could poten-

tially lead to WMSDs. Construction workers also regularly perform repetitive kneeling

down and standing up motions on inclined surfaces. Roofers perform more than 66% of

their work in kneeling, crouching, stooping, crawling postures at high elevation and in-

clined surface [3]. Among construction trades, roofing leads in fatal injuries and has the

fourth-highest fatal work injury rate among all occupations [4]. Occupational activities

such as kneeling and squatting are associated with an increase in knee pain, knee injuries

and knee osteoarthritis [5]. Robotics and automation technologies are promising tools

for assisting human workers in construction activities. To enable robotic assistance for

many above-mentioned manual work, it is critical to understand and model human upper

limb strength and estimate its performance during routine lifting of heavy tools for con-

struction workers. It is also important to understand and develop models for kneeling,

standing and walking during construction activities for roofers. Finally, light-weight,

flexible wearable sensors and assistive devices should be developed to integrate with the
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human activity recognition and gait estimation schemes.

Human modeling is one of the key factors in estimating human performance and

designing assistive devices during human-robot interactions to reduce WMSD risks for

construction workers. As human behavior is inherently complex, simplified representa-

tions of human model are essential to the success of applying the models to construction

applications. There are many approaches to modeling the human performance. Muscle

synergy model is used as an enabling tool for estimating human limb force [6] and it has

the potential to model forceful interactions between human upper limb and robots. Dy-

namic models of human movement are proved to be extraordinarily useful for studying

human musculoskeletal system, understanding neural circuits, and simulating humanoid

balancing movements. Gaussian process dynamic model (GPDM) is used to construct

human motion manifold [7], then used to estimate whole body human motion. These

physics-based human movement analysis methods provide critical guidance in design-

ing control system for human-robot interactions. Sensing systems are usually designed

to capture the performance of human movement, such as using motion capture system,

virtual reality system or human-in-the-loop robotic system.

With the knowledge of human models, we can design robotic assistive device sys-

tem to assist human finish construction tasks. Many of these tasks are involved with

physical human-robot interactions. Physical human-robot interaction is one of the most

challenging topics in robotic research. Physical human-robot interaction discusses what

happens when humans and robots share the same workspace and come into contact with

one another [8]. Enhancing the performance and extending the capabilities of human

in the physical human-robot interaction systems are critical for deploying useful robotic

systems for construction work. Based on human capability, robotic systems are designed

and developed, which render compliant behavior with human, plan motions with human

preferences and generate interactions along with human intentions. However, research

into these topics, especially in terms of theory and implementations for the modeling
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and control of these interactions, is sparse due to the complexity of human systems and

their dynamic interactions with environment.

In this dissertation, we cover several emerging topics in robotics and automation

with applications to construction industry. The development of these topics are aimed

to advance the robotics and automation technologies to reduce WMSDs in the common

construction activities. The topics of this dissertation include human strength capacity

estimation of human upper limbs, muscle synergy-based control of human-manipulator

interactions, a human postural balancing model for kneeling gaits, control of a wearable

device, and machine learning based walking gait estimation in real-time. These top-

ics center around the two main areas: one in robot-assisted human upper-limb manual

work and the other related to human activity and gait estimation and wearable sensing

and assistive devices for human lower-limb walk in construction. The main goal of this

dissertation is to develop engineering approaches that would lead to reducing and al-

leviating WMSDs for construction workers. More specifically, the dissertation focuses

on: (i) analyzing and modeling human performance during different activities for con-

struction workers, (ii) develop human performance estimation and prediction algorithms

based on human models, and (iii) design and develop control system of assistive device

in human-robot interactions. In the following section, we will give a brief review for

each of the above-mentioned topics.

1.2 Physical Human-robot Interaction Systems in Construction

1.2.1 Human-Manipulator Interactions based on Muscle Synergy Model

Construction workers regularly lift and handle heavy tools, which are the potential ma-

jor causes of WMSDs. Assistive robotic manipulators can provide necessary assistance

to construction workers and have the potential to reduce WMSD risks. Assist-as-needed

control is one of main concepts to design assistive robotic systems [9]. The amount of

assistance needed is commonly calculated as the capability gap between what is needed
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to achieve the required task and human intention or capability [10]. To achieve proper

assistance in human-manipulator interaction tasks, it is desirable to obtain human force

and intention motion. To estimate human force, one direct way is to build limb muscle

model and use the model to analyze the force generation. Various approaches were pro-

posed to identify muscle model such as optimization method [11] and adaptive neural

network [12]. However, human force estimation in human-manipulator interaction ap-

plications are not presented in the above-mentioned work. Muscle synergy represents

a group of relationship-fixed muscle activities during a particular human limb motion,

and it has the potential to be used to estimate human upper limb force [13, 14, 15,

16]. Electromyography (EMG) measurements are commonly used to construct mus-

cle synergies [13]. However, wearing EMG probes to monitor muscle activities in the

human-robot interactions is not convenient. In this dissertation, we take advantages of

the physical human-robot interactions and use interaction forces information to identify

these muscle synergies without using EMG.

For human intention motion estimation, neural networks method is particularly suit-

able due to its capability to handle highly uncertain and nonlinear system [17]. The

neural network design can be combined with muscle synergy model [18] and accurately

predict interaction force during human-robot interaction. Based on the knowledge of

muscle synergy model, a robust control system for human-manipulator interactions can

be developed to further assist construction workers with human-manipulator interac-

tion tasks. Impedance/admittance control [19, 20] and learning control [21] are among

the most popular control designs for physical human-robot interactions in recent years.

The manipulator controller should also be robust to the changing environment and have

the ability to reject known disturbances. A combined feed-forward and compensatory

control was designed in [22] to achieve disturbance rejection. However, the external dis-

turbance forms are usually unknown and the approaches in the above-mentioned studies

cannot be applied directly. In this dissertation, we focus on the human force estimation
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using muscle synergy model and control system design for disturbance rejection in the

human-manipulator interactions.

1.2.2 Human Postural Balancing in Kneeling Gaits

Construction workers regularly stand and kneel down at high elevation and inclined

surfaces [3]. Investigating human balancing performance in different construction scene

is critical in preventing and mitigating fall risks, as well as in reducing WMSD risks.

Although study of human quiet stance has been reported extensively (e.g., [23, 24]),

limited research exist on postural control of kneeling gaits on elevated or inclined sur-

faces. In [25], quiet kneeling was studied and compared with the stance with eye-open

and eye-closed. Center of pressure (COP) motion and power spectral density (PSD)

were used as a means to identify the difference between kneeling and stance gaits. The

results in [25] concluded that PSD under kneeling showed significant difference with

stance and visual feedback plays a significant role on the COP motion under kneeling

gaits. However, neither elevation nor inclined kneeling surface was considered.

The study in [26] reported human stance postural balancing on elevated and inclined

surface. Human subject experiments were conducted in real environment and the eleva-

tion is only 61 cm above the ground. Virtual reality (VR) was a useful tool to generate

high elevation environment and it is a popular tool to study human behaviors in ele-

vation [27]. There are minimal difference among the experimental results in studying

height difference for human balancing between real and VR environments. Virtual real-

ity becomes an emerging technology for construction safety and trade skills training [27,

28]. Comparing with the kneeling studies in [25], we mainly focus on the influence of

elevation and inclined surfaces on balance performance in this dissertation. The out-

comes of this work would potentially provide guidance to further design knee or hip

robotic assistive intervention for kneeling gaits [29, 30, 31, 32].
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1.2.3 Wearable Knee Assistive Devices for Kneeling Gaits

Construction workers regularly perform tasks such as repetitive kneeling down and pro-

longed stationary kneeling, especially on inclined surfaces. Roofers, HVAC mechanics

and concrete workers perform more than 66% of their work in kneeling, crouching,

stooping, or crawling postures or gaits [3]. Occupational activities such as kneeling and

squatting are associated with increase in knee pain, knee injuries and knee osteoarthritis

(KOA) [5]. KOA among workforce is a significant concern and socioeconomic bur-

den. For example, in 2013 the US medical expenditures attributable to osteoarthritis

were $139.8 billion [33] with KOA as the highest incidence that are likely to increase

due to obesity and aging of population [34]. Wearable knee assistive devices have the

potentials to prevent the WMSDs such as KOA in the construction [35].

Using wearable robotics during kneeling has a potential intervention to reduce the

WMSD risks. Metabolic reduction were shown in the tests of Young’s group using bi-

lateral knee exoskeleton during incline walking in recent years [36]. However, real-time

control of the wearable robotic devices is challenging because of difficulty to predict

human dynamics during kneeling motions [37, 38]. Impedance control is commonly

used for human-robot interactions and quasi-direct drive (QDD) actuation was recently

developed to meet the high-torque, high-backdrivability, and high-bandwidth require-

ments [39].

It is challenging to design a lightweight exoskeleton and its control system for real-

time kneeling tasks due to large knee flexion and required high assistive power. To

enable real-time gait detection in kneeling tasks, a set of wearable inertial measurement

units (IMUs) are used to identify various kneeling events, types of kneeling (i.e., single-

or double-leg), and kneeling with changes in trunk posture. In this dissertation, the main

focus is on the control of the wearable device for construction workers on sloped and

level surface and evaluate and demonstrate its performance and efficacy through reduc-

tion of the muscle activations and knee contact pressures during the kneeling gaits. The
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kneeling event detection is based on measurements of the thigh, shank and knee angles

that includes the aforementioned events. Control of the exoskeleton device is based on

the gravity compensation of the trunk and thighs to assist subject during kneeling down,

standing up from kneeling position, or stationary kneeling.

1.2.4 Walking Gaits Estimation with LSTM based Recurrent Neural Networks

Walking is one of the most common locomotions in construction activities. Construction

workers regularly perform walking tasks on leveled and inclined surfaces. It is critical

to monitor workers’ gaits and body poses in real-time for safety and health conditions.

However, human walking is a complex task involving hundreds of muscles, bones and

joints working together and it is hard to monitor their gaits in real-time. Visual cameras,

inertial measurement units and motion sensors are among the most widely used activity

tracking, monitoring and sensing systems [40] in construction. In recent years, Young’s

group presented results in human walking activities detection and slope angle estimation

using multiple sensors that are including IMUs, EMGs and goniometers [41]. Wearable

IMUs are particularly attractive for gait detection and posture estimation in construction

because they are small-size, low-cost and non-intrusive [42]. Comparing with vision

cameras, IMUs do not need much infrastructure support and can perform under various

weather conditions.

Wearable inertial sensors were widely used for lower-limb kinematics [43, 44]. Iner-

tial sensor-based gait classification and detection were also applied to human kneeling,

squatting and foot slip activities (e.g., [45, 46]). In [47], IMUs were attached to the back

of the helmet and the worker’s back for head, neck and trunk inclination estimation. A

similar development was reported In [48] to detect and identify worker activity using

machine learning techniques.

However, human body pose estimation using IMU measurements are not extensively

studied. Moreover, the detection for real-time applications were not systematically dis-



8

cussed. In [49], a real-time gait event detection was presented to capture walking gait

events (i.e., heel strike, toe-off, etc.) over level and inclined surfaces and staircases using

one single IMU. Similar types of real-time walking gaits detection were also reported

in [50, 51, 52] for periodic movement using machine learning methods.

To monitor workers’ gaits and high dimensional body poses in real-time, GPDM is

a useful tool to reduce data space dimensions for biped walking activities and machine

learning is a useful tool for human motion estimation. Machine learning techniques

for human activity detection were reported in recent years. In [53], recurrent neural

network (RNN) with long short-term memory (LSTM) cells were used to reconstruct

human poses during various motions in real-time. A hierarchical multivariable hidden

Markov model was employed in [54] for full-body locomotion reconstruction of human

walking, running, jumping, and hopping motion on a flat floor using one IMU attached

to the subject’s shank. Considering the periodic walking gait, a phase-functioned neural

network model was presented in [55]. We focus on the GPDM based machine learning

frameworks for human gaits and full body pose estimation in this dissertation.

1.3 Dissertation Outline and Contribution

There are seven chapters in this dissertation. Chapter 1 presents the introduction and

background. In Chapter 2, we propose a human strength capacity estimation method

based on muscle synergy model during human-manipulator interaction. In Chapter 3,

we develop and implement real-time man-manipulator interaction control and motion

planning. Human intention force and motion are estimated by supervised learning. In

Chapter 4, human balancing model is proposed for construction workers. In Chapter

5, a novel real-time controller is proposed and a mechatronic assistive device system is

designed for assisting construction workers with bilateral knee exoskeleton. In Chapter

6, a machine learning based approach is proposed to detecting human motion and gait in

construction site. Chapter 7 concludes the dissertation and discusses the future research
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directions.

The modeling and control of physical human-robot interactions are challenging be-

cause human system is often difficult to predict. In construction, there are many human-

robot interaction applications, such as lifting and transporting heavy bricks, installing

drywall, and welding. Assistive robotic devices are important in assisting muscle strength

of a human upper extremity in these construction activities. However, for many physi-

cal human-robot interaction activities, high dimensional human muscles are coordinated

to achieve simple tasks and human system can be modeled by dimension reduction.

In Chapter 2, a muscle synergy based human force estimation scheme is proposed for

physical human-robot interactions. We take advantages of the physical human-robot in-

teractions and use the interactions forces information to identify these muscle synergies

without using the EMG sensors.

In Chapter 3, we extend the muscle synergy model and use it in the force control

of human-manipulator interactions. With muscle synergy models, supervised neural

networks are used to predict human force and intention motion during the interactions.

With the prediction of human motion and force, the disturbance force is estimated and

an observer based controller is developed to compensate the disturbance force during the

real-time human-robot interaction applications. Extensive experiments are conducted.

In Chapter 4, we focus on human system modeling especially human postural bal-

ancing of kneeling gaits on sloped surface for construction workers. A mixed reality

setup is designed to construct high elevation and visual scenes and wearable IMUs are

used to obtain human trunk motion. We also use the inverted pendulum model and

neuro-controller to analyze the human balance performance. Multi subjects experiments

are conducted.

In Chapter 5, we present a wearable mechatronic system that consists of active knee

exoskeletons and a wearable sensing suite to assist construction workers in kneeling

tasks. We design an lightweight exoskeleton system which can provide large assistive
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torques without increasing additional weights and modified to wearable, nontethered

configuration. We develop the control of the exoskeleton device based on the gravity

compensation of the trunk and thighs to assist subject during kneeling down, stand-

ing up from kneeling position, or stationary kneeling. The feasibility demonstration of

wearable assistive devices to reduce knee contact loads and muscle activation during

kneeling tasks is presented for construction workers on sloped and level surface during

single- and double-leg kneeling.

In Chapter 6, we present a real-time gait detection and pose estimation scheme for

human walking on flat and sloped surfaces using one single IMU. An LSTM based re-

current neural network approach is first used to detect the human walker gaits and the

slope angle. A learned motion manifold is then constructed using the gait activity in-

formation. We use GPDM to construct the human motion manifold and predict walking

joint angles in real-time for construction workers walking motions.

Finally, we conclude this dissertation in Chapter 7 and also discuss the potential

outcomes with the human modeling and assistive device systems applied in construction

applications. The results demonstrate that the physical principle-based human models

can be the enabling tool in estimating human performance in construction activities.

This property is also verified by multi-subjects experiments. We also discuss possible

improvements of the proposed work and other potential applications to reduce WMSDs

for the construction workers.

The main contributions of this dissertation are the human modeling, dynamic system

analysis, and control system design of physical human-robot interactions. The detailed

contributions of this dissertation are listed as follows:

1. We build a muscle synergy-based estimation scheme for physical strength ca-

pacity of human limbs. The estimation design is attractive for real-time applications of

physical human-robot interactions and assistance-as-needed control design.

2. Muscle synergy-based human force scheme is developed and disturbance re-



11

jection control system is designed for physical human-manipulator interactions. The

proposed method does not need the EMG sensors in the control system design and the

proposed controller compensate for unknown disturbance, which is attractive for real-

time construction applications,

3. Human analytical models for postural balancing is studied for kneeling gaits on

elevated and inclined surfaces. Mixed Reality system is used to providing immersive

experimental environment for high elevation scenes. The proposed balancing model

complements the existing work by providing new results in kneeling gaits on elevated

and inclined surface.

4. We design and evaluate the lightweight wearable sensing devices and knee ex-

oskeletons for construction workers. We develop the control system of the wearable de-

vice for construction workers on sloped and level surface during single- and double-leg

kneeling and prove the feasibility of wearable assistive devices to reduce knee contact

loads and muscle activation during kneeling tasks. Comparing with existing exoskele-

tons, our system provides high torque and power in the kneeling tasks, and remains

lightweight and non-tethered configuration in the meantime.

5. Novel GPDM based gait detection and pose estimation frameworks are devel-

oped for real-time applications using one single IMU. The design can be integrated with

wearable robotic systems to reduce the workers’ WMSD risks in construction.
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Chapter 2

Muscle Synergy Modeling for Human-Robot Interaction

2.1 Introduction

Construction workers perform repetitive motion like lifting and handling heavy tools.

Assistive robotic manipulators can augment human upper limb capability and provide

necessary assistive, and have the potential to reduce WMSDs in these tasks. Assist-as-

needed control is one of main concepts to design the assistive robotic systems [9, 10].

In these human-robot interactions, workers try to conduct certain tasks, such as move

or lift weights, etc., and the robotic devices provide necessary assistance to deliver the

needed forces. To design assist-as-needed controllers for collaborative robot manipu-

lators, one basic requirement assist-as-needed controllers is the knowledge of human

physical strength capacity (e.g., the maximum limb forces) to achieve the desired lo-

comotion. The goal of this chapter is to present a computational scheme to estimate

physical capacity envelopes using muscle synergy model and physical human-robot in-

teractions.

Without extensively probing limit conditions, estimation and obtaining of the phys-

ical strength capacity of human limbs are challenging due to several reasons. First, hu-

man musculoskeletal systems are complex and it is difficult, if not impossible, to identify

each muscle’s physical envelopes without extensively experiments to probe these limits.

Second, multiple muscles are involved in one physical activity and contributions of each

muscle in these motion activities are different, which is difficult to be identified and es-

timated. Finally, the physical capacity of human limbs also depend on the limb pose and
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the estimation scheme must provide a systematic way to compute the envelopes at any

given poses.

The Hill-type muscle model is commonly used to define muscle properties [56, 57].

To identify the muscle activation model, various approaches were proposed in the past,

such as optimization method [58], adaptive neural network [59]. Adaptive or robust

control designs were also used to compensate for un-modelled dynamics or model un-

certainties in muscle activities [60] or human-robot interactions [17, 61]. However, all

of the above-mentioned work do not address the estimation of the physical strength

capacity for biomechatronic or human-robot interactions applications.

Muscle synergy model was used as an enabling tool for human effort estimation [62,

6]. An individual time-varying muscle synergy can be viewed of as a fixed motor pro-

gram [63, 64]. We present an estimation scheme that is built on the muscle synergy

model for human limb motion. We capture the limb motion and its forceful interac-

tions with the robot as a set of combination of the synergies. For example, using four

synergies can reconstruct approximately 90% of the total muscle activities and variabil-

ity [65]. To estimate and obtain the strength capacity, we use the identified musculo-

tendon model [66] to compute their physical limits. Electromyography (EMG) mea-

surements are commonly used to construct muscle synergies [13]. However, it is not

convenient to wear EMG probes in many human-robot interactions to monitor and ob-

tain muscle activation in practical applications. Unlike the most studies that use EMG

measurements, we take advantages of the physical human-robot interactions and use the

interactions forces information to identify these muscle synergies without using EMG.

The main contribution of the work lies in the muscle synergy-based estimation for

physical strength capacity of human limbs. The estimation design is also attractive

for real-time applications such as physical human-robot interactions and assistance-as-

needed control design. Furthermore, the proposed estimation does not need the ex-

periments to physically probe the limbs’ capability limits extensively. We apply and
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demonstrate the approach to upper-limb interactions with a five degree-of-the-freedom

(DOF) manipulator. The experiments confirm the design performance.

The rest of the chapter is organized as follows. We present the muscle synergy-based

force model in Section 2.2. The physical strength capacity estimation is discussed in

Section 2.3. We present the experiments in Section 2.4 and the results in Section 2.5.

Finally, we summarize the concluding remarks in Section 2.6.

2.2 Muscle Synergy-based Force Model

We consider the human-robot system as shown in Fig. 2.1(a). A robotic manipulator is

used to assist human for certain tasks, such as lifting a weight, etc. Fig. 2.1(b) represent

the schematic of human upper-limb interacting with a robotic manipulator. In our appli-

cation, manipulator has three rotational joints and human arm has two rotational joints

in the vertical plane. To design an assist-as-needed strategy for the robotic manipulator,

it is critical to estimate human physical strength capacity in real time.

Each upper-limb joint is driven by a group of muscles and the relative ratio of all

muscle excitation in the group is assumed fixed, namely, a muscle synergy. The muscle

activation is expressed as a linear summation of spatial and temporal patterns of muscle

synergies as

M(t) = WC(t) =
n∑

i=1

wici(t),

where M (t) ∈ RN is the muscle activation vector, N is the number of muscles, W =

[w1, · · · ,wn] ∈ RN×n is the spatial pattern of the muscle synergy matrix, n is the

number of muscle synergies, and CT (t) = [c1(t), · · · , cn(t)]T ∈ Rn is temporal pattern

matrix of the muscle synergy. wi and ci denote the ith muscle synergy pattern and

activation level, respectively. The activation level is related to the muscle force model

and the musculoskeletal model.

Using the Hill model [56, 57], muscular force F is captured as output of a contractile
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Figure 2.1: (a) An example of robot-assistive weight lifting task with a robotic manip-
ulator. (b) The schematic of the human upper-limb model and its interaction with a
robotic manipulator in planar motion.

element and a parallel element,

F = a(t)Fmax
0 fl(q)fv(q̇) cos(α),

where q represents the joint angle, a(t) is a muscle activation factor, Fmax
0 is the maxi-

mum force that can be generated from the muscle. Functions fl(q) and fv(q̇) capture the

force-length and force-velocity relationships, respectively. Variable α is the pennation

angle that alters muscle force and for simplicity, is assumed as a constant value.
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As described in [67], the joint torque T is represented as

nT∑
i

aihi(q, q̇) = T, (2.1)

where hi(q, q̇) = Fmax
i fl(q)fv(q̇) cos(α)ri(q), ri(q) is the moment arm length for force

Fi, and nT is the number of muscles involved in generating the torque T . The muscle

activation factors ai in (2.1) are chosen to minimize J =
∑nT

i=1 a
2
i (t) and the solutions

are obtained as

a∗i =
hi(q, q̇)∑nT

j h2
j(q, q̇)

T. (2.2)

We arrange the representation of ai as a linear combination of flexor synergy ratio wf
i

(for positive joint torque) and extensor synergy ratio we
i (for negative joint torque) as

ai = afw
f
i + aew

e
i , (2.3)

where the synergy ratios are introduced as wf
i =

a∗i
a∗f

= hi

hf
= wf

i (q, q̇), if wf
i > 0;

wf
i = 0 if wf

i ≤ 0; and we
i =

a∗i
a∗e

= hi

he
= we

i (q, q̇) if we
i > 0 and we

i = 0 if we
i ≤ 0. Note

that synergy ratios wf
i and we

i are pose-dependent and invariant under muscle activation.

It is clear from (2.3) that a joint torque is represented as a linear combination of two

synergies wf and we. In this chapter, we focus on a two-joint arm planar motion and

the muscle forces are chosen to be represented by three synergy vectors, denoted as wj ,

j = 1, 2, 3. Fig. 2.1(b) shows a schematic of synergy-based muscle force model for the

planar arm motion. Using the above muscle synergy model, the resultant muscle force

excitation vector e(t) ∈ RN is represented as

e(q) = W (q)C(t), (2.4)

where the generalized coordinate for the two-joint upper-limb is q = [θ1 θ2]
T , W (q) =

[w1 w1 w3] ∈ RN×3 captures the three synergies for the upper-limb planar motion and
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C(t) ∈ R3 is the time-varying activation vector.

2.3 Strength Capacity Estimation with Physical Human-Robot Interactions

In this section, we first present a human-robot interaction force model and then discuss

how to estimate the human strength capacity through physical human-robot interactions.

2.3.1 Synergy-Based Human Force Model

We use the upper-limb planar motion as shown in Fig. 2.1(b). The human force at end-

effector is written as

F (q, q̇) = (JT (q))+r(q)Fmax
0 F S(q)e(q), (2.5)

where F (q, q̇) ∈ R2 is the planar force vector, J(q)T ∈ R2×2 is the transpose of

the Jacobian, J+ = (JTJ)−1JT is the pseudo-inverse of matrix J ∈ R2×2, r(q) =

[r1, · · · , rN ] ∈ R2×N is the torque-arm matrix, Fmax
O = diag{Fmax

1 , · · · , Fmax
N } ∈

RN×N is the diagonal maximal muscle force matrix, and F S(q) ∈ RN×N is the diagonal

matrix of the scaling factors for the muscle force-length characteristics. In (2.4), the

elements of e(q) and C(t) satisfy that 0 ≤ ei ≤ 1, cj ≥ 0, i = 1, . . . , N , j = 1, 2, 3.

Combining (2.4), we re-write (2.5) as

F (q, q̇) = AF (q, q̇)C(t), (2.6)

where AF (q, q̇) = (JT (q))+r(q)Fmax
0 F S(q)W (q) ∈ R2×3 is the gain between the

muscle activation vector and the end-effect force. Relationship between F and muscle

activation C(t) in (2.6) is important for the human strength capacity estimation. We use

measurements of force F and muscle activation C(t) to estimate the value of AF (q, q̇).
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2.3.2 Human Arm Skeletal Dynamics and Robot Control

We consider the arm dynamics as a rigid two-link planar arm [68]

Mh(q)q̈ +Ch(q, q̇)q̇ +Gh(q) = JTF , (2.7)

where Mh(q), Ch(q, q̇), and Gh(q) are the arm’s inertia, Coriolis, and gravity matri-

ces, respectively. In (2.7), the applied joint torques by muscles activation are considered

as the force vector F .

In experiments, the human-applied force drives the upper limb such that the hu-

man hand (i.e., the robot end-effector) follows a desired trajectory. The end-effector

trajectory is designed that human can gradually increase their applied force so that the

end-effector moving velocity reaches its maximum value. At that moment, we consider

the human upper-limb strength reaches its capacity and correspondingly, the muscle

activations reach their maximum levels. A compliance control is designed for the ma-

nipulator to regulate the human-robot interactions for safe operation while tracking the

trajectory. The admittance controller provides a desired dynamic relationship between

the position and the interaction force [69, 70]. We design the transfer function between

force F = ∥F (q, q̇)∥ and the position tracking error δr = ∥re(t)− rd
e(t)∥, where re(t)

and rd
e(t) are the actual and desired end-effector position vectors, respectively, as an

ideal second-order system, i.e.,

Ghri(s) =
δr(s)

F (s)
=

1

s2 + 2ξωns+ ω2
n

, (2.8)

where ωn and ξ are the frequency and damping coefficient of the desired admittance at

the human-robot interactions, respectively.

It is desirable to construct a human neuro-controller for the planar motion. Inspired

by the work in [71], we construct a proportional-derivative (PD) control model to capture
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the human neuro-control action for the planar arm reaching movement as

Chuman(t) = KP∆q(t) +KD∆q̇(t) +KA∆q̈(t), (2.9)

where ∆q(t) = q(t) − qd(t), qd(t) = inv(rd
e(t)) is the arm joint angle profile for

a given rd
e(t), and inv(·) is the inverse kinematic mapping of the two-joint arm links.

KP , KD, and KA ∈ R3×2 are matrices for proportional, derivative and acceleration

gains, respectively.

One motivation of using neural controller (2.9) is to reconstruct the human muscle

activation without direct real-time measurements of the muscle activities. To achieve

this goal, we estimate the gain matrix AF (q, q̇) in (2.6) and then use (2.9) to reconstruct

F (q, q̇) by (2.6). This model-based prediction is attractive since we can potentially

estimate human strength capacity without using muscle activity sensors such as EMG.

We will demonstrate the experimental results in Section 2.4.

2.3.3 Strength Capacity Estimation

The human arm’s strength capacity is characterized by the maximum force generated by

muscle activation. Given the non-negative property of matrices W (q) and vector C(t),

the strength capacity is obtained by maximizing the value of C(t), namely,

Cmax = max
q,q̇,q̈

∥C(t)∥. (2.10)

To calculate Cmax in (2.10), we consider to use dynamics (2.7) and human-robot

interactions. In the testing protocol, the subject is guided to follow a desired planar

trajectory (e.g., a circle) to accelerate to a possible maximum velocity at the steady state.

We denote the maximum velocity at the end-effector as ṙmax
e (t) and then the maximum

joint angle as q̇max(t) = J−1ṙmax
e (t), where J is the Jacobian matrix. From (2.7), the
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maximum muscle activation is expressed as

Cmax =
∥∥∥(JTAF (q

max, q̇max)
)+

(Mh(q
max)q̈max

Ch(q
max, q̇max)q̇max +Gh(q

max)
∥∥∥, (2.11)

where qmax(t) and q̈max(t) are the arm joint angle and acceleration profiles, respectively.

The strength capacity in term of force is Fmax = AF (q
max, q̇max)Cmax(t).

2.4 Experiments

2.4.1 Experimental Setup and Protocols

Five subjects (named A to E) were recruited to conduct the experiments. The subjects

were identified as healthy and capable to operate machines. In experiment, the subjects

sat on a chair while their trunks were secured to the chair with straps. The subjects were

trained to operate a manipulator by grasping the handle at the tip of the manipulator;

see Fig. 2.4.1. The compliance controller allows the manipulator to move with the sub-

ject’s hand freely. The subjects practiced several times before the experiment and took

rests between each trial. An informed consent form was signed by all the subjects and

the testing protocol was approved by the Institutional Review Board (IRB) at Rutgers

University.

In experiments, the subject was only allowed to turn his elbow and shoulder joint in

the vertical plane (the XZ plane). The subject was instructed to follow a circular shape

trajectory (with the diameter about 7 inches) in the vertical plane. Both the desired tra-

jectory and the actual gripper trajectory were shown on a computer monitor in front of

the subjects. The trajectory was also physically projected on a nearby paperboard by

using a laser pointer mounted on the end-effector. In the first set of experiments, the

subjects followed a circular shape trajectory with angular speed ω0 and accelerated or

decelerated as their choices. The subjects ran the circular motion several times with
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Figure 2.2: The experimental setup for the human-robot interaction with human hand
movement in the vertical plane.

increasing resistance forces that were applied by the controlled manipulator. In the sec-

ond set of experiments, the subjects still followed the same circular trajectory. However,

they were asked to accelerate as fast as they can until reaching the possible maximum

velocity, while they tried to keep on the trajectory closely. Both the motion and the

interaction force were recorded.

The upper-limb movements were obtained by the motion capture system (8 Bonita

cameras, Vicon, Inc., Oxford Metrics, Oxford, UK) with markers placed on the arm.

The motion capture data was sampled at 100 Hz. The human-robot interaction force was

recorded by a 6-DOF force sensor (model Mini45 from ATI Inc.) that was mounted at

the end-effector. The force data was sampled at a frequency of 1000 Hz. To validate the

estimated muscle synergies, a surface EMG system (MyoMuscle System from Noraxon

Inc.) was used to obtain the muscle activities and the EMG sampling rate was 1500 Hz.

For the compliance control (2.8), we used ωn = 10
√
10 rad/s and ξ =

√
10.
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2.4.2 Muscle Activity Measurements

In experiments, the activities of eight muscles were recorded: Brachialis (BRD), Biceps

(BI), MedTriceps (MTRI), LatTriceps (LTRI), Anterior deltoid (ADELT), Medial del-

toid (MDELT), Posterior deltoid (PDELT), and Pect major (PECT). The raw EMG data

were processed by a series of post-processing steps. Notch filtering was first applied

to eliminate noise. A high-pass filter was then used to remove DC bias in the signals.

The processed data were rectified and smoothed by passing through a low-pass filter.

Finally, non-negative matrix factorization (NNMF) method was used to decompose the

EMG signal and to generate muscle synergies.

2.5 Results
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Figure 2.3: Tracking performance of the hand position in the XZ plane during one trial
for Subject E.

Fig. 2.5 shows a typical subject hand motion trajectory (the X-axis and Z-axis direc-

tions) in one experiment trial. The period of the arm steady-state cyclic motion is around
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Figure 2.4: (a) Three muscle synergy patterns. Each synergy contains eight muscles:
BRD, BI, MTRI, LTRI, ADELT, MDELT, PDELT, and PECT. (b) Three synergy activa-
tion levels ci(t), i = 1, 2, 3.

10 s. As the figure indicates, the subject accelerated from a slow periodic motion to a

fast motion. All subjects conducted the experiments and the position tracking errors

were small (within around 10 mm). In this study, we select three synergies to model

the arm motion. Taking the EMG measurements from one trial experiment, Fig. 2.4(a)

shows the three synergy patterns (i.e., W (q) = [w1 w2 w3]) and the corresponding

activation levels (i.e., C(t) = [c1 c2 c3]
T ) are shown in Fig. 2.4(b). In the latter, the acti-
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vation levels are plotted over the time percentage of the cyclic motion. From Fig. 2.4(b),

the three synergy activation levels ci(t), i = 1, 2, 3, achieve their peak values at different

times and this implies that each synergy is activated at a certain motion interval. Fig. 2.5

shows the muscle activities for the eight muscles that are involved in upper-limb move-

ment. It is clear from these results that the reconstructed muscle activities (solid lines)

match the EMG measurements (dash-dotted lines). This confirms that three synergies

account for majority of the muscle activation.
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Figure 2.5: Comparison of muscle activation with the direct EMG measurements (dash
pink lines) and synergy reconstruction (solid blue lines).

A set of muscle activation data from the EMG measurements and the arm motion

data were used to estimate the model parameters in (2.9) by a least square method.

With the identified parameters, we validate the model using other trial data by the same

subject. Fig. 2.6(a) shows the comparison results of the muscle synergy activation level

profiles C(t) over one motion cycle for subject E. Although showing small oscillations,
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Figure 2.6: (a) Comparison of the muscle synergy activation C = [c1 c2 c3]
T by the

neural controller model (solid blue lines) and the reconstruction from direct EMG mea-
surements (dash-dotted red lines) for subject E. (b) Reconstructed force F = [Fx Fz]

T

comparisons between the synergy model prediction (solid blue lines) and the force mea-
surements (dash-dotted red lines) for subject E. (c) Comparison of the muscle synergy
activation C under various tracking speed ω0 = 0.28, 0.48, 0.62, and 0.72 rad/s. (d)
Comparison of the muscle forces F under various tracking speed ω0 = 0.28, 0.48, 0.62,
and 0.72 rad/s.

the model prediction by (2.9) follows the activation from the EMG measurements. The

root mean square (RMS) errors of the estimation for three activation levels are 0.26,

0.12, 0.08, respectively. The results in Fig. 2.6(a) imply that Synergy 1 (w1) mainly

contributes the activation between 60% to 100% of the cycle time (i.e., c1 has large

values), which corresponds to the arm retraction motion. Synergy 2 (w2) primarily

contributes at the beginning and ending of motion cycle (i.e., c2 has large values during
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this period) and thus, it dominates the arm’s up and down motion. Finally, Synergy

3 (w3) mostly contributes at the middle of the cycle and it is mainly related to arm

extension motion.

With the synergy model, we estimate the gain matrix AF in (2.6) using one trial

data and then validate the force prediction by other trials data. Fig. 2.6(b) shows that

the comparison of the predicted force F = [Fx Fz]
T with the force measurements for

subject E. Similar to the muscle synergy activation C(t), the force prediction matches

the measurement closely and the RMS errors are 7.79 N and 9.27 N for Fx and Fz, re-

spectively. To further demonstrate changes of muscle activation under increasing cyclic

tracking speed, Fig. 2.6(c) shows the C(t) profile under four different human arm track-

ing speed ω0 = 0.28, 0.48, 0.62, and 0.72 rad/s. When the arm rotates faster, a larger

interaction force F and a higher power are needed. This is clearly demonstrated by the

results shown in Fig. 2.6(c). It is also of interests to notice that the shape profiles of

each element of C(t) are similar under various strengths. Fig. 2.6(d) further shows the

comparison of interaction forces Fx and Fz and the trend is similar to that of C(t).

Finally, we estimate the human strength capacity under the arm planar motion. We

take these motion data in Fig. 2.5 to estimate the strength capacity (2.11). Fig. 2.7(a)

shows the maximum synergy activation cmax
2 profile over the percentage of the cycle

time (i.e., arm pose angle) for all five subjects. Although they have different activation

levels at the same pose location, all five subjects’ results show a similar trend during the

motion. We further estimate the strength capacity of the total force for all five subjects as

shown in Fig. 2.7(b). Clearly, we see that the horizontal force range (around [−150, 100]

N) is much larger than the vertical force range (around [−40, 60] N). The profile of

strength capacity shows an ecliptic shape.

To further validate the strength capacity estimation in Fig. 2.7(b), we conducted a

static testing in which each subject was asked to apply his/her maximum force at a fixed

pose angle along the circular trajectory (each π/8). The force magnitudes were recorded
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Figure 2.7: (a) The maximum synergy activation cmax
2 for Synergy 2 as various pose po-

sition in the XZ plane. Five subjects’ data were calculated by the synergy-based model.
(b) Estimated strength capacity in the XZ plane for normal and disturbed condition for
Subject E.
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as the ground truth. During this static testing, the manipulator was controlled to resist

and keep human hand position stationary at that location. Fig. 2.5 shows the estimation

errors of the strength capacity at each testing location along the circular trajectory pro-

file. The top plot in Fig. 2.5 shows the force errors ∆Fmax (i.e., the measured maximum

force subtracts the predicted maximum force) over eight pose positions (equally posi-

tioned along the circle), while the bottom plot illustrates relative errors emax in percent-

age (i.e, ∆Fmax divided by the measured maximum force). For all subjects, the mean

values of the estimation is within 20% of the strength capacity as shown in Fig. 2.5.
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Figure 2.8: Estimation errors of the strength capacity at various pose angles: the top
figure shows the error magnitudes (the error is calculated by the static measured values
minus the predicted values) and the bottom plot shows the relative absolute errors in
percentage.

To investigate performance under a subject with a significantly different capacity, we

conduct an experiment by adding a constant disturbance weight of 10 N to the subject

forearm when running the tests. The subjects ran the exact same tests and the maximum

force ranges were estimated. The estimated strength capacity shown as the solid blue

curve shown in Fig. 2.7(b). The estimated capacity reduces obviously at both the top



29

and bottom locations in the Z-axis direction; see Fig. 2.7(b). Comparing with the model

estimated capacity space (i.e., the red dash-dotted curves in the figure), the testing result

matches the model prediction.

2.6 Summary

In this chapter, we presented a muscle synergy model and a human-robot interaction

approach to estimate human physical strength capacity. We took the advantages of the

muscle synergy model that was built from offline EMG measurements. Unlike many

other methods using real-time EMG measurements, the proposed approach did not need

to conduct the static maximum loading tests with EMG sensors. Multi-subject experi-

ments were conducted to validate and demonstrate the synergy model and strength ca-

pacity estimation results. The experiments confirmed the estimated strength capacity for

all subjects was mostly within 20% of the static testing results.
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Chapter 3

Muscle Synergy-Based Control of Human-Manipulator

Interactions

3.1 Introduction

In Chapter 2, we proposed a method to estimated human strength capacity using muscle

synergy model. Based on the knowledge of muscle synergy model, we propose to build

a robust control system for human-manipulator interactions to further assist construction

workers with robotic system in this Chapter. The paradigm assist-as-needed design tries

to help human worker with necessarily required assistance to finish physical tasks in

human-robot interactions. The amount of needed assistance is commonly calculated as

the capability gap between that needs to achieve the required task and human intention

or capability [72] or the estimation by the method presented in Chapter 2. Addition-

ally, robotic assistance should also be robust to the changing environment and external

disturbances. The motivation of this work lies in many applications in which robotic

manipulators would augment human capability (e.g., strength and accuracy) as well as

disturbance rejection in construction or other industries. For example, for the robot-

assisted grit-blasting process as shown in Fig. 3.1, human operators provide guidance

to the manipulator to conduct forceful grit-blasting task, while the process generates a

large reactive force that disturbs the human-robot interaction [73]. Under a properly de-

signed robot assistance, human operators would ideally apply their nominal forces (e.g.,

voluntary movement) to guide the robot without significant influence by the reactive
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disturbance force. The goal of this chapter is to present an assist-as-needed manipula-

tor control for human-robot interactions, such as that in the above-mentioned blasting

process.

Figure 3.1: An application example for human-manipulator interactions control: robot-
assisted grit-blasting [73].

To achieve a proper assistance in human-manipulator interaction tasks, it is desir-

able to obtain human force and intention motion. Neural networks method is particu-

larly suitable for human intention motion estimation because of its capability to handle

highly uncertain, nonlinear and complex systems [74]. In [18], the authors proposed a

generalized regression neural network model to predict human knee joint angle using

muscle synergy model. Combining with the muscle synergy models, the neural network

design accurately predicts the human-robot interaction forces. The training of these neu-

ral networks is conducted off-line, while the force and intention motion prediction are

used in real-time applications. One rationale for this design is the feasibility to use a

same set of muscle synergies to model human arm motion and its interaction forces at

the end effector [16].

Impedance/admittance control [75, 69] and learning control [76] are usually consid-

ered for physical human-robot interactions. Gribovskaya et al. constructed a learning

task model to generate reference kinematic signals [77]. To reject known disturbances,

a combined feed-forward and compensatory control was designed in [22] to achieve
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pursuit tracking. However, the external disturbance forms are usually unknown and

the approaches in the above-mentioned studies cannot be applied directly. Disturbance-

rejection ability is critical for many human-robot interactions [10], such as the robot-

assisted grit-blasting process aforementioned, in which disturbance reaction force could

be large to hurt human operators if the manipulator does not share these forces com-

pletely or partially. Moreover, individual persons have distinctive muscle strength ca-

pacities and thus, the robot control needs to be robust to deal with these variations.

In this chapter, a muscle synergy-based force control of human-manipulator interac-

tions is developed. Using the muscle synergy models, supervised neural networks are

used to predict the human force and the intention motion trajectory passing through a

few given target points and without use of EMG device. With these estimations, the

disturbance force is predicted and the controller compensates for it such that human op-

erators would not feel the impact of disturbance force. Under the proposed control, the

robot follows human guided motion and provides necessary assistance to compensate

for external loads and unknown disturbances. The control performance is demonstrated

through multi-subject experiments in which both 2- and 3-dimensional upper-limb mo-

tion are conducted. The main contribution of the work lies in the muscle synergy-based

robotic control for disturbance rejection and human effort assistance. The admittance

control helps build assist-as-needed design for human-manipulator interactions.

The rest of the chapter is organized as follows. We present muscle synergy-based

human intention force and motion estimation in Section 3.2. The admittance control of

human-robot interactions is discussed in Section 3.3. Experiment setup is discussed in

Sections 3.4 and the results are presented in Sections 3.5. Finally, we summarize the

concluding remarks in Section 3.5.3.
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3.2 Muscle Synergy-Based Human Force and Intention Motion Estimation

3.2.1 Synergy-Based Human Force Modeling and Estimation

Fig. 3.2(a) shows an experimental setup example of manipulator-assisted human mate-

rial handling applications. Fig. 3.2(b) illustrates the modeling schematic for the arm-

manipulator interactions. The motion of manipulator end-effector O is under guidance

of human operator as shown in Fig. 3.2(b). Human operator is assumed to only know a

set of target points (not entire trajectory), with positions denoted as rd. Human opera-

tors plan the trajectory and try to use voluntary motion to guide the robot to pass these

target points.

To design an assist-as-needed strategy, it is critical to estimate human applied forces

and motion in real time and muscle synergy is used here as a modeling tool. Human

muscles work with skeletal system under voluntary motion and muscle activities are

related with limb posture and targets [78]. Muscle force fh at a joint can be expressed

as a function of arm posture as in (2.2) [79].

Muscle synergy represents a group muscles that activate together at a relative fixed

activation ratio. From modeling and control purposes, muscle synergy provides a low-

dimensional representation of muscle activities for human movement. A time-varying

synergy is a collection of muscle wave forms that can be expressed as a time-varying

vector w(t) [63]. Time dependence of the muscle activations is captured by the temporal

structure of the synergies and by their onset times (denoted as tis). For N muscles, the

activation vector at time t is denoted as a(t) ∈ RN and expressed as

a(t) =
n∑

i=1

ciwi(t− ti), (3.1)

where wi(t) ∈ RN denotes the ith muscle synergy at t, ti represents the initiation delay

of wi(t), and ci represents the ith amplitude coefficient, i = 1, . . . , n, n is the number
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(a)

(b)

Figure 3.2: (a) Human-manipulator interactions experiment setup. The right zoom-in
picture shows the set of target points to follow and current end-effector position (in the
vertical plane) indicated by a laser pointer. (b) The schematic of the human upper-limb
model and its interaction with a robotic manipulator in the workspace.

of muscle synergies. We consider the maximum duration for all synergies as tmax and it

corresponds to J samples at discrete times τj , j = 1, . . . , J . To express the time-varying

synergy wi(t), we use a set of n matrices, W i ∈ RN×J , i = 1, . . . , n, whose column

(W i)j ∈ RN represents the muscle activation levels for the ith synergy at the jth time

sample, that is,

wi(τj) =


(W i)j 0 ≤ τj < tmax,

0 t ≥ tmax.

(3.2)
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For a human motion trial with K samples, using (3.1) and (3.2), we write the muscle

activation in matrix form as

M = WH (3.3)

where M = [ai(t) . . . aK(t)] ∈ RN×K is the muscle activation matrix. Matrix W =

[W 1 · · ·W n] ∈ RN×nJ represents the muscle activation levels over the trial. Matrix

H ∈ RnJ×K contains non-negative amplitude scaling factor ci and time shift functions.

Defining C = [c1 · · · cn]T ∈ Rn for the amplitude vector, we denote

H = C ⊗ [Θi(t)]
n
i=1, (3.4)

where Θi(t) ∈ RJ×K is used to shift the ith synergy at time τj (1 − J ≤ j < K)

and (Θi(τj))lm = δ(l,m − j) is expressed using Kronecker delta, which is defined as

δ(p, q) = 1 if p = q and 0 otherwise. In (3.4), operator ⊗ represents a Kronecker

product-like multiplication such that its block from (j+1+(i−1)J)th to the (j+ iJ)th

rows is given by ciΘi(t). The use of Θi(τj) contains all the possible time shift of

synergy vector and the product of W and Θi shifts of onset of the ith synergy by time

ti.

The optimal muscle activation achieves motion tasks in an efficient way to minimize

human muscular effort. From (3.3), similar to [80], we define human effort Eh as Eh =∑K
k=1 ∥ai∥22. To obtain the synergy onset timings tis, synergy form W , and amplitude

vector Ct for human motion from training data, we formulate the following optimization

to minimize muscle activation and reconstruction errors by (3.3) and (3.4).

minimize
W ,Ct,{ti}

Eh +
1

η
∥M −WCt ⊗ [Θi(t)]

n
i=1∥22, (3.5)

where η is a regulation parameter. We use a similar method in [64] to solve the above

optimization problem to determine the time-varying synergies using the data measure-
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ments from motion trials.

To use the above synergy model to estimate human force in testing experiments, we

assume that the synergy onset timings tis (i.e., [Θi(t)]
n
i=1) and synergy form W are the

same as those in the training trail motions. From [62], human force at end-effector is

proportional to the muscle activation M and with (3.3) and (3.4), we have

fh = AF (qh, q̇h)M = AF (qh, q̇h)WC ⊗ [Θi(t)]
n
i=1, (3.6)

where AF (qh, q̇h) ∈ R3×N is the gain matrix that depends on model (2.2) and Jacobian

matrix from the joint rates to the velocity of O [62], qh = [ϕ1 ϕ2 ϕ3]
T is the human arm

joint angle vector, qd
h(t) = inv(rr(t)) is the human arm joint angle profile for target

point trajectory rr(t) in workspace, and inv(·) is the inverse kinematic mapping of the

two-link human arm.

We use force measurements fh and synergy activation M from EMG measurements

to estimate the value of AF (qh, q̇h) off-line by regression method (i.e., least-square).

Multiple subjects data under various motion trajectories are taken from training the data

collection process to cover the variety of synergies. With the known values of [Θi(t)]
n
i=1

and W that are obtained from (3.5), we use (3.6) to compute human force in real time

provided at the synergy amplitude vector C is estimated. We will discuss how to predict

C in Section 3.2.2.

Muscle co-contraction is a task-specific motor control strategy used by healthy in-

dividuals when performing complex multi-joint activities. To capture the muscle co-

contraction into the human-manipulator control design, we take the similar approach

in [81] and use the EMG signals to calculate a measure of co-contraction for each an-

tagonistic pair. Using the formulation (3.1), the muscle activation level is defined as Pi

and is expressed as

Pi =
m∗

i

mMVC
i

, (3.7)
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where m∗
i is the activation of ith muscle and mMVC

i is the maximum voluntary con-

traction that can be measured from the EMG. Then co-contraction level of each muscle

pair (e.g., Biceps and Triceps Brachii), denoted as Pa and Pb, is found by taking the

minimum level that both muscles are contracted to, namely,

Pco = min{Pa, Pb}. (3.8)

We will use the above muscle co-contraction level calculation in the human-manipulator

control design in Section 3.3.

3.2.2 Human Force and Intention Motion Estimation

In order to use (3.6) to estimate human forces, we need to predict synergy activation level

C. We assume that human can reproduce their voluntary motion and force using same

sets of synergies when given same target points. We would estimate the synergy coeffi-

cients by predict scaling factor C and consider synergy pattern matrix is fixed for similar

motions. We construct C as the function of motion, that is, C = C(qd
h, qh, q̇h, q̈h). A

neural network approach is used to estimate C in real time for human-manipulator inter-

actions. Radial basis function neural networks are considered to obtain the predictions.

The prediction output ϕ(Λ,ν) of neural networks is expressed as

ϕ(Λ,ν) = ΛTS(ν), (3.9)

where S(ν) = [s1(ν) · · · sp(ν)]T , sk(ν) = exp
[
−(ν−µk)

T (ν−µk)

η2k

]
is the base function,

k = 1, . . . , p, p is the total number of base functions, ν is the input of the neural network,

Λ is an adjustable weight vector, and µk and ηk are constant parameters. To estimate C

by (3.9), the inputs of the neural networks is νcs = [qh q̇h q̈h qd
h]

T , i = 1, . . . , Lf , Lf

is the size of training data set for intention force estimation, and qd
h is the targeted arm

motion profile.
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As explained previously, human operators only know a set of target points rd, not

the entire desired trajectory rr. Therefore, we use the neural networks approach above

to obtain the estimate of human intention motion trajectory rr. To achieve such goals,

we use and extend the approach in [17] to estimate intention motion rr by the interaction

force fh, actual end-effector position r and velocity ṙ and (discrete) target points rd.

Therefore, we take νr = [fT
hi r

T
i ṙT

i rd
i ]

T , i = 1, . . . , Lr, Lr is the size of training data

set.

In the training process for parameters cs and motion trajectory rr, we conduct exper-

iments to collect measurements of actual human arm motion trajectory, motion targets,

and human-robot interaction forces. Human subjects conduct voluntary motion to fol-

low a set of repeated simple curves such as lines, circles, and some known trajectories in

workspace to collect training data. The training data inclues the stationary motion at the

beginning and ending of each trial. The training motion trajectories are different with

the validation motion. Λ are estimated and obtained for both neural networks models. In

the predicting phase, the human applied force fh and desired force f d
h (by (3.6) with the

actual and desired poses qh and qd
h, respectively) and motion trajectory rr are obtained

by using (3.9). The training process is conducted off-line and the intention predictions

are implemented in real time.

3.3 Human-Robot Interaction Control

Fig. 3.2(b) illustrates the schematic of human-robot interactions. The manipulator has

three rotational joints on the vertical plane, while human arm has two rotational joint on

on the vertical plane. Three synergies ω1 ∼ ω3 are selected to generate human force.

The robotic manipulator is considered by a four-link (rotational) rigid body and the

dynamics model is expressed as [68, 82]

M qq̈ +Dqq̇ +Gq = JT (fhr + f l + f dis) + τ rob, (3.10)
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where q = [φ1 φ2 φ3 φ4]
T is the joint angle vector, M q, Dq, and Gq are the manip-

ulator’s inertia, Coriolis, and gravity matrices, respectively. The details of matrices are

discussed in Appendix A. In (3.10), fhr is the human applied force that will be discussed

later in this section, f l is the known load, f dis is the unknown disturbance force, and

τ rob is the robot input torque vector of the fully-actuated manipulator. J is the Jacobian

matrix between the end-effector velocity ṙ and joint rate q̇.

Considering ṙ = Jq̇ and r̈ = J̇J−1ṙ + Jq̈, we rewrite (3.10) into the end-effector

motion as

M rr̈ +Drṙ +Gr = fhr + f l + f dis + f rob, (3.11)

where f rob = J−Tτ rob, M r = JTM qJ , Dr = JT (DqJ + JTM qJ̇), and Gr =

JTGq. Controlled manipulator force f rob is to assist human to compensate for (known)

load f l and unknown disturbance f dis. The force sensor mounted at the end-effector

directly obtains the measurement of the total force fm = fhr + f l + f dis.

The human applied force fhr consists of the nominal force fh and the reactive force

f r due to additional load and disturbance, namely,

fhr = fh + f r. (3.12)

We use the neural network model (3.6) to obtain an estimate f̂h of fh. For reactive

force f r under disturbance, we use an impedance model that was developed in [83]

to estimate its value. In [83], the estimated arm reaction force f̂ r is modeled as a

mechanical impedance force under perturbations, that is,

f̂ r = Kh(q
d
h − qh) +Dh(q̇

d
h − q̇h), (3.13)

where Kh and Dh are the arm stiffness and damping coefficient matrices, respectively.

From [81], the value of Kh is considered to be proportional to the muscle co-contraction
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level Pco and Dh is assumed to be a constant. Therefore, we choose Kh = λPcoI3,

where λ is a gain and In represents the n × n identity matrix. The values of λ and Dh

are estimated by collected data during the experiment trials.

The control goal is to generate a desired admittance between human applied force

fh and the end-effector position r [84, 85]. Under fh and a desired admittance model,

the end-effector motion is obtained by

M dr̈ +Ddṙ +Kdr = fh, (3.14)

where M d, Dd, Kd ∈ R3×3 are (symmetric and positive definite) desired inertia, damp-

ing, and stiffness matrices, respectively. When robot dynamics (3.11) is known, the

control input u = f rob is designed as

u = f rob = −f̂hr − f l +M rr̈ +Drṙ +Gr − v, (3.15)

where f̂hr = f̂h + f̂ r is the estimate of fhr, and v is the auxiliary control input that

will be designed later in this section. Plugging (3.15) into (3.11), we obtain

fhr − f̂hr + f dis − v = 0

and then plugging into (3.14), we have

M dr̈ +Ddṙ +Kdr = f̂hr − f r + v − f dis. (3.16)

The human-robot interaction should have the desired admittance between the desired

human force f d
h and the reference motion rr, namely,

M dr̈r +Ddṙr +Kdrr = f d
h, (3.17)
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Figure 3.3: Schematic of the human-robot interactions control design.

where f d
h is desired human force and rr is the end-effector position reference. Defining

error e = rr − r and using (3.16) and the above equation, we obtain the position error

dynamics as M dë+Ddė+Kde = −f̂hr + f d
h + f r − v + f dis and then

f dis = f̂hr − f d
h − f r +M dë+Ddė+Kde+ v = g + v, (3.18)

where g = f̂hr − f d
h − f r +M dë+Ddė+Kde.

We design a manipulator controller to assist human achieving desired interaction

admittance along the trajectory and reject disturbances. Fig. 3.3 illustrates the control

design structure. The controller is built on an extended state observer (ESO) to maintain

the human desired force and reject the disturbance, while at the same time to reduce

position error along the desired trajectory. We estimate the disturbance force f dis and

then the controller is used to compensate for its impacts. To design an ESO, we first

introduce state variables ẋ1 = f dis ∈ R3, x2 = g ∈ R3, and then write (3.18) into an

extended state space form [86]

ẋ1 = x2 + v, ẋ2 = ġ, y = x2, (3.19)

Using (3.19), an ESO is constructed as follows.

ż =

0 I3

0 0

 z +

I3

0

v +L(y − ŷ), ŷ = z2, (3.20)
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where z = [zT
1 zT

2 ]
T ∈ R6 is the estimate vector of x = [xT

1 xT
2 ]

T , ŷ is the estimate of

y(t) by using z and L = Ll⊗I3 is the observer gain vector, Ll = [l l], l = [l1 l2]
T . The

values of l1 and l2 are chosen such that the observer poles are placed at −ω0 (ω0 > 0),

namely, s2 + l1s+ l2 = (s+ ω0)
2.

With the proper ESO design, the estimate of z converges to an neighborhood of x

if ∥ġ∥ is small. A PD control structure is designed for the auxiliary input v in (3.15) to

drive z to zero, namely,

v = kp(−z1) + kd(−z2), (3.21)

where kp and kd are the positive gain matrices. The stability of the controller de-

sign is obtained through the separation principle of the linear systems for (3.20) un-

der the approximation ġ ≈ 0. If ẋ2 = ġ is bounded around zero uniformly, we

can show that ∥z − x∥ and ∥z2∥ is bounded around zero closely as t → ∞. Then

∥f̂hr − f d
h − f r+M dë+Ddė+Kde∥ is bounded around zero, and thus, accordingly

both force ∥f̂hr − f d
h − f r∥ and position ∥e∥ are bounded around zero.

3.4 Experiments

3.4.1 Experimental Setup

Ten subjects were recruited for experiments (nine male and one female, age: 28.4± 2.5

years, height: 172.1 ± 4.4 cm, weight: 71.3 ± 7.3 kg). The subjects were identified

as healthy and capable to hold and move objects using upper-limbs. Fig. 3.2(a) shows

the human upper-limb interactions with a 3-DOF manipulator (from Schunk GmhH &

Co, Germany). In experiment, the subjects were trained to operate the manipulator by

grasping the handle at the end-effector. The subject’s hand can move freely with the

end-effector handle and the manipulator was run under a compliance controller, denoted

as benchmark controller, which is described in [69]. Under the benchmark control, the

robotic manipulator follows human intention motion trajectory with a desired admit-
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tance. One major difference of the proposed control with the benchmark controller is

its capability to identify, estimate, and compensate for external disturbance forces such

that subjects should be able to apply their nominal force in voluntary motion to accom-

plish the task. An informed consent form was signed by all the subjects and the testing

protocol was approved by the Institutional Review Board (IRB) at Rutgers University.

The upper-limb movements were obtained by the motion capture system (7 Bonita

cameras, Vicon, Inc., Oxford Metrics, Oxford, UK). The motion capture data were col-

lected at 100 Hz. The human-robot interaction force was measured by a 6-DOF force

sensor (model Mini45 from ATI Inc.) mounted at the end-effector. The force data was

sampled at a frequency of 1000 Hz. The disturbance force was generated from a motor

through a steel cable and in both the horizontal and vertical directions. The disturbance

force was measured by a load cell (Model XTS4: S-Type from Load Cell Central) at a

sampling frequency of 200 Hz. Both the benchmark and the proposed controllers were

implemented and executed at a rate of 200 Hz. To estimate muscle synergies, a surface

EMG system (MyoMuscle System from Noraxon Inc.) was used to measure the muscle

activities and the EMG sampling rate was 1500 Hz. A total of eight muscle activities are

measured by the EMG probes, including Brachialis (BRD), Biceps (BI), Medial triceps

(MTRI), Lateral triceps (LTRI), Anterior deltoid (ADELT), Medial deltoid (MDELT),

Posterior deltoid (PDELT), and Pectoralis major (PECT). The synergy activation and

EMG data process were reconstructed through the non-negative factorization (NNMF)

method [13].

3.4.2 Experimental Protocols

The subjects conducted manipulation experiments with the end-effector movement in

both two-dimensional (2D) or three-dimensional (3D) spaces. In the 2D experiments,

human subjects were instructed to guide the robotic end-effector in planar motion in the

vertical plane; see Fig. 3.2(a). In experiments, the subjects’ hand started at stationary,
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and moved the end-effector to pass a set of given target points using their preferred mo-

tion and trajectory, and then stopped at the last point on the trajectory. The subjects

were not asked to enforce precisely motion strictly. The manipulator passively follows

human intention to reach the target points. Therefore, human motion in experiments

was assumed as voluntary movement. The actual end-effector trajectory was shown on

a computer monitor in front of the subjects and its actual position was also physically

projected on a nearby paperboard by using a laser pointer mounted on the end-effector;

see Fig. 3.2(a). Human subject’s hand intention motion is estimated as described in sec-

tion 3.2.2. If the subject’s hand and intention was stationary at the starting and ending of

the trail, the proposed controller didn’t provide assistance. When the subject started their

motion, the test trial was assumed to be continuous and non-stationary as the subjects

were required to complete the trajectory and reach all the target points continuously.

The subjects viewed the end-effector position in real time. The subject repeated the

exact same task for multiple times and they also practiced several times before actual

experiment. Fig. 3.4 shows the experimental setup for end-effector 3D movement. In

3D experiments, the subject moved the end-effector from the starting point and fol-

lowed several target points. The target points were marked by small balls hanging in

the workspace. The subject was instructed to move the handle and touch each ball by a

certain sequence. The subject repeated the same movement for multiple times.

Disturbances were introduced and applied to the end-effector at random time in ex-

periments. Under disturbances, two sets of experiments were conducted: human sub-

jects tried to correct and overcome disturbance forces under the benchmark controller

and the proposed controller. Each type of experiments was repeated for three trials and

subjects took a brief rest (5-10 mins) between each trial. Before each trial, the subject

was asked whether they feel tired or if they need additional rest to start the experiments.

This practice would reduce or eliminate the negative effect of muscle fatigue and co-

contraction. The subjects’ ears were covered by a pair of earmuff during experiments.
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Figure 3.4: Experimental setup for 3D end-effector movement.

The earmuff can block human auditory sensing of the noises from generating the distur-

bance and thus, the disturbance was considered unexpected to the subjects.

Training data were from a set of repeated simple curves like lines, circles, rectangles

and some known curves in a range of workspace including similar shape trajectories as

the test experiments shown in Fig. 3.2(a). The validation and testing target points are

chosen differently from the training data trajectories. The same target points are used

to demonstrate the control performance under with and without disturbances cases for

comparison purposes. The training trial length was selected to be similar with the testing

trial lengths.

For both the proposed and benchmark controllers, the values of the desired admit-

tance model parameters were chosen as M d = 0.3I3, Dd = 0.1I3, Kd = 03 in

implementation. The following observer and control gain parameters were used in the

ESO design, l1 = 1.1, l2 = 0.3, kp = 2.3I3, and kd = 0.05I3. These parameter values

were chosen after multiple trials and tuning tests. The values of the kinematics and dy-

namics model parameters for the robotic manipulator were computed or measured using

the three-link structure as shown in Fig. 3.2(b). With the recorded trajectory errors and

forces during the different training trajectories, we used the least square method to esti-
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mate parameters Kh and Dh in the impedance model (3.13). The co-contraction level

was calculated from the activation of EMG sensors using (3.8). The co-contraction level

from Biceps and Triceps were used as the major indicator of the co-contraction level for

the trajectory due to its dominance as the reactive force in upper-limb motion. Only the

segment when co-contraction level above a threshold was selected to calculate the gain

λ (i.e., ratio between Kh and Pco).

3.5 Results and Discussion

3.5.1 Experiment Results

Figure 3.5: Time-varying muscle synergies (w1, w2 and w3) obtained from upper-
limb movement. Each synergy contains eight muscle profiles: BRD, BI, MTRI, LTRI,
ADELT, MDELT, PDELT, and PECT. The muscle activation variances of each synergy
pattern are calculated from multi-subjects tests.

In 2D experiments, three synergies are selected for human upper-limb motion. We

chose three synergies because they can reliably reproduce more than 90% of EMG ac-

tivities [65] and therefore can capture arm muscle activities in planar motion in exper-

iments. Fig. 3.5 shows the synergy patterns (i.e., denoted as w1, w2, and w3) as com-

bination of several different muscle activity profiles. These synergies were extracted
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Figure 3.6: (a) Human muscle synergy activation comparison by the neural network
method and EMG-based reconstruction method. (b) Targeted and actual positions of the
robot end-effector by one human subject (with human preferred speeds).

from the muscle group of eight muscles and each synergy contains a trail of muscle ac-

tivation. The shaded areas in the figure indicate the variances of each muscle activation

level. The initial delay ti were assumed to be a constant and was taken from all the

synergy pattern through all the subjects data. These synergy patterns are obtained by

measuring all subjects experiments from the training data set discussed above. From

the results as shown in Fig. 3.5, the average variances across all the muscles for syner-

gies w1, w2 and w3 are 2.76%, 4.63% and 5.41%, respectively. The muscle synergy

patterns are shown almost invariant across multiple subjects. This observation confirms

that the same synergy pattern exists with a small variation among subjects. The variance

might be due to the differences among the subjects’ upper limb strength capability and

biomechanic property.

Fig. 3.6(a) shows the synergy activation in an arm voluntary push motion along a

straight-line. Three synergy activation levels are obtained and compared by the neural

network and the EMG reconstruction methods. As shown in the figure, three synergy

activation levels ci(t), i = 1, 2, 3, achieve their peak values at different time moments.

For example, synergy w1 mostly contributes at the middle of the cycle and it is mainly
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Figure 3.7: (a) The corresponding shoulder joint angle (ϕ2 on the top plot) and elbow
joint angle (ϕ3 on the bottom plot) profiles in the 2D experiments. (b) Human force
prediction comparison by the neural network-based synergy model, EMG-reconstructed
method and actual force measurement. (c) The corresponding shoulder joint angle (ϕ1

and ϕ2 on the top and middle plot) and elbow joint angle (ϕ3 on the bottom plot) profiles
in the 3D experiments; see Fig. 3.2(b) for ϕ1 and ϕ2 definition. (d) In the 3D experi-
ments, the predicted force comparison by the neural network synergy-based model and
actual human force measurements.

related to arm extension motion. This observation implies that in the push task, w1 takes

a major role. By using (3.6), each synergy pattern is associated with a base synergy

force vector AF . The shaded area in the figure is the range of the base force vector

over the entire joint angle profile. To further illustrate its dependency on joint angles,

Fig. 3.7(a) shows the arm elbow and shoulder joint angles in the trail. Fig. 3.7(b) further

shows the force comparison in the XZ-plane by the synergy-based prediction and actual
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measurements by the force sensor. We also include the EMG-based reconstructed forces

in the plot. The errors by the synergy model and the EMG measurements are less than

15.0% and 20.4%, respectively.

We further demonstrate human force prediction performance. Fig. 3.6(b) shows the

actual end-effector trajectory and its target trajectory by one subject for a voluntary

push movement along a straight-line. No disturbance force was applied in experiments.

Fig. 3.7(d) shows the corresponding human actual applied force and synergy-based pre-

diction force profiles. The results show that the prediction forces follow the actual hu-

man force closely. The maximum relative error between the prediction and actual forces

is 14.6%. These results further confirm that the synergy model can predict human force

in voluntary motion. Finally, Table 3.1 lists the root mean square (RMS) errors for

the force and motion trajectory predictions from all subjects testing experiments. All

these results demonstrate that the synergy-based force prediction is comparable with the

EMG-based force reconstruction.

Table 3.1: Root mean square (RMS) errors for force and intention motion predictions
from all subject testing experiments

NN predicted force (N) Reconstructed force (N) Predicted traj (mm)

X-direction Z-direction X-direction Z-direction X-direction Z-direction

3.2± 0.4 3.7± 0.3 5.1± 1.4 5.6± 1.4 3.0± 1.1 2.9± 0.5

Case I: Planar motion

With the synergy-based force and intention motion predictions, Fig. 3.8 demonstrates

the control performance under external disturbance force. For comparison purpose, we

also include the results under the benchmark controller, under which the robot follows

human motion passively with a desired admittance. Fig. 3.8(a) shows the end-effector

trajectory profiles along the X- and Z-direction. In the figure, four curves are plot-

ted: nominal trajectory (black solid curves), neural network-based human intention mo-
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Figure 3.8: Experimental results under disturbance force by one subject. (a) End-
effector motion trajectory. The top plot shows the trajectory in the X-direction and
the bottom for the Z-direction. (b) Human and disturbance forces profiles at the end-
effector. The top plot shows the force fx along the X-direction and the bottom fz for
the Z-direction.
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tion trajectory (red dotted curves), actual trajectories under the benchmark (blue dash-

dotted curves) and the proposed controllers (magenta dash curves). Fig. 3.8(b) shows

the corresponding human forces comparison in experiments. Besides the actual human

forces under benchmark (blue dash-dotted curves) and the proposed controllers (ma-

genta dashed curves), we also include the synergy model-based prediction force (light

blue dash-starred curves), actual (red dotted curves) and estimate (orange dot-circled

curves) of the disturbance forces in the figure. These forces are compared with the nom-

inal human force (black solid curves) that is obtained under voluntary motion without

any disturbance. The trajectory profiles in Fig. 3.8(a) confirm that the subject can con-

trol the end-effector reasonable well under disturbance force (initiated at around 7.2 s;

see Fig. 3.8(b)).

Table 3.2: RMS errors for control performance comparison for all subject testing exper-
iments of 2D experiments

Control methods
Human force (N) End-effector position (mm)

X-direction Z-direction X-direction Z-direction

Benchmark control 4.1± 5.7 5.7± 6.5 13.1± 4.7 10.5± 7.2

Proposed control 2.5± 2.4 2.6± 2.4 7.5± 4.4 6.1± 1.9

Fig. 3.9(a) further shows the statistics of the position errors of all subjects (using

the nominal force obtained in experiments without disturbance as the reference). It is

clear from these results that under the proposed control, both the position errors and

variances are much smaller than these under the benchmark controller. The force con-

trol performance in Fig. 3.8(b) shows that under the benchmark controller, the human

have to respond to the disturbance with large applied force and delay in both the X-

and Z-direction. On the contrary, with the proposed control, the human force is much

responsive and close to the nominal values. This is clearly shown in Fig. 3.9(b) which

illustrates the force errors profiles of all subjects. Table 3.2 further lists the RMS er-

rors for the trajectory tracking and human-robot interaction forces under the benchmark
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(a)

(b)

Figure 3.9: (a) End-effector motion trajectory error profiles comparison for all subjects.
The top figure shows the X-direction position error ex and the bottom for Z-direction
position error profile ez. The thick curves are the mean value profiles and the shaded
areas show the one standard deviation around the mean values of all subject experiments.
Same notation is used in all subigures. (b) Human force error profiles comparison for
all subjects. The top figure shows the X-direction force error efx and the bottom for
Z-direction force error profile efz.
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and the proposed controllers for all subjects. The estimated disturbance force also fol-

lows the actual force closely. These results confirm about 50% error reduction under

the proposed control comparing with the benchmark control. As shown in Figs. 3.7(d)

and 3.8(a), the average delay of the robotic system responses is around 50 msec, and the

end-effector tracking errors are around 3 mm, as illustrated in Table 3.1. These results

also demonstrate that the control system enhances human comfort.

The above results do not include these with external load force f l. We conducted

additional experiments with lifting a weight with fl = 9.8 N (i.e., 1 kg) using the same

experimental protocol. Fig. 3.10(a) shows the applied human and manipulator forces

with and without the weight load. It is clear from these plots that with or without load

f l, human forces were similar to conduct the same movement task. The additional load

was carried by the robotic manipulator in the Z-direction (see the bottom plot in the

figure). To demonstrate the effectiveness of the proposed control, we computed the

human efforts Eh during the aforementioned experiments. The value of Eh represents

the work conducted by human muscle activation during the arm motion. Fig. 3.10(b)

shows the human effort comparison results. The plots include the statistical profiles of

Eh by all subjects under the benchmark and the proposed controllers with disturbance,

and also those under the benchmark controller without disturbance for comparison pur-

pose. It is clearly shown by these results that under the proposed controller, the human

effort under the disturbance (roughly from 6.5 to 8 s period) is much smaller than that

under the benchmark controller. It is also interesting to observe that the proposed con-

trol renders the human effort (under disturbance) similar to the nominal profile (without

disturbance). This implies that the proposed controller assisted human arm to perform

similarly to the case without any disturbances. Fig. 3.10(b) also includes human ef-

fort results by the proposed controller with a weight load (1 kg). Same conclusion is

obtained that the manipulator provides assistance such that the actual human effort is

similar to these under the benchmark controller without weight load.
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(a)

(b)

Figure 3.10: (a) Human force comparison with and without load for multiple subjects.
The top figure shows the X-direction applied human and robotic forces and the bottom
for the Z-direction forces. The thick curves are the mean value profiles and the shaded
areas show the one standard deviation around the mean values of all subject experiments.
The same notation is used in all subigures. (b) Human effort Eh comparisons under
the benchmark and the proposed controllers. The results are obtained from all subject
experiments.
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Case II: 3D motion

Figure 3.11: The 3D trajectory of the end-effector motion under disturbance force by
one subject.

We further conducted experiments for 3D end-effector motion to validate and demon-

strate the performance. Same numbers of synergies were selected for 3D experiments,

which is assumed to be accurate due to the low movement speed in the lateral direction

in current manipulator configuration. Fig. 3.11 shows the trajectory of 3D end-effector

motion. This trajectory was chosen to mimic the motion of grit-blasting process. The

subject started at the starting point (marked by the green diamond point) and then moved

the manipulator to reach a few target points (marked by blue empty circles). The dis-

turbance was applied at random point in the X- and Z-axis directions. We also plot

the trajectories under the benchmark controller without disturbance (i.e., the black solid

line) and with disturbance (i.e., the red dashed line) along with that under the proposed

controller (i.e., the blue dash-dotted line). The trajectory under the benchmark controller

deviated more further from the normal motion than that under the proposed controller.

The force control performance shown in Fig. 3.12(a) implies that comparing with

the proposed controller, the human subject had to apply larger reaction force under the

benchmark controller to overcome the disturbance in the X- Y - and Z-direction. This

observation is also clearly shown in Fig. 3.12(b) that illustrates the force errors profiles
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Figure 3.12: (a) Human and disturbance forces profiles at the end-effector. The top plot
shows the force fx along the X-direction, the medium plot shows the force fy along
the Y -direction and the bottom fz for the Z-direction. (b) The top figure shows the X-
direction force error efx, the medium figure shows the Y -direction force error efy and
the bottom for Z-direction force error profile efz.



57

(a)

(b)

Figure 3.13: (a) End-effector motion trajectory error profiles comparison for all subjects.
The top figure shows the X-direction position error ex and the bottom for Z-direction
position error profile ez. The thick curves are the mean value profiles and the shaded
areas show the one standard deviation around the mean values of all subject experiments.
Same notation is used in all subigures. (b) Human effort Eh comparisons under the
benchmark and the proposed controllers in the 3D experiments. The results are obtained
from all subject experiments.
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of all subjects. With the proposed control, the human force was much responsive and

close to the nominal values. Similar to 2D experiments, Fig. 3.13(a) further shows

the statistics of the position errors of all subjects (using the nominal force obtained in

experiments without disturbance as the reference). When under disturbances (about 7

to 10 s), the position errors were smaller than those under the benchmark controller.

We also computed the human efforts Eh in 3D experiments and Fig. 3.13(b) shows the

human effort comparison results. The plots include the statistical profiles of Eh by all

subjects under the benchmark and the proposed controllers with disturbance, and also

those under the benchmark controller without disturbance for comparison purpose. It is

clearly shown that under the proposed controller, the human effort under the disturbance

(roughly from 7 to 10 s) was much smaller than that under the benchmark controller.

3.5.2 Discussion

In this chapter, with proposed model and controller, the reduction of human force error

is about 50% for 2D case and 35% for 3D case under the disturbance force, which

demonstrates the effectiveness of the proposed controller. In the 3D experiments, higher

errors were observed in both human force and end-effector position errors in Table 3.3

compared with 2D case. This could potentially be due to the low resolution of the

manipulator in the lateral direction and number of synergies which increases the possible

errors from the estimation. In both 2D and 3D cases, Figs. 3.10(b) and 3.13(b) clearly

show the reduction of human effort Eh during the trials with disturbance force applied

under proposed controller. This observation implies that the proposed controller can

potentially help reduce human applied force and effort in the above mentioned tasks.

The training data set for estimating muscle synergies contains different repeated

motion patterns in the workspace and we assume human use voluntary motions to ac-

complish the tasks. The muscle synergies were estimated from to approximate human

natural arm movement and muscle activities. This may lead to one limitation of the
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Table 3.3: RMS errors for control performance comparison for all subject testing exper-
iments of 3D experiments

Human force (N) End-effector position (mm)

Control methods Benchmark Proposed Benchmark Proposed

X-direction 6.5± 5.9 3.8± 3.4 12.6± 8.0 7.4± 6.8

Y -direction 6.0± 4.8 4.8± 4.2 4.8± 4.7 4.2± 3.4

Z-direction 9.0± 6.8 5.1± 4.7 20.4± 28.1 11.1± 11.2

chapter. We assume the subjects can reproduce their motion by repeating the same mo-

tion between given target points and they always use their voluntary motion to complete

these motions when they use their self-selected movement speed. At the beginning and

the ending of the trial, the intention of the movement from the subject was detected and

the manipulator did not provide assistance when the subject’s hand was stationary. Note

that, with given target points, the subject’s motion was continuous and was only station-

ary at the starting and ending positions. Another assumption is that when the disturbance

and load force applied, the dynamic properties of the interactions can be modeled with

the impedance model in (3.14). Thus with same dynamic model of the interaction, the

same disturbance rejection controller can be applied for various disturbance and load

forces.

Due to the hardware limitation, the movement speed of human arm in the lateral was

slower compared with the other two directions which may results in the higher errors in

3D experiments. A further study is required for interactions between human and a more

agile robot in 3D workspace.

3.5.3 Summary

In this chapter, we developed a muscle synergy-based force control of robotic manipula-

tor for assist-as-needed physical human-robot interactions. The muscle synergy model

and the neural network approach were used to predict the muscle activation and then
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estimate human applied forces in human-robot interactions. A disturbance observer was

designed to estimate the unknown external disturbance forces, and then an admittance

control was applied to the manipulator to simultaneously follow human intention mo-

tion and to compensate for working load and undesired disturbances. The proposed

force estimation did not need any EMG sensors, which was attractive in many physical

human-robot interactions. We conducted multiple subjects experiments in both 2D and

3D workspace to demonstrate the assist-as-needed control performance and disturbance

rejection.
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Chapter 4

Postural Balance of Kneeling Gaits for Construction

Workers

4.1 Introduction

In the construction industry, among all fatal injuries, roofer is the leading construction

trade and has the fourth highest fatal work injury rate among all occupations [1, 87].

Roofers perform more than 66% of their working time in kneeling, crouching, stooping,

or crawling postures or gaits at high elevation and inclined surfaces [3]. It is important to

understand the human postural balance control of kneeling gaits on inclined and elevated

surfaces and thus to possibly introduce interventions to prevent and mitigate fall risk.

Many environmental factors influence postural balance control of construction work-

ers such as elevation, visual scenes, inclined and restricted support surfaces [87]. Al-

though study of human quiet stance has been reported extensively (e.g., [23, 24]), lim-

ited research exist on postural control of kneeling gaits on elevated or inclined surfaces.

In [25], quiet kneeling is studied and compared with the stance with eye-open and eye-

closed. Center of pressure motion and power spectral density (PSD) are used as a means

to identify the difference between kneeling and stance gaits. The results in [25] conclude

that PSD under kneeling shows significant difference with stance and visual feedback

plays a significant role on the Center of Pressure (COP) motion under kneeling gaits.

However, neither elevation nor inclined kneeling surface was considered.

Understanding and studying postural balance of quiet stance on elevated and in-
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clined surfaces have been reported [88, 89]. In [88, 89], virtual reality (VR) was used

as a tool to generate the high elevation and environmental scenes since running human

subject experiments in high elevation location is unsafe, inconvenient and expensive.

No difference was reported among the experimental outcomes in terms of height ef-

fects on human quiet stance between real and VR environments. Indeed, virtual reality,

augmented reality and mixed reality (MR) become an important emerging technology

for construction safety and trade skills training [90, 91, 92]. For example, it is promis-

ing to use an integrated VR and motion capture devices to study social learning among

construction workers for fall risk behaviors in high elevation [93].

In this chapter, we study the postural balance of kneeling gaits on inclined and el-

evated surfaces for construction workers. We use the MR setup to construct the high

elevation and visual scenes while subjects conduct kneeling gaits on a real inclined roof

surfaces. Wearable inertial measurement units (IMUs) are used to obtain the human

upper truck acceleration to quantify the body sway in sagittal and frontal planes. Quiet

stance is conducted and compared with the kneeling gait results. We also use the inverted

pendulum model and neuro-controller to analyze the balance performance for both quiet

stance and kneeling gaits. Optimization process of model parameters is performed for

the individual test and results show close matching between the power spectral density

of the experimental and model prediction center of pressures. The main contribution of

this work lies in the use of MR and analytical models to study the postural balance of

kneeling gaits on elevated and inclined surfaces. Comparing with the quiet stance, this

work complements the existing results and studies by providing new results in kneeling

gaits. Comparing with the kneeling studies in [25], we mainly focus on the influence of

elevation and inclined surfaces on balance performance.

The remainder of the chapter is organized as follows. Section 4.2 introduces the

MR-based experimental setup and protocols. In Section 4.3, we present the kneeling

and quiet stance and neuro-control models. Experiments and results are discussed in
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Section 4.4, before we summarize the concluding remarks in Section 4.5.

4.2 MR-Enhanced Balance Experiments

4.2.1 Experiment Design

(a) (b)

(c)

Figure 4.1: Mixed reality experimental setup on slope surface (a) standing, (b) kneeling.
(c) The virtual scene that the subjects see in the VR headset.

We built an adjustable tilting virtual roof platform with wooden planks, which was

combined with a VR system to build an MR environment. A backpack-type portable

computer with HTC Vive Pro VR system was used in the experiments. With the back-

pack computer, the experimental system enables users to wear the equipment without

tethering. The VR environment was built with the Unity game engine and it can stream

subject’s motion through motion tracking system. In order to provide a realistic virtual

testing scenario, the spatial information of the room and simulated roof platform geom-

etry were captured by a static LIDAR scanner. The virtual scenario on high (rooftop of a
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high-rise 30th floor building) and low elevated surface (ground) were constructed. The

VR world was aligned with physical environment before the start of each tests.

In the virtual environment, both high and low elevated surface scenes are simulated

to provide the test subject with different virtual immersive experience. Fig. 4.1(a) shows

the subject standing on top of the sloped rooftop platform while observing the simulated

high-rise building scene. Fig. 4.1(b) shows the subject kneeling on sloped surface while

observing the simulated ground scene. To simulate realistic high-rise building environ-

ment, a fan was placed in front of the subject to generate strong wind and wind noise

sound was played from the headset. Different test conditions were combined and used

such as standing/kneeling, level/sloped surface and high/low elevated virtual environ-

ment. Fig. 4.1(c) shows the virtual scene that the subjects see in the VR headset.

4.2.2 Experimental Protocol and Data Process

Three young male healthy subjects (n = 3, age: 28.3 ± 2.9 years, weight: 69.2 ± 13.8

kg, height: 169.3±9.3 cm) with no known musculoskeletal or neurological defects were

recruited for this study. All participants were informed about the testing protocol and

signed the informed consent forms approved by the Institutional Review Board (IRB) at

Rutgers University.

The participants were asked to perform quiet stance and kneeling tasks on a level (0

deg) and sloped (20 deg) surface. Visual perturbations were induced by changing the

scene of the virtual environment. In addition, a sudden perturbation simulating strong

wind conditions were induced using a strong fan aimed at subjects’ upper trunk after

first 30 sec of subjects balancing. Subjects were instructed to keep their balance and

follow the visual tasks/targets (i.e., red dots in front of the subject) in the simulated

environment. During tests, the subjects were instructed to kneel down or step on the

force plate for each testing condition and keep their balanced for 60 sec. First 10 sec

of data acquisition in each test were discarded. Overall, the subjects performed the
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following tasks: standing or kneeling on 0 deg, and standing or kneeling on 20 deg.

In the experimental setup, x-, y-, and z-axis are defined as anterior-posterior (A-P),

medial-lateral (M-L), and upward-downward (U-D) direction respectively. A 3-axis ac-

celerometer (BWT901CL, WitMotion Inc.) was strapped on subjects’ chest to record

postural sway accelerations in the A-P, ẍCOM , and M-L, ÿCOM , directions. The portable

force plate (Bertec Corporation.) and pressure mat (MatScan, Tekscan Inc.) were used

to collect ground reaction forces/torques and pressure distribution measurements under

feet on sloped and level surfaces. A motion capture system (8 Vantage cameras, Vi-

con Motion Systems Ltd.) was used to collect positions of subjects’ feet and pressure

mat. Data from all sensors was synchronized and collected at 100 Hz on a portable

high-performance micro-processor (Intel NUC7i7DNK, Intel Corp.) through wireless

connection.

Data from the force plate were used to evaluate the sway of the center of pressure in

A-P and M-L directions, denoted as CPx and CPy, respectively. Several metrics were

used to determine the postural balance stability. The power spectral density, root mean

square (RMS), and mean velocity (MV) of CPx and CPy measurements were computed

for all trials across all test conditions. The power spectrum density (PSD) was calculated

using Welch method [25] with 2000 samples per periodogram and a spatial resolution

of 0.05 Hz. The RMS was defined as RMS =
√

1
N

∑N
n=1 xi

2, and MV was calculated

as MV = fs
N

∑N
n=2 |xi − xi−1|, where N is the number of samples of signal xi and fs

is the sampling frequency. Characteristics of the postural sway using the accelerometer

measurements, ẍCOM and ÿCOM , were analyzed based on the 95% ellipse of postural

acceleration sway [94] (major axis, minor axis, and sway area). The RMS of the ẍCOM

and ÿCOM were computed to analyze the variability of corrective movement of the center

of mass. In addition, we analyzed the experimental torque Tc measurements which were

normalized with the body mass.
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4.3 Neural Postural Balance Control

4.3.1 Neural Balance Controllers

(a) (b)

Figure 4.2: Inverted pendulum model for a) standing, b) kneeling on slope surface.

We consider an inverted pendulum model for human body sway in the sagittal plane

during the quiet stance and kneeling balances. Fig. 4.2 shows the schematic of the

inverted pendulum models for stance and kneeling gaits. The pendulums pivot around

point O on the tilted surface. We denote the human body tilted angle and sloped angle as

θb and θs, respectively. The distances from the human mass center to foot and knee are

denoted as hs and hk, respectively. The mass and mass moments of inertia for stance and

kneeling gaits are denoted as ms and Js, Jk, respectively. Fig. 4.3 illustrates the block

diagram of the human postural neural balance control model. The model is adopted

from the development in [25] and [24] for quiet kneeling and stance, respectively.

For inverted pendulum sway in the sagittal plane with small magnitude of θb, we
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Figure 4.3: Block diagram of the human postural neural balance control model.

obtain the equation of motion as

Jsθ̈b +msghsθb = Tc, (4.1)

where Tc is the total torque applied on the human body. Denoting the positions of the

mass center (COM) and COP in the horizontal plane as xcom and CPx, respectively, we

obtain

xcom = hsθb, CPx = xcom +
Js

msghs

ẍcom. (4.2)

From (4.1) and (4.2), we obtain the transfer function from CPx to θb as

CPx(s)

Θb(s)
=

(
1 +

Jss
2

msghs

)
hs. (4.3)

For neural balance postural control, as shown in Fig. 4.3, we consider vision, vestibu-

lar and proprioceptive sensory feedback. The vision and vestibular sensory is considered

into one feedback loop with a combined gain Wvv. The proprioceptive sensory feedback

is modeled with gain Wprop and composite tilted angle θb − θs. The neural controller

contains the time delay τ and the PID module Cn(s) = Kp + Kds +
Ki

s
. The passive

mechanism is modeled P (s) = Kps. A colored noise is denoted as a filtering mech-
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anism with white noise wn(t) ∼ N (0, 1) with low-pass filter Kn

τns+1
. From the neural

balance control, we obtain the applied torque Tc as

Tc =

(
Kp +Kds+

Ki

s

)
e−τs(Wpropθs − θb)+

Kps(θb − θs) +
Kn

τns+ 1
wn, (4.4)

where we use model property Wvv +Wprop = 1 from [24].

4.3.2 Model Parameter Estimation

To estimate the model parameters, we need to compute the transfer function from wn(t)

to outputs such as CPx and ax := ẍcom, which are measured by the force plates and the

accelerometer on the upper body, respectively. From (4.1) to (4.4), we obtain

CPx =

(
hs +

Jss
2

msg

)
θb, ax = hss

2θb, (4.5)

where θb = Gwn(s)wn +Gθs(s)θs,

Gwn(s) =
Kn

(τns+ 1)Φ(s)
, Gθs(s) =

Cn(s)e
−τs −Kps

Φ(s)
,

and Φ(s) = Jss
2−(msghs+Kps)+Cn(s)e

−τs. We use the power spectrum of measured

signal CPx and ax to estimate the model parameters. From (4.5), the power spectrum

SCPx(ω) and Sax(ω) are given as

SCPx(ω) =

(
h2
s +

Jsω
2

msg

)
∥Gwn(ω)∥2, (4.6)

Sax = hsω
2∥Gwn(ω)∥2. (4.7)

Similar to the approach in [24] and [25], the model parameters are obtained by minimiz-

ing the following weighted errors between the model prediction and experimental data
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at a selective frequencies, namely,

E =
N∑
i=1

∣∣∣∣SCPx(ωi)− Sexp
CPx

(ωi)

Sexp
CPx

(ωi)

∣∣∣∣+ r

∣∣∣∣Sax(ωi)− Sexp
ax (ωi)

Sexp
ax (ωi)

∣∣∣∣ ,
where SCPx(ωi) (Sax(ωi)) and Sexp

CPx
(ωi) (Sexp

ax (ωi)) are the model-predicted and experi-

mental power spectrum for CPx (ax) signals at frequency ωi, respectively, N is the total

number of selected frequencies, and r > 0 is a weight factor. To simplify the opti-

mization process, we set weight constant r to be 0. In each optimization step, Fréchet

distance was calculated between the simulated and the experimental PSDs.

4.4 Experimental Results

Fig. 4.4(a) shows the variation of the normalized CPx during postural sway of one sub-

ject. Larger signal variations are clearly observed during stance on level or sloped sur-

face, while variations during kneeling remain small. Fig. 4.4(b) shows the results of

the PSD of the CPx experimental data for stance and kneeling tests. The results are

averaged across all the subjects for test conditions on level (0 deg) and sloped surface

(20 deg) for low and high elevated MR scenes. Stance on level surface with shown low

or high altitude MR scenes exhibit higher spectral density values compared to the ones

observed during kneeling, regardless of the displayed visual scenes, see top figure of

Fig. 4.4(b).

Comparing PSD of CPx during stance on level surface (0 deg) shows higher values

at frequencies below 0.3 Hz and higher area under the curve, when subjects were shown

high elevated surface. These observations suggest less postural sway when observing

high elevation visual scenes. Contrary, the higher PSD values of CPx at frequencies

between 0.3 and 0.6 Hz are observed when subjects were shown low level scene envi-

ronment. The PSD results of CPx for kneeling on the 20 deg sloped surface show similar

trends as those observed on level surface. Surprisingly, the mean spectral density dur-
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Figure 4.4: (a) COP in A-P direction of subject 2. (b) Power spectral density of exper-
imental CPx results averaged across all the subjects. As shown are results for standing
and kneeling tests on level (0 deg, top figure) and sloped surface (20 deg, bottom figure)
for low and high elevated MR scene.

ing stance on the 20 deg sloped condition exhibit lower values and lower area under

the curve for frequencies below 0.3 Hz and higher area under the curve for frequencies

between 0.3 to 0.6 Hz. These results suggest less sway during stance on a sloped sur-
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face with the visual stimulus of high elevation working environment. This could be the

result of the subjects applying corrective reactions to reduce sway and increase postural

stability.

(a) (b)

(c) (d)

Figure 4.5: Results from standing and kneeling trials under various test condition with
averaged values across all subjects of (a) average RMS of CPx, (b) average MV of CPx,
(c) normalized torque values, and (d) major axis of the 95% ellipse of linear acceleration
sway.

Fig. 4.5(a) shows the average results of the RMS of CPx signals across all subjects.

Higher RMS during all stance trials indicate higher variability in magnitude of the CPx

compared to all kneeling trials. Comparing RMS values during stance and kneeling tri-

als individually, the results show the lowest RMS values during postural balance when

high MR elevation scene was shown to the subjects. Observations of less postural sway

of subjects during those trials imply that the subjects restricted their sway at high ele-

vation as a consequence of the presence of a visual threat. The average results across

all subjects of mean velocities of CPx signal in Fig. 4.5(b) show higher values during
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Figure 4.6: Results of the 95% ellipse of trunk linear accelerations in A-P and M-L
directions during postural balance shown for all test conditions during kneeling and
standing.

stance compared to kneeling across all test conditions. The comparison of mean ve-

locity values among kneeling trials shows the highest mean velocity during kneeling

on a flat surface with low MR environment scene. During stance, mean velocities of

CPx increase with increase of the slope of the supporting surface regardless of the dis-

played low/high environmental scene. The results of the normalized torques exerted on

the force plate during postural balance are shown in Fig. 4.5(c). All normalized torque

values during kneeling are lower compared to those during stance across same test con-

ditions. Normalized torques during stance or kneeling on 20 deg sloped surface exhibit
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the lowest values across all test conditions.

Fig. 4.6 shows the trunk linear accelerations in A-P and M-L directions during pos-

tural balance. The major axes with variance of the 95% ellipse of the postural sway

accelerations are shown in Fig. 4.5(d). The smallest ellipse (i.e., major and minor axes)

of the postural sway accelerations is observed during kneeling with shown low eleva-

tion in the MR immersion environment. These observations are held for both level and

sloped surface conditions. Contrary, the largest deviation across all tests is surprisingly

for the kneeling tests with the high immersion environment on both level and sloped

surfaces.

EXP

SIM

(a)

EXP

SIM

(b)

Figure 4.7: Comparison of the experimental and matching model prediction results of
the PSD of CPx for a) standing on 20 deg slope with low VR scene, b) kneeling on 20
deg slope with high VR scene.

Optimization process of model parameters was performed for the individual test of

each subject. Figs. 4.7(a) and 4.7(b) show close matching between the PSD of the ex-

perimental and model prediction CPx results for stance and kneeling tests, respectively.

Both figures present results of one subject on level and sloped surfaces with low and

high MR environmental scenes.

For the individual simulation condition, the model parameters of the neural control

were obtained by optimization described in Section 4.3.2. Summary of the tuned model

coefficients and their distributions for all the subjects obtained from the optimization
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Figure 4.8: The parameters of standing and kneeling gaits were identified from simula-
tion using the proportional-derivative neural controller. 8 test conditions are included as
standing (condition 1 ∼ 4) and kneeling (condition 5 ∼ 8): Low, level surface; High,
level surface; Low, 20 deg slope surface; High, 20 deg slope surface.

Table 4.1: Optimization Parameters for all the simulated conditions.

kp ki kd kn Wvv

Standing, Low, Level surface 449.8 21.9 667.6 560.0 0.93

Standing, High, Level surface 318.0 25.7 575.1 663.5 0.82

Standing, Low, 20 deg slope 172.4 3.1 136.1 230.5 0.82

Standing, High, 20 deg slope 141.2 2.8 188.1 189.0 0.77

Kneeling, Low, Level surface 67.6 26.9 284.0 458.2 0.46

Kneeling, High, Level surface 86.3 28.4 269.0 474.6 0.61

Kneeling, Low, 20 deg slope 130.3 7.1 132.0 178.1 0.73

Kneeling, High, 20 deg slope 218.9 6.9 219.6 205.2 0.78

is shown in Fig. 4.8 and Table 4.1. Parameter optimization of the stance tests show a

greater proportional control gain (kp) on level surface than sloped surface while kneeling

tests show an opposite trend. A clear and consistent increased trend is shown for the

integral gain (ki) on level surface compared to the ones used for the sloped surface.
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Control parameters kd and kn exhibit a similar trend as that of the ki, with increased

values for trials on the level surface and one fold or two smaller values for trials on the

20 deg sloped surface. Finally, the coefficients related to visual and vestibular sensory

feedback Wvv are all within a range above 0.7 except kneeling on level surface tests.

Low, Level

High, Level

Low, 20 deg

High, 20 deg

Figure 4.9: The error curves between experimental and simulated PSD plots are pre-
sented for both standing (top) and kneeling (bottom) gaits in various test conditions.

Fig. 4.9 shows that parameter optimization of kneeling tests has smaller errors than

stance tests in general, which implies that the proposed model has a better fit for kneeling

gaits. For the optimization of stance tests, a smaller error from experiments on the sloped

surface than on the level surface is observed especially at lower frequency range. The

error plots of kneeling tests show smaller values in the high elevated MR scenes than

those under low elevated scenes.

Our results on kneeling tests show the subjects have a larger variance of center of

pressure on both level and slope surfaces in the A-P direction. This suggests that subjects

are more relaxed on the low/ground level surface than on the elevated surface. On the

high elevation scene, the normalized torque has higher variances, which indicates that

subjects used more variant torques to control their balance. The power spectral density
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and RMS of center of pressure curves match with the results of previous study [25].

Comparison of center of pressure mean velocities showed several times higher values

during stance than kneeling. These results contradict findings from previous study [25],

where surprisingly a reverse trend was reported. The values of control gains kp and kd

show similar decreasing trend as in [25] from stance to kneeling, however the noise gain

kn doesn’t agree with the results, which also shows a decreasing trend in [25]. A small

sample size might affect our results. Further studies are needed to explain these different

trends.

4.5 Summary

In this chapter, we investigated the postural balance during kneeling and standing on

sloped and elevated surfaces. A postural model was developed to simulate postural sway

in the anterior-posterior direction. The model and controller parameters were optimized

to precisely match the experimental results. Variation of model parameters with respect

to particular test conditions provided insight on relationship on human neural balance

postural control and sensory system. This work complements the existing research on

the postural control during kneeling, which is of particular relevance for construction

workers that commonly perform work on elevated and inclined surfaces.
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Chapter 5

Wearable Knee Assistive Devices for Kneeling Tasks in

Construction

5.1 Introduction

In the previous chapter, we discussed about human balancing modeling. With human

modeling, control system for the exoskeleton can be design to help reduce WMSD risks

in the construction. Construction workers regularly perform tasks that include repetitive

kneeling down/ standing up and prolonged stationary kneeling on one or both knees on

flat or inclined surfaces; see Fig. 5.1. Emerging technologies such as wearable robotics

provide promising potentials to prevent WMSDs [95]. All industrial exoskeletons on the

market (e.g., [96]) are passive and mainly for assistance in walking, lifting, and carrying

gaits that are significantly different from kneeling tasks. One of the goals of this study is

to develop a wearable sensing and assistive system to assist construction workers during

kneeling tasks.

Biomechanical studies have shown that static deep knee flexion kneeling alters the

walking gait knee joint kinematics and kinetics, suggesting that prolonged abnormal

knee loading might lead to KOA [97, 98]. Using knee savers during deep flexion kneel-

ing was recently suggested as a potential intervention to reduce the risk of musculoskele-

tal disorders [99]. Distribution of forces under the knees can be modified using proper

knee-pads that results in decrease of knee disorder due to kneeling [100]. Compared

with walking gait, the activity of proximal muscles during kneeling were shown to in-
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Figure 5.1: Examples of kneeling tasks for construction workers: (a) tile installer in
double-leg kneeling and (b) roofer in single-leg kneeling on sloped surface.

crease [101]. The increased physiological demands and biomechanical loading deterio-

rate the comfort and lead to fatigue and injury risk of workers, which need to be mini-

mized. Knee assistive exoskeleton can potentially reduce knee loading exposures, i.e.,

peak muscle activations and knee-ground contact pressures, and thus mitigate WMSD

risks.

Wearable robotics is an active research field in human-robot interactions [8] and

personalized technology for construction workers [102]. Real-time control of wear-

able robotics is challenging because of difficulty to predict human performance under

dynamic variations and noises [103]. Impedance control is commonly used for human-

robot interactions together with series elastic actuators (SEA) (e.g., [104]). Instead of

using SEA, quasi-direct drive (QDD) actuation was recently developed to meet the high-

torque, high-backdrivability, and high-bandwidth requirements [105, 29]. Comparing

with many SEA-based robotic devices, lightweight QDD-based knee exoskeleton has

demonstrated promising potentials for industrial applications.

In this chapter, we present a wearable mechatronic system that consists of active

knee exoskeletons and a wearable sensing suite to assist construction workers in kneel-

ing tasks. It is challenging to design a lightweight exoskeleton for kneeling tasks due to

large knee flexion and required high assistive power. The knee exoskeleton is adapted

from the previous design [39] with extended large assistive torques without increasing
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additional weights and modified to wearable, nontethered configuration. We analyze the

kneeling gait features on sloped surfaces. To enable real-time gait detection in kneeling

tasks, a set of wearable inertial measurement units (IMUs) are used to identify various

kneeling events (i.e., up, down, or stationary), types of kneeling (i.e., single- or double-

leg), and kneeling with changes in trunk posture. Control of the exoskeleton device is

based on the gravity compensation of the trunk and thighs to assist subject during kneel-

ing down, standing up from kneeling position, or stationary kneeling. Human subject

experiments validate the system design in assisting subject to perform required tasks.

The main contributions of this work lie in the design and evaluation of the lightweight

wearable sensing devices and knee exoskeletons for construction workers. New de-

velopments also include the control of the wearable device for construction workers

on sloped and level surface during single- and double-leg kneeling and the feasibility

demonstration of wearable assistive devices to reduce knee contact loads and muscle

activation during kneeling tasks. To the authors’ best knowledge, there is no reported

study for use of passive or active exoskeletons in kneeling tasks. The design of flexible,

lightweight, QDD-actuated exoskeleton enables feasible assistance in kneeling tasks.

The remainder of the chapter is organized as follows. Section 5.2 introduces the

wearable mechatronic devices used in this study. In Section 5.3, we present the biome-

chanics model and control of exoskeleton for kneeling gaits. Experimental results and

discussions are presented in Section 5.4. We finally summarize the concluding remarks

in Section 5.5.

5.2 Wearable Systems for Kneeling Tasks

5.2.1 Wearable System Integration

We created a laboratory environment that mimicked setup of construction workers on

level and sloped surfaces. Fig. 5.2 shows the wearable sensing and exoskeleton devices

on a subject wearing a construction uniform. We constructed a wooden structure with
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a variable surface slope and glued anti-skid tape. A level surface (0 deg), low-slope

(10 deg), and conventional slope (20 deg) were used in the experiments to investigate a

variety of common slopes of roof surfaces in construction [106].
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Figure 5.2: Laboratory environment mimicking construction setup with variable slopped
wooden structure. Wearable sensor suit and stationary sensors were used in the experi-
ments to measure subjects’ kinematics and kinetics.

Fig. 5.3 shows overall schematics of the wearable mechatronic systems used in the

experiments. All components were connected and synchronized through desktop com-

puter and portable high-performance micro-processor (Intel NUC7i7DNK, Intel Corp.)

through WiFi wireless connection. An optical motion capture system (8 Vantage cam-

eras, Vicon Ltd) was used to collect whole-body ground-truth kinematics. A portable

pressure mat (MatScan, Tekscan Inc.) was used to measure knee/foot contact pressures

on level and sloped surfaces. The wearable systems included a bi-lateral knee assistive

exoskeleton device [39] that provides assistive torque to the individual knee, IMU sys-

tem (8 units, Chordata Motion Inc.) to measure lower limb and trunk kinematics, and
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wireless surface EMG (16-channel DTS EMG, Noraxon Inc.) to measure human muscle

activations and effort.
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Figure 5.3: Schematics of the experimental system integration. Wearable sensors suits
includes: bilateral knee assistive exoskeleton device, lower-body IMU system, and wire-
less surface EMG to measure thigh, hip and shank muscle activations. Laboratory-based
stationary system consists of sloped surface with anti-skid tape, optical motion capture
cameras, and portable pressure mat.

In the experiments, we collected data from the Vicon motion capture system at

a 100 Hz sampling frequency. Sixteen reflective markers were placed on the lower

limbs and trunk, and joint angles were calculated using custom algorithms in Matlab

software (MathWorks, Natick, MA). Surface electrodes were placed on knee exten-

sor muscles (Rectus Femoris (RFEM), Vastus Lateralis (VLAT), and Vastus Medialis

(VMED)), knee flexor muscles (Biceps Femoris (BFLH) and Semitendinosus (SEMT)),

shank extensor muscle (lateral gastrocnemius (LGAS)), and hip extensor (Gluteus Max-

imus (GMAX)) and hip abductor muscles (Gluteus Mediuss (GMED)). The activations

of the selected muscles were measured to evaluate the subjects’ exerted effort during

kneeling tasks with and without assistive torque. The EMG data were collected at 1500

Hz and the raw data were processed by a series of post-processing steps. Notch filtering

(10-500 Hz) was first applied to eliminate noise. The muscle activation signals were

normalized with the average value of that specific muscle obtained throughout the entire
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trial to eliminate the effect of the applied contact pressure affecting the absolute values

of the EMG measurements. The processed data were then rectified and the average of

root means square (RMS) was computed and used in the analysis.

5.2.2 Portable Knee Exoskeleton with QDD Actuation

The knee exoskeleton aims to assist during knee extension and distribute musculoskele-

tal load and stress from the knee joint to the thigh and shank. The portable knee ex-

oskeleton design is compact by using an integrated lightweight actuator with unilateral

or bilateral configuration. Fig. 5.4 shows the main components of the exoskeleton for

unilateral configuration.
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Figure 5.4: The mechanism and components of the knee exoskeleton.

The waist belt supports the weight of the exoskeleton through elastic straps con-

nected to the device’s thigh support frame. The belt has an integrated compartment

for the micro-controller and battery. The pretension of the elastic straps helps anchor

the knee actuator to prevent misalignment. The thigh support frame includes a height-
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adjustable aluminum linkage on the lateral side of the leg, a cuff on the posterior upper

thigh, and a cuff on the anterior lower thigh. The knee joint actuation system includes a

QDD actuator and a customized torque sensor (± 40 Nm full scale and ± 0.1 Nm reso-

lution). The QDD actuator is connected to the thigh support frame, and the load cell is

connected to the shank support frame. The shank support frame includes a large anterior

shank cuff and a single hinge structure to provide a passive degree of freedom allowing

to fit the exoskeleton to subjects of different heights. The knee exoskeleton range of

motion is 0-160◦ (flexion), and the anterior lower thigh and shank contact elements do

not interfere during kneeling.

The middle-sized unilateral knee exoskeleton without waist belt and battery weighed

only 1.7 kg. The total weight of the bilateral knee exoskeleton (with waist belt and bat-

tery) is 4.1 kg, the lightest among reported similar devices. The overall customized QDD

actuator is lightweight (710 grams), compact (98 mm (diameter) × 49 mm (height)), and

can generate 35 Nm peak torque. It includes a high torque density BLDC motor, a 6:1

ratio embedded planetary gear, a 16-bits high accuracy magnetic encoder, and an em-

bedded controller. We implemented a low-level control loop for position, velocity, and

current feedback. High-level control devices can send a command to read and write the

real-time information through the Controller Area Network (CAN) communication pro-

tocol. The actuator can reach a nominal speed of 155 rpm (16.23 rad/s). Due to using

low gear ratio transmission design, the actuator has low output inertia (52.2 kg cm2),

which is essential for achieving low impedance and therefore minimizes the resistance

to natural human movements.

The electrical system of the knee exoskeleton facilitates high-level torque control,

motor control, sensor signal conditioning, data communication, and power management.

The high-level micro-controller runs on Raspberry Pi and implements torque control

based on the proposed torque design described in Section 5.3. A 450 grams 2500 mAh

LiPo battery is used to power the knee exoskeleton, which provides over 2 hours life-
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cycle of kneeling torque assistance.

5.2.3 Experimental Protocol

Human subject tests were performed to analyze effectiveness of the device during kneel-

ing tasks. Two healthy young male subjects (n = 2, age: 34 ± 4 years, mass: 75 ± 2

kg, height: 180 ± 2 cm) were recruited to perform simulated construction tasks. Only

male subjects were recruited in this study, considering only 3.5% of women working in

the construction and extraction occupations [107]. The testing protocol was approved

by the Institutional Review Board (IRB) at Rutgers University.

The main trials of the experiments included single-leg and double-leg kneeling tests.

In each trial, subject performed set of kneeling tests wearing the device with three as-

sistive torque modes: non-powered device (“No Torque”), low assistive torque (“Low

Torque”), and high assistive torque (“Hi Torque”) that was determined as close to maxi-

mum torque capabilities of the assistive device. Each set of tests was performed on three

slopes (0, 10, and 20 degs). These specific sets of tests were designed to analyze the ef-

fect of wearing the device on muscle activation reduction during kneeling tasks. During

single-leg kneeling tests, the subjects were instructed to first step on the pressure mat,

stand still for 5 secs, then kneel down on one knee in a kneeling position for 5 secs and

stand up. Seven repetitions were performed for each test. For the double-leg kneeling

experiments, the subject started by standing in front of the pressure mat, then squatted

down and knelt into an upright kneeling position on both knees (i.e., Gait A) and held

position for 5 secs. The subject leaned forward and then backward into a full deep knee

flexion position (i.e., Gait B) and kept still in each position for 5 secs. The subject then

stood up simultaneously with both knees and repeated this sequence 5 times for each set

of tests. In between each test set, subjects had five-minute pause to fully recover and to

eliminate any fatigue effects.
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5.3 Bipedal Kneeling Control

5.3.1 Biomechanics Model and Knee Torque Assistance

(a) (b)

Figure 5.5: (a) Construction worker during single-leg kneeling on a sloped surface. (b)
Schematics of the 7-link human kneeling model. In the single-leg kneeling gaits, the
back leg with knee touching the floor was defined as back supporting leg, and the other
one was defined as front supporting leg.

Fig. 5.5 illustrates the schematic of the human biomechanics model during kneeling.

Kneeling motion is considered in a sagittal plane. The human gait is represented by a 7-

link rigid body model; see Fig. 5.5(b). The HAT link represents the head, arms and torso,

and is connected to both thighs. A set of relative angles qi, i = 1, . . . , 7, are introduced

to define the coordinates of the individual link with respect to the perpendicular direction

to the sloped surface. Defining q = [q1 · · · q7]T as the generalized coordinate, similar

to [108], the standing-to-kneeling motion dynamics are described as

D(q)q̈ +C(q, q̇)q̇ +G(q) = τ , (5.1)
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where D(q), C(q, q̇), and G(q) are the inertia, Coriolis, and gravity matrices, respec-

tively, and τ is the joint torque input vector. To determine the knee assistive torque

during single-leg kneeling gait as shown in Fig. 5.5, a quasi-static motion is considered

during standing, stationary kneeling, and kneeling transitions. For construction workers,

the kneeling down and standing up motions on the sloped and level surfaces are typi-

cally relatively slow, thus the assistive knee torque mainly compensates for the weight of

subject’s body parts along the kinematic chain between the front knee and knee contact

point. We ignore the inertia and Coriolis terms in (5.1) and consider only gravitational

terms contributions of body parts with the highest mass to obtain the estimated knee

assistive torque as

τR =− wR

[
mHg

(
LT sin(q2 + β)− LH sin(q1 − β)

)
+mTg

(
LT − LTp) sin(q2 + β) +mTg

(
LT sin(q2 + β)

− LTp sin(q3 + β)
)]
, (5.2)

where 0 ≤ wR ≤ 1 is the assistance weight factor, β is the slope angle, mH and mT are

respectively masses of the HAT and the thigh, LT is a length of a thigh, and LH and LTp

are distances from the hip joint to the center of mass of the HAT and thigh segments,

respectively. In (5.2), the three terms are the moments exerted on the front supporting

leg knee joint, due to the gravity of the HAT, and front and back leg thighs, respectively.

Although (5.2) is for the estimated assistance torque for the front supporting leg knee as

in Fig. 5.5, it is also used for the back supporting leg knee by swapping q2 and q3 due to

symmetry.

The assistive torque is computed for each individual subject using their anthropo-

metric parameters that are estimated using methods in [109]. The knee assistive torque

in (5.2) is designed for single-leg kneeling gait. For double leg kneeling, the last term

in equation (5.2) was excluded and the torque is valid for both legs considering the re-
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spective thigh angles. This is due to the symmetric configuration of double leg kneeling

gaits and both legs equally contributing to support the weight of the subject, including

HAT and thigh segments.

The amount of assistance by the exoskeleton is tuned by changing wR in (5.2). The

gains of torque assistance during single-leg kneeling were set as wR = 0.55 and 1.00,

and wR = 0.4 and 0.8 during double-leg kneeling experiments for low- and high-torque

assistance, respectively. These values are chosen to prevent the torque saturation or

exceeding the maximum torque capabilities of the device.

5.3.2 Exoskeleton Controller

Controller Motor Assistive

Device

Subject
Wearable

IMUs

�act

�knee

qapplied

�motor

imotor

q2 q3, 

q4 q5 

q1, 

Figure 5.6: Schematics of a high-level structure of controller design to provide knee
assistive torques to construction workers during kneeling tasks. Thigh angles (q2, q3),
shank angles (q4, q5) and low-back angle (q1) were obtained from the IMU measure-
ments.

The exoskeleton control in the previous section is primarily based on the trunk and

thighs gravity compensation during kneeling gait considering upright posture as a neu-

tral pose. Fig. 5.6 shows the schematics of the high-level controller design. The ex-

oskeleton provides assistive torque to the knee joints based on the detected gait inten-

tion. The gait detection is built on the direct measurements from the wearable IMUs on

thighs (q2, q3), shanks (q4, q5), and lower back (q1). The low-level controller includes

velocity feedback as an outer loop and current feedback as an inner loop to guarantee

the desired torque performance and proper motion tracking of the device.

The start and end of the kneeling gait are detected based on the moving average of the
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last five frames (0.1 sec) of the shank angle (q4, q5) obtained from IMU measurements.

Compared to the standing pose, if the average value of shank angle exceeds a fixed

threshold (i.e., 5 degs), the kneeling motion is detected. Similarly, if the averaged shank

angle reaches again the threshold, the end of standing-up motion is detected; see Fig. 5.7.

5.4 Experimental Results and Discussions

5.4.1 Experimental Results

Fig. 5.7 shows the ground reaction force profiles and kinematics of a representative

subject during single-leg kneeling experiment on a level (0 deg) surface. Force profiles

are normalized with respect to subjects’ body weight. The kneeling gait is defined from

the beginning of the kneeling down event to the end of standing up event; see snapshots

at the top of the figure. Fig. 5.7(a) shows the force profiles and kinematics without any

applied assistance torque and Fig. 5.7(b) shows the exerted high knee assistance torques

and force profiles on both legs. The applied maximum mean torque (averaged over 7

repetitions) is around 22 Nm on the knee of the front leg and close to zero torque for

the knee of the other leg. Measured kinematics using the IMUs of the absolute thigh,

low back, and relative knee angles show consistent trends for no, low and high knee

assistance torques. The measured contact forces under the front foot and the knee during

the 50-60% of the kneeling gait show knee load reduction (Fig. 5.7(b)) when an assistive

torque is applied to the front (right) supportive knee. The total force profiles exerted

by both the front leg and knee show similar values for tests with and without torque

assistance. These results confirm a weight shift from the knee on to the supporting leg

under provided assistive torques.

To investigate the effect of assistance torque across various slopes, we computed and

compared the average of pressure profiles during stationary kneeling period (50-60% of

the kneeling gait). Fig. 5.9 shows comprehensive kinetic results from tests across all

subjects on three slopes (i.e., 0, 10, and 20 degs) with three torque profiles (i.e., No,
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(a)

(b)

Figure 5.7: Kinematics and kinetics during single-leg kneeling gait on level (0 deg)
surface (a) without and (b) with provided “High” assistance knee torque (around 22
Nm) during one kneeling gait. Forces were normalized with respect to the measured
total force during the initial standing portion of each test set.
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(b)
Figure 5.8: Muscle activation profiles of a representative subject during (a) single-leg
and (b) double-leg kneeling on a 20 deg sloped surface. The EMG plots include three
different assistive torque profiles: “No torque” (power off), “Low torque”, and “High
torque”. The plots are for the subject’s dominant leg, that is, front supporting leg in
single-leg kneeling test. The kneeling gait is defined between the beginning of kneeling
down and the ending of standing up gaits.
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(a)

(b)

Figure 5.9: Normalized knee contact forces during (a) single- and (b) double-leg kneel-
ing gaits on 0, 10 and 20 deg sloped surfaces and various assistive torques.
Low and High Torques) for both the single- and double-leg kneeling gaits. The mea-

sured forces were normalized with respect to the total force during the initial standing

portion of the individual test. The single-leg kneeling results in Fig. 5.9(a) show a load

reduction on the knee and a load increase on the front supporting leg with the assistance

torques across all surface slopes. The largest reduction (15.4%) was observed for tests

on level surface with the high assistive torque. The normalized total exerted force re-
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(a) (b)

Figure 5.10: Normalized EMG measurements during standing up from (a) single-leg
kneeling pose and (b) double-leg deep flexion kneeling pose on three different slopes (0,
10, and 20 degs). Compared are baseline test (“No Torque”, black box plots) and tests
when subjects wore the device while provided two levels of assistive torque profiles
(“Low Torque” and “High Torque”, blue and red box plots, respectively). EMG profiles
were normalized for individual subject to the values obtained from the baseline test
(“No Torque”). For each box plot, cross mark represents mean value, horizontal bar
represents median value, and whiskers represents data distribution of the same muscle
across all the test trials for all subjects.

mains constant across all tests, which implies a purely internal force redistribution due

to provided assistive torque. These results suggest that the use of exoskeleton benefit

in reducing knee loads applied during single-leg kneeling as potential intervention to

prevent WMSD.

Fig. 5.9(b) shows double-leg kneeling kinetic results. An increase in the surface

slope shows an overall decrease in knee contact pressure. This effect is pronounced

for deep flexion kneeling (i.e., Gait B) because a significant portion of the subjects’

weight is supported by sitting back on their feet. This does not hold true for the upright

double kneeling (i.e., Gait A) on the 10 deg sloped surface, likely because the weight

of the subject’s vertical trunk is still mostly supported by the knees. The 20 deg slope
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results show a significant decrease because a much larger portion of that weight can be

supported by the feet without the risk of falling forwards.

Fig. 5.8(a) shows the EMG profiles of a representative subject’s dominant leg during

single-leg kneeling gait cycle on a 20 deg sloped surface. Each curve represents the aver-

age value of 5 repetitions of the same test condition. During standing up from kneeling,

the activations of knee extensor muscles (RFEM, VMED and VLAT) of the front sup-

porting leg were reduced under the assistive torque, compared to no torque condition.

Results from both the low- and high-torque conditions show reduced muscle activations

during the standing up motion. The muscle activations of hip extensor/abductor muscles

(GMAX and GMED) were also reduced during the standing up stage. The peak acti-

vation of GMAX was reduced by 22.8% and the peak of GMED is reduced by 25.2%

under high assistive torque. During the kneeling-down stage, the activations of knee ex-

tensor muscles remain almost the same as assistive torques increase. Fig. 5.8(b) shows

the average muscle activations during double-leg kneeling test. Activations of knee ex-

tensors (RFEM) during kneeling down and standing up were significantly reduced with

increased knee assistive torques. Compared to no torque condition, the low- and high-

torque conditions reduce the EMG peaks of the RFEM by 34.8% and 53.3% during the

kneeling down motion and 39.5% and 55.1% for the standing up motion, respectively.

Fig. 5.10 shows the normalized EMG measurements during standing up portion of

the single-leg (Fig. 5.10(a)) and double-leg (Fig. 5.10(b)) kneeling trials on three sloped

surfaces. Presented box plot results show the mean, median, first and third quartile, min-

imum and maximum values across all subjects. Table 5.1 summarizes the muscle acti-

vation reductions. The muscle activities of knee extensors (RFEM, VMED and VLAT)

were reduced under low and high assistance torques. Compared to no assistance con-

dition, the average muscle activities of VLAT were reduced by 6.4%, 7.1% and 18.7%

on the 0, 10 and 20 degs slopes, respectively; for muscle RFEM, the reductions are

10.0% and 20.5% and for VMED the reductions were 3.7% and 18.4% on the 0 and
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20 degs slope respectively. On the 20 deg slope, the hip muscles GMED and GMAX

were reduced by 39.5% and 10.9%, respectively, under high assistive torque when com-

pared with no-torque condition. In the single-leg kneeling tests, the muscle activations

of BFLH and SEMT during standing up gait phase showed an increase with the increase

in surface slope. This might be due to subjects utilizing the back thigh muscles to sta-

bilize and balance themselves on sloped surfaces. In addition, providing a high torque

assistance during standing up on 0-deg slope showed no or minimal increase, while on

20-deg sloped surface showed a decrease of BFLH and SEMT muscle activations com-

pared to no torque assistance. The reason is that provided high assistive torque from a

wearable device requires subjects to use less effort to stand up on sloped surface, result-

ing in reduced muscle co-contractions and lower muscle activations. For LGAS muscle,

the trend in muscle activation is less clear as the slope and assistive torque increase and

additional investigation is required for more detailed analysis.

Table 5.1: Muscle activation changes with exoskeleton for all subjects during single-leg
kneeling gait experiments.

Assistance Slope
Muscles

RFEM VLAT VMED GMED GMAX

Low assist.
0◦ −6.2% −1.7% −3.2% 6.4% −2.5%

10◦ 0.1% 0.5% 0.2% 2.2% 0.8%

20◦ −7.8% −2.9% −4.4% −8.0% −5.1%

High assit.
0◦ −10.0% −6.4% −3.7% −19.1% −6.2%

10◦ −0.3% −7.1% 0% −23.8% −5.3%

20◦ −20.5% −18.7% −18.4% −39.5% −10.9%

Fig. 5.10(b) shows a similar analysis for double-leg kneeling test. Under low- and

high-torque assistance, the average muscle activities of knee extensor (RFEM) were re-

duced by 19.8%, 17.9%, 20.4% and 21.3%, 31.5%, 42.4% on the 0, 10 and 20 degs

sloped surfaces, respectively. As shown in Fig. 5.8(b), for double-leg kneeling gaits,

the muscle activations of VLAT, VMED, GMED and GMAX remained almost the
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same when assistive torque was applied during both kneeling down and standing up.

Compared with no torque trial, the muscle activation of SEMT increased as the sub-

ject switched from upright kneeling position (Gait A) to leaning forward and backward

(Gait B), while the muscle activation of BFLH decreased from kneeling down to Gait A.

The muscle activation of VLAT and VMED slightly increased when the subjects kept

the kneeling pose (during Gaits A and B) and this might be due to the adaptation to the

exoskeleton. A further study is required to investigate how adaptation affects the muscle

activation results.

5.4.2 Discussions

Knee angle profiles obtained from IMU measurements were compared to the ground

truth results from the optical motion capture system; see Fig. 5.7. They are in a good

agreement, which validates the measurements from the wearable IMU system. The

results in Fig. 5.9(a) clearly demonstrate the reduction of the exerted contact pressure

on the knee when assistive knee torque is provided and this observation suggest that

wearable exoskeleton can potentially reduce musculoskeletal injury risk and prevent

KOA during single-leg kneeling tasks. The results of the double-leg kneeling tests in

Fig. 5.9(b) show increased knee pressure with an increase of assistive torque across

all slopes for Gait A kneeling. Results of Gait B deep flexion kneeling on 10 and 20

deg slopes show knee contact pressure decrease during low torque and increase during

high torque assistance, respectively. The knee contact pressure under no assistive torque

across all slopes does not show a clear correlation. Further investigation is required to

investigate the above mentioned observations.

As shown in Table 5.1, activation levels of some muscles during the single-leg kneel-

ing on the 10 deg sloped surface do not perfectly follow the expected trend with in-

creased torque assistance as observed on the 0 and 20 deg sloped surfaces. The back

thigh muscle (BFLH) shows an increased muscle activation, while all three knee exten-
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sor muscles (RFEM, VLAT, and VMED) show minimal changes. Further experiments

are required to fully explain these results. During single-leg kneeling on 20 deg sloped

surface, large reductions of GMED and GMAX muscles were observed during high

torque assistance compared to no torque conditions. This might be due to subjects us-

ing muscles around hips to keep postural balance on the surfaces with larger slope. The

muscle activities of the back thigh and back shank muscles remained the same or slightly

increased, which might be due to the imperfect fit of the device and potential misalign-

ment between the device and the human subject. In Fig. 5.8(b), during the 50%-70%

of the kneeling gait, the subjects were leaning forward during double leg kneeling on

20 deg sloped surface. In this pose, the current configuration of the exoskeleton does

not provide much assistance to the subjects. Moreover, in the forward leaning pose, the

subjects utilized their back thigh muscles (i.e., SEMT) and co-activated flexor-extensor

muscles to stabilize the trunk to keep their balance, thus the muscle activation increases

during this process. The level of muscle activation during static leaning forward pose

in the double leg kneeling pose needs further investigation and is part our future work.

Standing up from both single- and double-leg kneeling gaits shares similarities with

squatting motion and we observed similar muscle activation increase of the knee flex-

ors muscles (SEMT and BFLH) as previously reported during squatting task [39]. A

comprehensive analysis of metabolic cost could provide additional information about

the total work performed by muscles and would help evaluate benefits of using the de-

vice. Overall, using the current controller and exoskeleton design, the muscle activations

during the kneeling gaits on 20 deg sloped surface were reduced on average by 21.6%

with active control on, which indicates benefits of the exoskeleton assistance. Improved

design of exoskeleton actuator and increased comfort level when wearing the exoskele-

ton, the assistive torque can be increased for kneeling gaits, which may result in further

reduction of the muscle activations.

In our current implementation, a simplified threshold-based kneeling gait detection
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algorithm was used. The algorithm was sufficient for the purpose of detecting the start

and end of the kneeling gait. However, the algorithm should be improved for accurate,

real-time detection of complex kneeling gait events during construction tasks, which is

out of the scope of this dissertation. During kneeling tests with wearing the device, the

knee and device sometimes touched the pressure mat that resulted in decrease in peak

pressures. Design improvement of the device would help avoid these disturbances.

There are several limitations in this study. One is the limited number of human

subjects and we need to conduct experiments on large amount of human subjects, par-

ticularly including subjects of various body sizes and ages. A specific effort will have to

be made to adjust device to each individual subject to guarantee a proper fit and comfort

while wearing the device. Although the results in this chapter demonstrate the feasi-

bility and promising potential of the knee pressure and muscle activation reduction by

supplied assistive torques, all experiments were conducted by healthy subjects and no

construction workers were recruited. It would be valuable to test the wearable assistive

devices with professional construction workers at industrial sites.

5.5 Summary

This chapter presented a mechatronic assistive system design in kneeling assistance for

construction workers. We developed a novel controller design to assist construction

workers using an improved design of a bilateral knee exoskeleton with enhanced torque

capabilities (up to 35 Nm) and wearable, non-tethered configuration. Several wearable

and stationary sensor suites were used to measure subjects’ kinetics, kinematics, and

physiological parameters during kneeling tasks. The results showed reductions in mus-

cle activation of knee and hip extensor muscles during standing from kneeling with

the highest reduction under high-torque assistance on highly slopped surfaces. Mea-

surements of ground reaction forces showed reductions in knee pressure with increased

torque assistance. The human subject testing results validated the effectiveness of the
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device with the goal to reduce and alleviate WMSD risk for construction workers when

performing kneeling tasks on level and sloped surfaces.
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Chapter 6

Real-Time Walking Gait Estimation for Construction

Workers

6.1 Introduction

Construction workers often suffer intense physical effort, and are exposed to serious

safety and health risks in hazardous, dynamic working environments. One of the most

common locomotions in construction trades is walking gait on flat and sloped surfaces

(e.g., scaffold workers and roofers). It is critical to monitor workers’ gaits and body

poses in real-time for safety and health conditions [110]. Wearable IMUs are particu-

larly attractive for gait detection and posture estimation in construction because they are

small-size, low-cost and non-intrusive [42].

Wearable inertial sensors were widely used for human kinematics. In [47], two

IMUs were attached to the back of the helmet and the worker’s back for head, neck

and trunk inclination estimation. The wearable sensors in [111] included eight IMUs

on the trunk and limbs to detect gaits and motion of construction workers. In [112], 17

IMUs were used to identify poses of masonry workers using support vector machines.

Comparison results of various IMU locations on the human body were reported in [113].

However, the pose estimation accuracy of the IMU measurements in these studies has

not been systematically and extensively validated. Moreover, wearable IMUs were not

studied for real-time applications in the above-mentioned work and accurate limb poses

were not among the focus. In [49], a real-time gait event detection was presented to
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capture walking gait events over level and inclined surfaces and staircases using one

single IMU. Similar types of real-time walking gaits detection were also reported in [50,

51, 52] for periodic movement using machine learning methods. For gait detection of

non-periodic human movements, [111] used a set of wearable IMUs on human limbs

and trunk to monitor construction workers’ gait activities. Wearable IMU-based human

gait detection was also presented in [114] for real-time applications.

As mentioned above, increasing use of machine learning techniques was reported in

the past few years for human activity or gait classifications, and readers can refer to two

recent reviews [115, 116]. In [53], recurrent neural network (RNN) with long short-term

memory (LSTM) cells were used to reconstruct human poses during various motions in

real-time. A hierarchical multivariable hidden Markov model was employed in [54] for

full-body locomotion reconstruction of human walking, running, jumping, and hopping

motion on a flat floor using one IMU attached to the subject’s shank. Considering the

periodic walking gait, a phase-functioned neural network model was presented in [55] to

generate the human walking character in animation with fast computational capability.

Inspired by these work and motivated by construction applications, we present a real-

time gait detection and pose estimation scheme for walking on flat and sloped surfaces

using one single IMU. An LSTM approach is first used to detect the human walker

gaits and the slope angle. A learned motion manifold is then constructed using the

gait activity information. The pose estimation is built on the learned motion manifold

and the IMU measurements. We use the Gaussian process dynamic model (GPDM)

to construct the human motion manifold [117, 7]. Due to periodic feature in biped

walking, the learned GPDM is a closed manifold in latent space and similar to [55],

a phase variable is used to parameterize the GPDM model to predict the joint angles

in real-time. Extensive human experiments are conducted on flat and sloped surfaces

that represent roof workers in construction. The experimental results demonstrate the

efficacy and effectiveness of the design. The main contribution of the work lies in the
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novel integrated LSTM and GPDM gait detection and pose estimation for real-time

applications using one single IMU. The design provides a potential enabling tool for

integrated wearable robotic systems to reduce the risk of work-related musculoskeletal

disorders in construction.

The remainder of the chapter is organized as follows. Section 6.2 introduces the

experiment configuration and data collection. In Section 6.3, we present the machine

learning-based real-time gait detection and pose estimation algorithms. Experimental

results are discussed in Section 6.4 before we summarize the concluding remarks in

Section 6.6.

6.2 Experiments and Data Collection

6.2.1 Experimental Setup

We created a laboratory environment that mimicked construction workers on the level

and sloped surfaces. A wooden slope structure with glued anti-skid tapes was designed

as a roof structure and the roof slope can be adjusted to reach any angle up to 40 degs.

Fig. 6.1 shows the overview of the data collection systems used in the experiments.

To measure the human kinematics and motion, an IMU sensor (from WitMotion

Inc.) was attached to the right shank of the subject; see Fig. 6.1(a). The raw IMU data

consists of 12 measurements (3-joint angles, 3-gyroscope, 3-linear acceleration, and 3-

magnetometer). The IMU sensor was carefully placed on the same location of the shank

segment with same orientation before each trial. A motion capture system (8 Vantage

cameras, Vicon Motion Systems Ltd.) with sampling frequency of 100 Hz was used

to collect marker position for reference motion. 39 markers were placed on subjects’

lower and upper limbs, trunk and head to represent full-body motion. Joint angles were

calculated using custom algorithms in MATLAB software (Version R2020a, The Math-

Works Inc.) using the marker positions. The IMU measurements were sampled at 100

Hz, and the data were wirelessly transmitted to the portable embedded computer (Intel
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(a) (b)

Figure 6.1: Laboratory experimental setup mimicking roof workers in construction. (a)
Wearable IMU and embedded systems. (b) Walking setup on variable slopped wooden
structure.

NUC7i7DNK, Intel Corp.) which was worn by the subject (Fig. 6.1(a)). In the training

phase, all the data were connected and synchronized through a desktop computer and

portable high-performance embedded computer. In the testing phase, data collection,

real-time gait detection, and pose estimation algorithm were implemented on a desk-

top computer (Dell XPS-8953, Dell Inc). The desktop computer is equipped with Intel

i7-8700 CPU, Nvidia 1030 GPU, and 16 GB RAM.

6.2.2 Experimental Protocol

Five healthy subjects (n = 5, age: 30±3 years, weight: 73.3±6.5 kg, height: 172.0±6.7

cm) were recruited for experiments, and they are capable of walking on flat and sloped

surfaces. Four types of walking patterns were defined in experiments: walking on the

level ground, walking up on the slope, walking transverse the slope and walking down

the slope; see Fig. 6.1(b). The subjects were instructed to use their normal gaits and

self-selected speeds to walk on the level and the sloped surfaces. An informed consent

form was signed by all the subjects, and the Institutional Review Board (IRB) at Rutgers

University approved the testing protocols.
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The subject started walking on the level ground surface and then followed the se-

quence of up the slope, transverse the slope and down the slope in the clockwise direc-

tion and finally returned to the starting location. The subjects repeated the sequence in

the first four minutes for the training data collection phase, and then in the last minute

they only walked transverse the slope from one side to the other side to collect the data

in the symmetric direction. Three slope angles were selected in the training experiment:

5, 10, and 15 degs. For real-time pose estimation tests, IMU sensor data was streamed

live to a local computer and treated as inputs of the trained model.

6.2.3 Data Preprocess

The IMU and motion capture data were preprocessed by customized scripts. The walk-

ing activities were labeled based on the four different patterns. In each activity, only the

complete strides were used for data analysis. The stride information was extracted from

motion data, and stride length and walking speeds were calculated. The beginning and

ending of each stride was defined by using the location of heel markers. The current and

next right foot heel strikes were set as s = 0% and 100% of the gait phase, respectively,

where s is the gait phase variable. To enlarge the training data set, multiple strides of the

same activity were concatenated. To derive the latent space variables, averaged strides

parameters from all the subjects were calculated. The strides from the same activity

were resampled to be in the same frame length.

The corresponding IMU data were also concatenated for the same activities. IMU

data were reshaped for the training purpose and 60 consecutive frames were combined

as one frame data. The IMU sequence data was normalized with the mean and standard

derivation of the data set, which was then used as inputs of the model. In the testing

phase, 59 past frames with one current frame data were combined to form the input of the

pose estimation model. The same mean and standard deviation were used to standardize

and normalize the real-time IMU data, that is, the IMU sequence was subtracted by
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mean and divided by standard derivation of the training data.

The pretrained learning models and neural network parameters were stored in the

local computer. The real-time IMU sequence data were streamed into the learned model,

and the subject’s motion activities and pose was estimated. In a real-time application,

we detected foot strike by inspecting the sudden drop of the gait phase variable and the

variation of the linear acceleration data. When walk cycle ended and foot strike was

detected, the gait phase variable s was reset to the beginning of the stride (i.e., s = 0).

6.3 Learning-based Gait Detection and Pose Estimation

6.3.1 Overview

Fig. 6.2 illustrates the overview of the human walk gait and pose estimation scheme.

The approach contains three tasks: walking activity detection, gait phase detection and

full-body pose estimations. An LSTM-based classification and regression model is used

to identify the walking activities (e.g., flat or sloped surfaces), and the estimated slope

angle (denoted as θ) is also obtained. The gait propagation and phase variable s ∈

[0, 1] are estimated using a second LSTM-based RNN. Finally, a full-body human pose

estimation scheme is obtained using the GPDM model. In the following, we describe

each of these modules in details.

6.3.2 RNN-based Activity Detection and Gait Phase Estimation

The three layers of Fig. 6.3 shows the schematic of the LSTM-based walking activity de-

tection, slope angle estimation and gait phase estimation. The LSTM is a recurrent neu-

ral network architecture to learn sequential information using memory cells that stores

and outputs information to capture the temporal relationships. As shown in the left bot-

tom of Fig. 6.3, the information update is through various gates and the relationships

among the input gate, forget gate and output gates [48]. For the training purpose, the

raw IMU data are collected and labeled for four walking patterns on level surface, up the
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Figure 6.2: Human pose estimation scheme in three stages (Activity detection, gait
propagation detection and pose estimation).

slope, transverse the slope, and down the slope with different slope angles (i.e., θ = 0,

5, 10, and 15 degs). The IMU data were scaled and reshaped to three-dimensional input

(i.e., samples, timesteps, features) for the LSTM models.

For the activity classification model, the single LSTM hidden layer has 50 neu-

rons and the output of the LSTM layer is passed through a Dropout (0.2) layer to

randomly drop 20% units from the network to prevent overfitting of the model. The

outputs from the dropout layer are passed through a fully connected layer with 50 neu-

rons with ReLU. Finally, the fully connected hidden layer is connected to the Softmax

activation function, which converts the class scores to probabilities such that the activ-

ity with the highest probability can be recognized. The slope detection model consists

of a two-stacked LSTM-based networks. The first LSTM hidden layer has 64 neurons

followed by a Dropout (0.2) layer and the second LSTM and dropout layers are used

to generate the output. For the classification and model, the categorical cross-entropy

and mean squared error are used as loss functions. Adam optimizer is used for both the

activity classification and slope angle estimation models. The model loss and accuracy

curves are assessed to determine the model fit. The gait phase variable s represents the

current percentage of the stride, and is assumed to be increasing within one stride. The
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gait phase estimation model contains a two-stacked LSTM-based networks with one

Dropout (0.2) layer between them, while both LSTM hidden layer has 32 neurons.

Adam optimizer is used for gait phase estimation models and mean squared error is

used as loss functions.

Figure 6.3: Schematic of the LSTM-based gait activity and phase variable estimation
scheme.

6.3.3 GPDM Model and Full-Body Pose Estimation

A periodic walking gaits in the high-dimensional joint angle space are represented in

low-dimensional latent space through various manifold learning techniques such as

GPDM. Let us denote the full-body joint angle as y ∈ RD and the latent state vari-

able as x ∈ Rd, where d and D (d ≪ D) are the dimensions of the latent space and the

joint angle space, respectively. For each type of the walking activity ai, i = 1, . . . , N ,

and slope angle θ, the latent dynamics for human motion are formulated as

Mi(θ) :


dxi

ds
= f i(xi,αi,ui) +wpi,

yi = gi(xi,βi,ui) +woi

(6.1)

where xi = xi(s), y = yi(s), and ui = ui(s) are latent state, joint angles and IMU

measurements at gait phase variable s, respectively. αi and βi are GP parameters and
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obtained from learning process, wpi and woi are zero mean model noises for the state

dynamics and output models, respectively. In the training phase, the IMU data set U i =

{ui}Mθ and joint angle set Y i = {yi}
M
θ have number of M training data points that are

obtained for walking on surface with slope angle θ. We then estimate the mappings f i(·)

and gi(·) in (6.1) by identifying parameters αi and βi through minimizing the posterior

probability

Li = − ln p(X i,αi,βi|Y i,U i, X̂ i), (6.2)

where X̂ i = {x̂i}M is used to initialize X in the optimization process (i.e., label of

X)), and probability

p(X i,αi,βi|Y i,U i, X̂ i) ∝ p(Y i|X i,βi)p(X i|U i,αi)p(X i|X̂ i)p(αi)p(βi) (6.3)

Figure 6.4: Schematic of the learned manifolds Mi(θ1) and Mi(θ2) that are obtained at
slope angles θ1 and θ2 for activity ai. Manifold Mi(θ

∗) is an estimated from interpola-
tion from Mi(θ1) and Mi(θ2).

It is known that nearby points in the joint angle space are likely located close together

in the latent space from manifold learning results [118]. Therefore, we consider that

the level curves that belong the same activity share the same topological shapes in the
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latent space with small variations. Fig. 6.4 further illustrates the above-discussed learned

motion manifold concept. Manifolds Mi(θ1) and Mi(θ2) are obtained respectively by

training the GPDM models with data sets at slope angles θ1 and θ2 for activity ai. To

estimate the manifold Mi(θ
∗) at any given slope angle θ∗ = γθ1 + (1 − γ)θ2, where

0 ≤ γ ≤ 1 is weight factor, we interpolate from Mi(θ1) and Mi(θ2) as shown in

Fig. 6.4. Once GPDM Mi(θ
∗) is obtained from activity ai on surface with slope angle

θ∗, with the gait phase variable s, latent state xi(s) is predicted by the state dynamics

and thus joint angles yi(s) by the output equation of (6.1).

6.4 Experimental Results

In this chapter, we only consider upper- and lower-limb joint angles in the sagittal plane,

and 12 joint angles are captured in the study. In the GPDM models, the latent space

dimension is taken d = 3 and the dimension of the joint angle space is D = 12. The

total number of walking activity is N = 4 (i.e., walking on level surface, up the slope,

transverse the slope, and down the slope) and the slope angle is considered within 15

degs.

Fig. 6.5 shows the confusion matrix for walking activity detection algorithm and the

overall detection accuracy is 96.73%. The model can successfully detect each individ-

ual activity with more than 95% accuracy. Fig. 6.6 further illustrates the performance of

activity predictions on a sample of a test data for four activities. The blue spikes in the

figure indicate false classifications by the LSTM-model. Only occasional false classifi-

cations occur between walking on the level surface and walking up or down the slope,

due to the closest similarity among these gaits.

To validate the feasibility of our method, gait propagation and human joint angles

are estimated and compared with actual values calculated from motion capture system.

Twelve human joint angles from lower- and upper-limbs were selected for validation in

our application, namely, left and right side hip, knee, ankle, shoulder, elbow and wrist
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Figure 6.5: Confusion matrix for classification of four different activities (walking on
the level surface, up the slope, transverse the slope, and down the slope).

Figure 6.6: Comparison of the activity predictions with the actual one for walking on a
10 deg slopped surface. Shown are rare occasional misclassification that occur due to
similarities between those gaits, due to the small slope angle.

limb joints. Fig. 6.7(a) shows the gait phase prediction from the LSTM model for five

complete gait cycles of a subject walking on level surface. A representative length of
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Figure 6.7: Gait phase and joint angle profile of a representative subject during level
surface walking. (a) Predicted gait phases (blue solid lines) compared with the actual
gait phases (red dash-dotted lines). (b) Predicted (blue solid lines) and actual (red dash-
dotted lines) angles of the knee (ϕknee), hip (ϕhip) and wrist (ϕwrist) joints.

a gait cycle is marked in Fig. 6.7(a), as the gait phase variable s increases from 0 to

100%. In general, gait phase prediction was less accurate at the start of each stride, and

it however convalesces as the gait propagates. Fig. 6.7(b) illustrates three selected joint

angles (knee, hip, and wrist) from all twelve joints to demonstrate the performance of

the pose estimation. The estimation results match more closely with the joints that are

closer to the IMU location; see knee angle results in the top plot of the figure. On the
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other hand, the errors for wrists (the bottom plot) show slight increase in discrepancies.

Additionally, Table 6.1 lists the overall mean absolute errors of all joint angles for

each activity with respect to different slope angles. The joint angle errors were calcu-

lated and averaged from all 12 joints during all the gait phase, thus from 0% to 100 %.

The error is the highest when the subjects walk down the slope, which may result from

the fact that walking down the slope may be confused with that on the flat surface when

the slope angle is small as seen in Fig. 6.5. This results agree with the conclusion in [41].

Table 6.1 also includes results of the joint angle estimation error for the walking gaits

on two sloped surfaces (8 and 12 degs) which used manifold interpolation approach.

Note that the data from these two tests were not present in the original training data.

The resultant average joint angle estimation errors are slightly higher compared to those

for the “trained” slope angles used in the data collection. In Table 6.1, we also list the

accuracy of the slope angle estimation results. The average slope angle estimation error

is around 3.4 degs and standard derivation is around 2.2 degs. The estimation results

are not highly accurate and one possible reason is that the training data set sizes are not

large enough. We are currently working to improve these results.

Table 6.1: Mean absolute errors of joint angles for all subjects and slope angle estimation
during different activities.

Learned model Interpolated

Activity
Slope Angle 5◦ 10◦ 15◦ 8◦ 12◦

Up Slope 6.88◦ 8.00◦ 6.32◦ 12.13◦ 11.07◦

Transverse 5.35◦ 6.15◦ 5.49◦ 10.86◦ 10.25◦

Down Slope 8.95◦ 5.80◦ 7.31◦ 12.30◦ 10.52◦

Level 5.39◦

Slope Angle Estimation
4.02±
2.59◦

2.67±
2.49◦

3.01±
1.51◦

2.19±
3.04◦

4.14±
1.58◦

Furthermore, Fig. 6.8 shows the mean joint angle errors of three selected limb joints

with their variances over different slope angles (θ = 5, 10 and 15 degs) from all subjects
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(a) (b)

(c) (d)

Figure 6.8: Comparison of the joint angle error profiles for variable slope angles (θ =
5, 10, 15 degs) during different activities. Walking (a) on flat surface, (b) up the slope,
(c) transverse the slop, and (d) down the slope. Knee (eknee), hip (ehip) and (ewrist)
wrist mean absolute joint angle error profiles are shown on the top, middle, and bottom
subfigures, respectively. The thick curves are the mean error profiles, while the shaded
ares show the one standard deviation around the mean values of all subject experiments.

data. The joint angle error profiles of walking on flat surface, up the slope, transverse the

slope and down the slope are shown in Fig. 6.8(a) to 6.8(d), respectively. The knee and

hip joint angle had larger mean errors with higher variance in certain portion that was

due to the detection latency and their higher ranges of motion compared to wrist angle

when the subject walked up the slope. The accuracy of the joint angle reconstruction

using several IMUs for various non-walking 3D human motions in [53] was approxi-

mately 16 degs. The preliminary results in this work show that the proposed approach

achieved a similar accuracy for planar human walking pose estimation using a single

IMU.

We evaluated the latency of our framework for different layers of prediction by feed-
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ing the pre-recorded unknown data offline to the network in real-time. The latency of

activity detection was about 2.2 ms, the slope angle detection latency was about 2.58

ms, and the latency of pose estimation was about 13.82 ms. Therefore, the overall la-

tency of the algorithm was approximately 18.6 ms. The estimation errors in the gait

phase and joint angles might result from several plausible sources. First, the training

data quality and size might restrict the learning model accuracy. We only considered

using mean values of gait cycles for each activity for full-body pose estimation. This

requires a specialized tuning of the GPDM hyperparameters. Finally, instead of using

the manifold interpolation for any estimated slope angles, we might be able to further

use topological constraints to enhance the GPDM model accuracy.

6.5 Discussion

In 6.4, we presented walking activity classification, slope angle estimation and human

joint angle estimation for different walking activities based on machine learning meth-

ods. Comparing with the work [41], similar results in the walking activity classification

and slope angle estimation were presented. In Young’s paper, multiple sensors are used

for prediction including IMUs, EMGs and goniometers, while in our implementation,

only a single IMU is used for prediction. Neural networks were used for prediction by

Young’s group, while we applied our algorithms using LSTM based recurrent neural

networks. LSTM based neural networks are especially good for time series data pre-

diction where the input data spans over long sequences. This feature allows us to use

only one IMU data to detect and predict human motion. Other than above mentioned

estimation techniques, we further estimated the human body joint angles for full body

motion based on GPDM. A gait phase variable was estimated on latent space and by us-

ing GPDM the latent space was mapped to joint angle space. This part was not discussed

in Young’s paper.

In Young’s paper, four different types of walking (treadmill, level ground, ramps,
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and stairs walking) were discussed. The accuracy of the detection was about 98% on

average with higher accuracy on steady state and lower on transition state. Our method

achieved similar results in the classification of activities and the overall detection ac-

curacy of our walking activity detection algorithm was 96.73%. For the slope angle

estimation, Young’s paper presented lower detection error about 1.25 degrees while our

results showed a 3.4 degrees error. This error might be due to the use of only one IMU

data which is not as accurate as the results from sensor fusion.

The merit of the proposed method is that we utilized single IMU data for real-time

gait detection and body pose estimation. With pretrained LSTM based RNN model, this

method can be applied to activity classification, slope estimation and body joint angle

estimation in real-time. The algorithms was running on a GPU-based desktop which can

reach up to 100 Hz detection rate.

There are a few limitations of our work for the gait detection and estimation. Our

estimation scheme only applies to periodical walking due to the nature of GPDM in

latent space. For periodical motion, the latent space curve is a closed curve which can

map the low dimensional space variables to the high dimensional space joint angles.

The slope angle estimation based on one IMU data is not as accurate as in [41] which

might be improved with more advanced model. The transitions between different motion

activities were not considered and there was higher chance of false detection during the

transitions, which results in larger errors in these activities. In this work, the model was

built on the fact that subjects walk on their self-selected speed and the estimation results

on varying speed is not discussed. The joint angle estimation were based on steady state

walking for leveled surface and sloped surface walking. The stair walking activity was

not included in this work and it might be suitable to extend to ascent and descent stair

walking similar as in [119].
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6.6 Summary

This chapter implemented a real-time walking gait and pose estimation framework for

construction workers on flat and sloped surfaces. A combination of the LSTM-based

network and GPDM was mainly used in the estimation scheme. The walking activities

were predicted, and human pose was predicted with average joint angle errors of errors

within 8.30 degs. The activities and slope angle were predicted first by a LSTM-based

network, and the gait propagation was predicted for the corresponding activity. Another

attractive property of the proposed scheme was the real-time capability with 18.6 ms

latency using a single IMU attached to the distal portion of the right fibula.
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Chapter 7

Conclusion and Future Work

7.1 Conclusions

This dissertation studied several common topics in physical human-robot interactions

and their modeling and control system design for construction workers. We have dis-

cussed human strength estimation method using muscle synergy model, human bal-

ancing model on inclined surface, walking gait detection and prediction method using

LSTM based recurrent neural networks. Based on these models, robust control sys-

tems are designed and developed for physical human-robot interactions, such as human-

manipulator interactions and knee assistive device development. This dissertation takes

both physical principle-based model and machine learning-based data-driven models to

estimate human performance in various applications in construction site.

In this dissertation, we proposed a muscle synergy based modeling method for con-

struction workers to reduce their WMSD risks . We presented human-robot interaction

approach to estimate human physical strength capacity. We took the advantages of the

muscle synergy model to estimate human upper limb strength. Multi-subject experi-

ments were conducted to validate and demonstrate the synergy model and strength ca-

pacity estimation results. The experiments confirmed the estimated strength capacity for

all subjects was mostly within 20% of the static testing results.

We also developed a muscle synergy-based force control of robotic manipulator for

assist-as-needed physical human-robot interactions. The muscle synergy model and the

neural network approach were used to predict the muscle activation and then estimate
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human applied forces in human-robot interactions. A disturbance observer was designed

to estimate the unknown external disturbance forces, and then an admittance control

was applied to the manipulator to simultaneously follow human intention motion and

to compensate for working load and undesired disturbances. We conducted multiple

subjects experiments in both 2D and 3D workspace to demonstrate the assist-as-needed

control performance and disturbance rejection.

For construction activities like standing, kneeling and walking on inclined surface,

we developed several human models and designed wearable exoskeleton system to assist

construction workers. We investigated the postural balance during kneeling and standing

on sloped and elevated surfaces. The experimental results of center of pressure and trunk

acceleration measurements showed smaller postural sway during kneeling compared to

standing. These observations were held for tests on level or sloped surface as well as

when subject was immersed in the low or high elevated visual environment. A postural

model was developed to simulate postural sway in the anterior-posterior direction. The

model and controller parameters were optimized to precisely match the experimental

results. Variation of model parameters with respect to particular test conditions provided

insight on relationship on human neural balance postural control and sensory system.

Furthermore, a wearable assistive system design was presented in kneeling assis-

tance for construction workers. We developed a novel controller design to assist con-

struction workers using an improved design of a bilateral knee exoskeleton with en-

hanced torque capabilities and wearable, non-tethered configuration. Several wearable

and stationary sensor suites were used to measure subjects’ kinetics, kinematics, and

physiological parameters during kneeling tasks. The results showed reductions in mus-

cle activation of knee and hip extensor muscles during standing from kneeling with

the highest reduction under high-torque assistance on highly slopped surfaces. Mea-

surements of ground reaction forces showed reductions in knee pressure with increased

torque assistance. The human subject testing results validated the effectiveness of the
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device with the goal to reduce and alleviate WMSD risk for construction workers when

performing kneeling tasks on level and sloped surfaces.

Lastly, this dissertation implemented a real-time walking gait and pose estimation

framework for construction workers on flat and sloped surfaces. A combination of the

LSTM-based network and GPDM was mainly used in the estimation scheme. The walk-

ing activities were predicted by a LSTM-based neural network, and gait propagation

and human pose was predicted. Real-time detection and estimation results are presented

with minimum latency using only a single IMU attached to the distal portion of fibula.

7.2 Future Work

There are a few research directions that follow this dissertation’s work. Chapters 2 and

3 have proposed a human force estimation scheme using muscle synergy model and

developed a disturbance rejection controller for assisting construction workers during

physical human-robot interactions. It is expected that such controller design could be

extended to more dynamic environment with agile human motion. Due to the hardware

limitation, the movement speed of human arm in the lateral was slower compared with

the other two directions which may results in the higher errors in 3D experiments. A

further study is required for interactions between human and a more agile robot in the

workspace.

Chapter 5 proposed a kneeling detection algorithm which used a simplified thresh-

old based method. The algorithm can be improved for accurate, real-time detection of

complex kneeling gait events during construction tasks. The design of the assistive knee

device can be also improved to avoid knee and device touching the pressure mat. A

specific effort will have to be made to adjust device to each individual subject to guaran-

tee a proper fit and comfort while wearing the device. More human subjects, especially

construction workers, with various height and weight can be involved into the research,

and it could generate more accurate and robust control system. It would be valuable to
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test the wearable assistive devices with professional construction workers at industrial

sites.

Chapter 6 discussed human gait detection based on single IMU data. Besides the mo-

tion activities mentioned in this dissertation, more common activities, such as walking

on stairs and asymmetrical motions, can be added into the experimental protocol. Due

to the nature of machine learning algorithms, a more detailed analysis with increased

number of subjects is required to further investigate our observations. In particular, a

larger sample size is required to be able to introduce the randomized sequence of trials.

Randomization could help eliminate any possible adaptation effects due to the subjects

experiencing same or similar visual scene observed previously. All of these research

topics can be the future works of this dissertation.
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Appendices

Appendix A. Matrices of Manipulator Dynamic Equations

The robotic manipulator is considered by a multi link (rotational) rigid body and the

dynamics model is expressed as in 3.10. Here we rewrite it into a more general form as

Mq̈ +Dq̇ +G = u, (1)

where q = [θ1 · · · θn]T is the joint angle vector, M , D, and G are the manipulator’s

inertia, Coriolis, and gravity matrices, respectively.

Figure A.1: The schematic of the three links robotic manipulator.

We assume the length of each link are l1 · · · ln and the distance from link to the center

of mass are a1 · · · an. The angles of the rotational joints are θ1 · · · θn. For example, the

three links of the manipulator in the planar motion is shown in 7.2. We can derive the

matrices M , D and G as follows
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M =


m11 m12 m13

m21 m22 m23

m31 m32 m33

 , D =


d1

d2

d3

 , G =


g1

g2

g3

 , (2)

where each terms in the matrices are listed below

m11 =J1 + J2 + J3 +m1a
2
1 +m2(l

2
1 + a22 + 2a2l1 cos q2)

+m3(l
2
1 + l22 + a23 + 2l1l2 cos q2 + 2l2a3 cos q3 + 2l1a3 cos(q2 + q3),

m12 =J2 + J3 +m2(a
2
2 + a2l1 cos q2),

+m3(l
2
2 + a23 + l1l2 cos q2 + 2l2a3 cos q3 + l1a3 cos(q2 + q3))

m13 =J3 +m3(a
2
3 + l2a3 cos q3 + l1a3 cos(q2 + q3)),

m22 =J2 + J3 +m2a
2
2 +m3(l

2
2 + a23 + 2l2a3 cos q3),

m23 =J3 +m3(a
2
3 + l2a3 cos q3),

m33 =J3 +m3a
2
3,

d1 =−m2l1a2(2q̇1 + q̇2)q̇2 sin q2 −m3(l1l2(2q̇1 + q̇2)q̇2 sin q2

+ l1a3(2q̇1 + q̇2 + q̇3)(q̇2 + q̇3) sin(q2 + q3) + l2a3(2q̇1 + 2q̇2 + q̇3)q̇3 sin q3),

d2 =m2l1a2q̇1
2 sin(q2 + q3) +m3(l1l2q̇1

2 sin(q2 + q3)

+ l1a3q̇1
2 sin(q2 + q3)− l2a3(2q̇1 + 2q̇2 + q̇3)q̇3 sin q3),

d3 =m3(l1a3q̇1
2 sin(q2 + q3) + l2a3(q̇1 + q̇2)

2 sin q3),

g1 =− (m1a1 +m2l1 +m3l1)g cos q1 − (m2a2 +m3l2)g cos(q1 + q2),

−m3a3g cos(q1 + q2 + q3)

g2 =− (m2a2 +m3l2)g cos(q1 + q2)−m3a3g cos(q1 + q2 + q3),

g3 =−m3a3g cos(q1 + q2 + q3).
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