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Crop inspections are a critical part of modern agriculture. On a fundamental level, timely inspections allow farmers to identify problems with the crop and take preventative measures where necessary. More generally, inspections provide a wealth of information for downstream precision agriculture applications, which typically optimize yields using large-scale crop monitoring data captured via satellites or drones. However, the top-down images generated by satellites and drones are ill-suited for leaf-level analyses, so farmers still perform manual inspections at certain points in the growth cycle to ensure yield targets are met. Agricultural robots bridge this gap by allowing farmers to automate close-up inspections, thus capturing the benefits of both manual inspections and automated toolchains. On the other hand, aggregating the multi-modal data generated by these robots requires expert knowledge and several proprietary software packages, and the inspection routes for large robot groups are still planned by human operators. There are many similar technical challenges that prevent robotic inspections from being included in the agricultural value chain, and new systems and algorithms must be developed to overcome these challenges.

The goal of this dissertation is to develop a new autonomous system and algorithms
for crop inspections. In addition to developing a hardware and software architecture needed for high-throughput inspections, the dissertation also addresses the following technological gaps: (i) three-dimensional (3D) hyperspectral reconstruction methods necessary for efficient and low-cost inspections using robot-mounted sensors and cameras, (ii) site-specific multi-robot allocation and planning algorithms to enable high-throughput inspections, (iii) control algorithms that allow unmanned aerial vehicles (UAVs) to land on unmanned ground vehicles (UGVs) for continuous inspection missions, and (iv) the human-robot interaction (HRI) methods to provide farmers with greater control over the inspection process. When combined, the proposed methods allow the robots to autonomously select which plants to inspect as distributed UGV-UAV teams, while also giving farmers intuitive tools to preempt the inspection process. The contributions of the thesis are therefore all aimed towards creating a single, cohesive autonomous crop inspection framework.

One of the central contributions of this thesis is a novel 3D hyperspectral reconstruction method that captures the spatial and spectral properties of the plant. Unlike similar methods that use bulky, expensive, and slow hyperspectral cameras and laser scanners to capture data, the proposed method leverages the spectral and intrinsic properties of a heterogeneous set of commodity cameras to convert standard RGB images into full-spectrum data embedded onto a 3D point cloud. Since practical considerations require the robot to collect a limited number of source images per plant, a spectrally-optimal next-best-view (SONBV) problem is formulated and a method is proposed to produce the most complete 3D hyperspectral reconstruction from the source images. Novel algorithms to determine these angles from incomplete knowledge are demonstrated, and the applicability to crop inspections is further investigated by fabricating and testing a tabletop 3D hyperspectral scanner.

The proposed reconstruction method naturally leads to the multi-robot task allocation problem of selecting a representative set of scan targets, and distributing the associated scanning tasks among the team of UGVs. An equivalent optimization problem is proposed to select sampling points across a continuous metric field mapped onto
the crop field such that the cumulative posterior covariance of a Gaussian process representation of the metric field is maximized. Augmented robot-centered geodesic Voronoi graphs of the plot are then constructed to find minimum-cost hyperedges on a multipartite graph induced by these Voronoi regions. The planning problem is proven to be NP-hard, and an approximate set of assignments are determined greedily as the minimal-cost finite-horizon combinations of scan targets. The proposed algorithm is also extended to continuous data collection by UGV/UAV groups. Simulation studies show that the proposed methods outperform state-of-the-art methods in prediction quality and average resolution, while also observing the energy constraints.

Another particularly challenging control problem for the proposed UGV/UAV inspection system is the execution of coordinated UGV/UAV landing maneuvers (e.g., when the UAV needs to land on the UGV to recharge). The UGV/UAV pair is taken in isolation, and the interactions between the UGV and the UAV are modeled as a paired model identification and trajectory optimization problem. The near-surface aerodynamic effects caused by the interaction of the multi-rotor downwash and the platform’s geometry are modeled using a novel neural network architecture. Linearized disturbance models are then used to iteratively plan landing trajectories based on the on-board model predictive controller. Cooperative landing trajectories are then calculated to satisfy the multi-robot coverage problem, UAV and UGV dynamics, and any local constraints. The proposed methods are validated experimentally and by simulation.

Finally, we ensure that the farmer is able to take control of the inspection process by introducing a human-robot interaction framework. This gives the human agency in an otherwise autonomous process, and allows them to preempt the selection of inspection targets via pointing gestures (e.g., to tell the robot to scan a certain plant). To achieve this, a human pose and gesture estimation module is proposed. Previous results from human-following robots are used to provide the multi-robot system with safe and robust human-aware path planning and obstacle avoidance behaviors. Pointing gestures are then used as inspection suggestions. These methods constitute one of the first human-robot interaction models for autonomous crop inspections. Experimental results are provided to show the effectiveness and intuitiveness of the approach.
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Chapter 1

Introduction

1.1 Motivation

In 2009, the United Nations General Assembly held a panel discussion as part of the World Summit on Food Security to determine long-term strategies to address the effects and causes of the 2008 global food crisis [1]. The summit produced many actionable food security goals, including the oft-cited goal of doubling global production by 2050 [2], which has been one of the main drivers for agricultural research in the past decade. Unfortunately, recent global projections still fall short of the 2050 goals despite the major technological progress made since 2009 [3–5]. In many ways, a Fourth Agricultural Revolution and a decades-long boost in yields are required to meet the 2050 goals and respond to emerging demographic and environmental challenges [6]. While there are many non-engineering solutions to this yield problem [7–9], these solutions by themselves are not enough. By all accounts, non-engineering solutions must be paired with better agricultural automation practices based on cross-domain technologies such as machine learning [10], computer vision [11], artificial intelligence [12], and agricultural robotics [13]. These technologies act as enablers for better crop management, and form the core of precision agriculture (PA) methodology. These technologies focus on maximizing yields by optimizing growing conditions and providing growers with smarter farming tools [14]. The primary motivation for this dissertation is therefore the expansion of PA to include autonomous robotic inspection platforms that utilize the aforementioned cross-domain technologies.

The technical challenges that prevent the immediate integration of these new technologies are varied. First and foremost, it is difficult to design and build agricultural inspection systems that handle both the robotics aspects and the sensor and data
management aspects required for high-throughput inspections. The lack of a unified framework and architecture therefore limits the applicability of recent advances, especially since a lot of the work is proprietary. Similarly, the different types of agricultural data require separate software and analysis pipelines, which are often difficult to integrate with larger scale decision systems. For example, non-intrusive inspections utilize different data modalities (e.g., point clouds to capture morphology and color and near-infrared images to capture spectral data) that all require separate sensors connected to a custom program that uses proprietary drivers for each device. A more canonical representation could be used to store both morphological data and spectral data in a combined hyperspectral point cloud (HSPC), which could then be used to recover these data modalities for specific analysis pipelines. There are many active research questions surrounding the use of HSPCs, starting with the lack of efficient methods to generate HSPCs from common sensors such as color cameras.

Furthermore, it is unclear how we can acquire inspection data for not just a single plant but for entire fields. One approach is to use single-plant data from a sample of plants to predict field-wide conditions, similar to the state-of-the-art in environmental monitoring. This is a natural extension of how we approach phenotyping today, and would enable us to perform the same type of phenotyping operations (and thus retain the same pipelines) while also generating complete data about the field as a whole. However, this would require new methods to determine which subset of plants among millions to select for single-plant scans, and additional new methods to determine an estimation model for the entire field based on this sparse sample. There are also unsolved robotics challenges associated with this sampling approach, mostly due to the scale of the inspection problem. First, how do we allocate these scanning tasks to the numerous robots that will be needed to cover the entire field in a timely manner? Second, how do we ensure that this allocation makes physical sense so that the robots do not block each other while navigating between scan targets? Third, how do we connect this allocation method back into the field-wide estimation model to minimize the number of scans necessary to make an accurate assessment? These are all complex questions without definitive answers in the state-of-the-art developments, and they are all parts
of the larger multi-robot crop inspection problem. However, they are questions that must be answered in the immediate future, since accurate and timely data collection is a critical part of what enables PA to increase yields so effectively.

In addition to the autonomy challenges, human-centric challenges must also be addressed. Despite the yield increases already provided by current PA methods, the adoption of PA systems has been lackluster [15]. Farmers know that these technologies provide an edge to the larger producers that are able to absorb the upfront costs, and they are cognizant that they will need to adopt PA methods to stay competitive, yet they neither trust nor want the technology. According to USDA, the main barrier to entry is the technology itself, and specifically that it is costly and complex with uncertain economic returns [15]. While USDA focuses heavily on education as the solution to this problem, it is equally valid to consider it as a technology problem: Adoption can be made more enticing by improving the autonomy and interactivity of the systems. In the short term, technical barriers can be lowered by introducing intuitive ways to tell the robots what to scan or where to go, rather than relying on the end-user to spend the resources to learn and unilaterally integrate complex and unintuitive engineering tools. These types of human-robot interactions are already extensively studied in other domains (e.g., manufacturing), and in many cases, the methods developed in other domains are applicable to agriculture as well. If improving human-robot interactions can improve the adoption rates for robotic crop inspection systems, it is absolutely worth the additional research effort.

For these reasons, this dissertation addresses the technical challenges and the adoption barriers concurrently by introducing a design and methodology for user-guided, autonomous multi-robot crop inspections. The requirements for such a system are varied and complex, and the multi-disciplinary work needed to design commercial robots that perform inspection tasks traditionally carried out by experts exceeds what can be covered in a single dissertation. This dissertation therefore focuses on a subset of questions relating to robotic phenotyping, multi-robot planning and control, and human-robot interactions. Specifically, the following challenges are addressed:

(C1) The evaluation of common metrics (e.g., crop health) using on-board sensor data,
(C2) The selection of a representative subset of plants such that an entire field can be monitored without inspecting each plant,

(C3) The development of control and planning algorithms for multi-robot inspections, and

(C4) The use of on-board sensors to enable intuitive, human-guided inspections.

Each chapter of this dissertation tackles a portion of these challenges, starting with the computer vision problem described by (C1), leading into the the multi-robot planning and control problems described by (C2) and (C3), and concluding with the human-robot interaction problem described by (C4). The next section provides the technical background necessary to discuss these problems.

1.2 Background

Key agricultural tasks such as seeding, picking, weeding, disease detection, monitoring, and phenotyping are now being roboticized by combining vision algorithms with artificial intelligence and mobile robotics. Such roboticization is critical to increasing yields, and enables growers to manage larger farms without additional personnel requirements. Naturally, the methods and robots developed for these applications are as varied as the applications themselves, and the hardware is often tailored for certain crops. In contrast, this dissertation focuses on the development of a general multi-robot crop inspection platform that can handle multiple agricultural use cases. The proposed hardware and software architectures contribute to a modular and extensible platform, and the developed computer vision and multi-robot control and planning methods are critical to ensuring a group of these platforms can perform high-throughput inspections. Similar to the problem it is meant to solve, the platform is comprised of many distinct but connected parts.

The review presented in this section therefore covers a wide array of topics such as agricultural robots for precision agriculture, the vision systems that enable robotic phenotyping, the planning and coordination challenges associated with multi-robot systems, and current human-robot interaction use cases for crop management. Research
results outside the agricultural domain are also included due to their potential applications in the agricultural domain [16]. Note that the work in this dissertation also has applications in other domains such as mining, ecological surveying, and industrial inspections. For a comprehensive analysis, readers are referred to [13] for an overview of agricultural robotics and [17] for a recent survey of the agricultural applications of robotic inspections.

1.2.1 Agricultural Robots used in Precision Agriculture

Precision agriculture methods require the collection of large amounts of data for a large number of plants. As such, the use of robotics (and in particular, mobile robotics [18]) is a strong requirement for effective PA. Robots used for PA can be divided into roughly three categories corresponding to their capabilities: manipulators, ground robots, and aerial robots [16]. Their respective and combined uses for agricultural inspections are detailed below.

Manipulators

Robot manipulators are standalone robot arms that consist of linkages and joints, which form open chains such that the base of the robot is fixed, and the other end (i.e., end effector) is free [16]. Manipulators used in agriculture have anywhere from 2 to 9 degrees of freedom (DOFs) corresponding to the number of joints, with 5 or 6 DOFs being the most common [17]. The wide range of possible joint configurations and the customizability of the end-effectors and grippers make manipulators versatile tools for picking, spraying, watering, and weeding tasks. The manipulator can also be used to position cameras for vision applications by attaching cameras and sensors to the end effector (see Section 1.2.2 for more detail on computer vision in agriculture). Compared to industrial arms, modern manipulators are often lightweight and portable (i.e., operated with batteries), and are thus suited for applications that require moving from plant to plant. A review of manipulator and gripper technologies can be found in [19].

In this work, we consider the combination of any number of manipulators and a single ground robot to be a mobile manipulator [20], and treat it as a single robot
when defining multi-robot systems in later sections. The assessment of the capabilities and manipulation performance of these combined systems is outside the scope of this dissertation, and readers are instead directed to several related surveys [21,22].

**Ground Robots**

Ground robots are mobile robots that move primarily on land, and can be categorized based on their mode of locomotion as wheeled, tracked, hybrid, or legged [18]. Classifications within these categories can also be used to further distinguish robots based on their motion modalities (e.g., omni-directional or skid-steer). Most agricultural robots nowadays use wheeled locomotion to navigate crop field, but legged or tracked robots are more suitable for certain applications [23]. The mobility provided by ground robots is essential to systems that need to position manipulators and sensors to accomplish manipulation task such as crop inspections.

The use of ground robots in agriculture is a century-old concept [24], of course, but the use of self-steering and unmanned ground vehicles (UGVs) is a relatively new trend that was pioneered in the early 2000s by John Deere [25]. It is now estimated that around a third of all cropland in the United States is plowed by self-guided robots such as driverless tractors [25]. A large number of ground robots used commercially (e.g., for surveillance, agriculture and military) still require teleoperation [26] (i.e., require a pilot to issue movement commands), but a wide variety of map-based techniques such as GPS navigation and simultaneous localization and mapping (SLAM) [27], and mapless methods such as optical flow [28] are also available to support autonomous navigation functions [29–34].

Since the differences between UGVs used for agriculture and other purposes are application but not technology-based, many recent developments in other application domains carry over to agricultural UGVs as well. Readers are directed to [35–39] for recent reviews.
Aerial Robots

Aerial robots used in PA are typically unmanned aerial vehicles (UAVs) such as fixed-wing planes (e.g., gliders) or multi-rotor copters (e.g., quadcopters). The applications of UAV are numerous and central to PA, and range from land mapping to high-resolution imaging. Readers can refer to [40–47] for a wide variety of in-depth surveys on the agricultural uses of UAVs. They are also heavily regulated by agencies such as the Federal Aviation Administration (FAA), and cannot be operated in certain airspaces [48].

UAVs can cover and inspect a large area very quickly, but are limited in range and flight time by their on-board fuel (e.g., batteries) [49–52]. The versatility of quadcopters in particular, combined with their cost-effective designs and commercial availability, make them ideal tools for fast and reliable data collection. However, they are limited by aerodynamics, and are therefore unsuitable for missions that require close-up imaging. Their inherent dynamic instability also require them to be actively controlled to maintain their position, further complicating the dynamics. While some quadcopter-based manipulators exist [53–55], running a manipulator off of the on-board power supply is a costly proposition from a fuel perspective, which makes controlling the quadcopter even more difficult, even for low DOF arms (see [56] for a survey of the state-of-the-art in aerial manipulation). As such, quadcopters are mostly used as top-down portable imaging platforms.

Multi-Robot Systems

Combining the complementary capabilities of UGVs and UAVs can provide many benefits to PA systems. For example, UAVs are uniquely equipped to survey large areas, whereas UGVs can perform tasks that require close contact or precision, thus making the combination of the two systems attractive for many PA tasks [57]. These types of integrated approaches for tasks such as data collection and processing are already common in many other application domains [58–67], but have not yet been implemented
fully in the agricultural domain. [68] provides a UAV-centric review of various UAV-UGV cooperation approaches in agriculture, which also includes an overview of the different platforms currently in use. [69] discusses adaptable solutions to UAV-UGV systems for PA, and [70] reviews current and future trends in cooperative UAV-UGV phenotyping. Challenges related to the use of multi-robot (and specifically, UGV-UAV) systems in agriculture are discussed in Section 1.2.3.

1.2.2 Computer Vision for Agricultural Applications

Computer vision (CV) is the use of optical signal and image processing techniques for the purposes of programatically describing, understanding or otherwise interpreting an image [71]. Over the last decade or two, advances in computer vision have gone hand in hand with advances in artificial intelligence (AI). The proliferation machine learning (ML) methods such as deep neural networks (DNNs) and convolutional neural networks (CNNs) have paved the way for many modern PA techniques. The rapid increase in the computational capabilities of on-board and off-board computers have enabled the use of many ML methods developed in other application domains for plant inspections instead, and much of the research focus for PA has shifted to ML-related methods (see [72,73] and [74,75] for reviews of current ML trends in general and in agriculture, respectively). The result has been the automation of many agricultural tasks that would have been impossible a decade or two ago: Robots can now count [76–82] and pick [83–91] fruits, identify and destroy weeds [92–103], and perform high-throughput phenotyping [104–112], and much more, all of which require robust computer vision methods.

In many cases, successful application of CV techniques requires the fusion of different data modalities that correspond to different plant processes. For example, thermal (infrared) imaging is often used to detect plant water content and heat-related stresses [113, 114], whereas phenotyping often requires structural characterization, and therefore relies on three dimensional data captured using various ranging or imaging techniques instead [115]. The application of computer vision techniques to such multi-modal data therefore enables high-throughput analyses of many quantitative plant traits [116].
Modern plant phenotyping can therefore be understood as the use of non-invasive imaging technologies to capture essential plant information [117–119]. This type of plant data has three information facets: the spectral, the spatial, and the temporal. Since we consider temporality to be an inherent aspect of the data collection process, the discussion below focuses on the first two aspects. Comprehensive reviews of the applications of computer vision to agriculture in general can be found in [120,121].

**Spectral Data for CV-Based Phenotyping**

Most spectral phenotyping tools are based on fundamental theories developed for visual near-infrared spectroscopy (VIS-NIRS), which utilize the fact that the chemical composition of a sample affects how it reflects incoming electro-magnetic waves. The chemical composition (or many properties related to the chemical composition) can therefore be determined by analyzing relative reflection intensities at different wavelengths [122]. The curve that is produced by repeating these intensity measurements for a range of wavelengths (i.e., over the visible and near-infrared spectrum) is called the reflectance of the sample, and is the primary variable of interest for many phenotyping applications. Reflectance curves can be used to determine water stresses [123], nitrogen deficiencies [124], senescence [125], photosynthetic capacity [126], and many other plant metrics [127–130] in a non-destructive manner. The estimation of these curves therefore forms a critical part of the PA inspection toolchain. For some applications (e.g., the calculation of vegetation indices [131]), knowing the reflectance values for certain critical wavelengths might be enough. In such cases, cameras with a small number of narrow-band channels are used, and the reflectances for the critical wavelengths are extracted from the multi-spectral images generated by these cameras. Applications that require finer spectral resolutions or continuous reflectance curves, on the other hand, use hyperspectral data. Hyperspectral signals are typically captured using cameras that have 100 or so bands spread across the VIS-NIR spectrum at a spectral resolution of around 1-2 nm. [132,133] review the major differences between multi-spectral imaging and hyperspectral imaging, and [134–136] review recent developments in hyperspectral imaging.
Spectral data in and of itself is, however, not as useful as investigating the patterns that emerge across many samples. This is a challenging task that is a very good match for ML-based CV methods [137], which are often considered as much a part of pattern recognition [138] as CV. The central goal of these methods (and arguably, any ML methods) is to train a prediction or classification model using previous data, and use the trained model to analyze new samples [74]. In the context of PA, this often means collecting large datasets of plants with desirable metrics (e.g., healthy) and undesirable metrics (e.g., unhealthy) and designing an ML architecture that turns the dataset into a model. Many such architectures exist in literature, and taxonomies are discussed in [139, 140]. In [141], a stacked hourglass CNN is used to phenotype wheat. In [142], an anomaly detection network is presented based on long short-term memory (LSTM) nodes. In [143], a multi-class support vector machine (SVM) is used to detect diseases in potatoes. Some other works such as [144, 145] focus on designing architectures that are explainable (i.e., provide some physiologically meaningful insight).

Spectral data used in PA applications are also often collected using remote sensing via satellites [146,147] (see [148] for a review of sensor technologies deployed in modern satellites). Remote sensing is attractive to researchers and growers since satellites can survey large fields with ease compared to ground or aerial robots. The data generated by the satellites are geolocated and timestamped [149], and more importantly, the multispectral images generated by newer satellites can be used to extract vegetation indices for the entire field [150–154]. Alternatively, raw multispectral data can be used to classify each pixel and extract other useful metrics such as canopy cover or crop type [155–159]. In works such as [160], the temporal characteristics of the target plots are also considered. A review of remote sensing applications for precision agriculture is presented in [161]. It is worth noting that the methods used for satellite-based PA can also be applied to or used in conjunction with UAV-based PA [162,163]. The benefits of using UAVs instead of satellites lie mainly in the convenience and availability of UAVs for on-demand and higher-resolution data collection, whereas the personnel and post-processing burden may be higher, since data must first be collected by a pilot or technician and then coregistered and stitched together [164]. Otherwise, the data
produced by a satellite and the data produced by a UAV can be treated similarly in PA pipelines. Furthermore, the sensors used for satellite- or UAV-based PA can be installed onto UGVs. Adding a multi-spectral camera onto the end effector of a mobile manipulator, for example, opens the possibility of collecting spectral data with spatial resolutions on the order of millimeters instead of meters, and is therefore an enabling technology for emerging applications such as early disease detection. These kinds of close-up crop inspections are sometimes called proximal sensing [165] and marks the transition between determining crop-level metrics (e.g., whether a field is affected by a disease) and leaf-level metrics (e.g., whether any leaves show disease symptoms). Several field robots designed for proximal sensing are reported in literature [166–168], although many similar robots also exist and use different terminology for the same processes (see Section 1.2.1 for details).

**Spatial Data for CV-Based Phenotyping**

In comparison to spectral data, spatial data captures the structure and shape of the plant and can be used to segment or classify parts [169], or to calculate parameters such as leaf area and angles, plant height, and stem width. The combination of spatial and spectral data also improves segmentation and classification results [170,171]. Methods to capture spatial data (sometimes called reconstruction or digitizing) are varied. If sensing capabilities are limited by payload capacity, battery power or unit cost, spatial data can be extracted from 3D reconstructions generated through structure-from-motion [172], multi-view reconstruction [173], or similar methods based in processing 2D data. Alternatively, sensors that produce native 3D data can be used directly [174,175]. Robot-mounted cameras are typically practical and often a sufficient tool for phenotyping. For example, in [176], time-of-flight and digital single-lens reflex cameras are used to extract 3D reconstructions of canola branches and seedpods. If the plants are moved (e.g., in a greenhouse setting), then high-resolution methods such as x-ray computed tomography can also be used [177]. Several commercial solutions, such as
The Phenospex PlantEye\(^1\), also exist. In-depth reviews of current methods to capture 3D plant data can be found in [178].

Processing spatial data remains a challenging task. ML methods exist to tackle the various challenges [179]. Some interesting results can be found in [179–187].

1.2.3 Challenges for Agricultural Multi-Robot Systems

The benefits of using multiple robots come at a cost. While increasing the number of robots in operation also improves overall throughput in theory, practical concerns such as routing (pathfinding) difficulties and data management also start to emerge. More data requires more processing and storage, and is not necessarily desirable from a crop management perspective if less data can achieve similar results. Furthermore, increasing the number of active robots increases the fiscal burden on the farmer, since each robot must be maintained and refueled. As such, it is desirable achieve more with fewer robots. One way to achieve this is to treat the inspection problem as a sampling problem where the objective is to select a smaller number of sampling tasks (i.e., individual plants to be scanned) that are representative of the field as a whole. The challenge is to then determine a scanning task for each robot in the multi-robot team such that a good estimate of the condition of the entire field is obtained as fast as possible.

Many methods exist to evaluate entire fields with a limited number of samples. When treated as an orienteering problem [188], where the goal is to visit an optimized subset of all targets, allocations are made using tour optimization on a graph induced by the field’s topography. These methods optimize a variety of metrics such as spatial correlations [189] or cluster coverage [190]. The related problem of adaptive sampling [191–194] is instead concerned with the selection of optimal sampling locations. Adaptive sampling methods are also sometimes modeled as a partitioning problem where each robot selects a sampling location based on a robot-centered Voronoi region [195–197], a priority map [198], or polygon enclosures [199]. The allocation problem is approached

\(^{1}\)http://www.phenospex.com
from a control systems perspective. Methods exist to design optimal trajectories between sampling points [200, 201], or to solve the equivalent multi-robot exploration [202–204] and multi-robot coverage problems [205–209].

Modeling the entire field from a limited number of samples requires an inference model. The majority of adaptive sampling literature uses Gaussian processes for their desirable properties [210], with modifications such as level set estimation [211] and sparse online Gaussian processes [212] to deal with the dimensionality limits of non-parametric inference. Since the spatial model for Gaussian processes depends on the selection of a kernel, the types of spatial correlations that can be captured by the model are similarly limited by the kernel. Most methods use either radial basis functions of anisotropic Gaussian kernels, and therefore fail to account for other types of spatial correlations (e.g., pathogen spread through water channels). Additionally, most adaptive sampling methods do not consider pathing constraints when selecting successive sampling locations, and therefore produce suboptimal allocations. Some methods [213,214] deal with this explicitly by looking at a row-based routing problem, but do not deal with the kernel issues otherwise.

Another important aspect of multi-robot coordination in agricultural systems is path planning, since the constrained workspaces and the robots’ potential for causing damage to crops. A review of path planning approaches for agricultural ground robots can be found in [215]. The birds-eye view provided by UAVs can also be used to help plan collision-free paths. UAV-UGV coordination for efficient pathing is investigated in [216]. Cooperation between fuel-constrained UAVs and UGV-based refueling platforms must also be considered, especially for large-scale mapping or surveillance missions [217].

If the robots are performing inspection tasks, we must also plan a sequence of optimal viewing angles for 3D reconstruction. This is commonly known as the next-best-view (NBV) problem, which also serves as a cornerstone of both robotic exploration and 3D reconstruction [218–222]. Reconstruction methods work by maximizing an information gain metric across a set of possible upcoming views [223]. The information gain metrics used for these methods usually only consider spatial data, so view selections
do not necessarily produce high-quality spectral data (e.g., due to glares). Another issues is that state-of-the-art methods only optimize the immediate next-best-view and do not consider the combinatorial nature of selecting view sequences. Deep-learning based planners for NBV selection have also been investigated in [109].

1.2.4 Human-Robot Interaction for Crop Management

Human-robot interaction (HRI) is an active field of research that deals with the way humans interact with robots to accomplish shared tasks [224]. It is obvious that the use of autonomous robots alongside farmers has created the need to devise control and perception schemes that guarantee human safety while allowing robots to perform their tasks as expected (see [225] for a discussion of HRI safety). On the other hand, close interaction between farmers and robots allows robot-based inspections to be tailored to the farmer’s needs, and can prove useful for a number of supervised learning tasks. Research into HRI in agriculture as a whole, however, has lagged behind other industries such as manufacturing, and the body of works dealing with agricultural HRI are limited. Reviews of current HRI trends in agriculture are presented in [226–229], while some similar reviews on concerns that are common across multiple application domains are presented in [230–233]. See [234–236] for some specific applications of HRI methods to agriculture.

1.3 Dissertation outline and contributions

The dissertation consists of seven chapters. Chapter 1 introduces the vision, planning and control problems relating to autonomous crop inspection platforms and reviews recent developments from literature. Chapter 2 describes the construction, technical specifications, and software architecture of the experimental inspection platform, including the system dynamics. Chapter 3 describes the inspection task itself and the lab setup used for experiments. It also details a methodology for generating 3D hyperspectral scans. Chapter 4 investigates the planning problem surrounding large-scale crop evaluations, and introduces a task allocation algorithms for multi-robot inspections.
Chapter 5 discusses the cooperative control of a UAV-UGV system during landing and takeoff. Chapter 6 details a human-robot interaction framework that uses gesture-based feedback from the farmer to improve the site-specificity of the system. Finally, Chapter 7 concludes the thesis with a summary of the main contributions and commentary on possible future work. The content of each chapter is described in detail below.

In Chapter 2, we first present the hardware setup for a cooperative UGV-UAV inspection platform. We present system dynamics for the various robots used to validate the developments in the subsequent chapters. We also outline common simplifying assumptions used in the control and planning approaches. We then provide details for the on-board sensors and describe common vision models for the cameras. Communication and storage models are briefly discussed in the context of robotic inspections. Finally, we provide specifications for an experimental prototype consisting of a single-track robot and a light-weight robotic manipulator and sensor system.

In Chapter 3, we present the central inspection task for robotic phenotyping. We introduce a formalization for generating and evaluating 3D hyperspectral scans based on a novel information gain metric, similar to those used in 3D reconstruction literature. Completion of the inspection task is then described in relation to this metric, and captures both the spatial and spectral dimensions of the task. We propose a novel method to determine spectrally-optimal next-best-views, which is used to efficiently construct 3D hyperspectral point clouds of the target crop. The hyperspectral reconstruction method thus leverages the differences in sensitivities (i.e., quantum efficiencies) for a heterogeneous set of on-board cameras to estimate surface reflectance curves, while the spatial reconstruction method uses a novel information gain metric to determine optimal view sequences for reconstruction. Point cloud results from a tabletop scanner are used to perform experimental validation.

In Chapter 4, the single-plant methodology is extended to an entire field of crops. We first define the multi-robot inspection problem associated with evaluating large numbers of crops in a field setting, and detail the challenges associated with timely inspections. We consider scanning tasks associated with each plant, and determine
optimal task selections and multi-robot allocations via kernel estimation and region-based task allocation. Kernel-based allocations reduce the number of scans required to inspect large fields, and therefore allow a smaller number of robots to be used for inspections. The associated path planning problem is also investigated. The planning methods are validated using multi-robot simulation studies based on real farm plots in New Jersey. We then consider cases where additional coarse aerial images are collected using UAVs. We modify the UGV-only planner to also incorporate UAV path and battery constraints. A solution method is then provided to maximize UAV coverage given these combined constraints. Simulation studies are performed to show that this new UGV-UAV planner reduces the time needed to scan an entire field when compared to the state-of-the-art, without increasing the overall travel distance for the robots.

In Chapter 5, we first describe a method to optimize landing trajectories for the UAVs based on on-board predictive controllers. We then extend this method to cooperative landing trajectories for heterogeneous UGV-UAV groups. Simulation studies are presented to verify the optimization method, and to further demonstrate the cooperative landing capabilities of the UGV-UAV system. We also introduce a novel learning-based estimation method for near-surface thrust and torque effects that dominate the aerodynamics of the UAV during landing. Experimental results and simulation studies are presented to verify the estimation method. An integration framework is finally outlined to combine the estimation and trajectory optimization methods.

In Chapter 6, we outline a human-robot interaction framework for human-guided inspections and demonstrate this framework using an experimental platform. We use the on-board vision sensors to determine gesture-based inspection suggestions and safe human following behavior for UGVs. The developments are then combined with results from earlier chapters for intuitive and responsive human-guided robotic crop inspections. We also propose a human-in-the-loop learning model to improve the convergence and specificity of the learning models. Some experiments are presented, but systematic implementation and evaluation are relegated to future work.

The main contributions of this dissertation are therefore the development of a platform and accompanying methods for autonomous UGV-UAV crop inspections. The
details of these contributions are detailed as follows.

1. The robotic crop inspection problem is formalized as a multi-robot next-best-view problem, and a joint spectral-spatial solution method is proposed. The formalization provides a novel information gain (IG) metric that is used to compare the quality of hyperspectral point clouds in relation to ground truth data. Unlike other IG metrics that only consider spatial information, the proposed IG metric includes spectral information and therefore allows the next-best-view method to determine view sequences to optimize the spectral quality of the reconstruction. Simulated results show that the proposed NBV method produces results within 1-3% of the theoretical maximum IG. An auto-calibration method is introduced for the on-board cameras and lights, which speeds up field phenotyping (to around 1% of the time it would take with a hyperspectral camera) and removes artifacts caused by changing lighting conditions. Reconstruction quality is further improved by introducing a specularity correction method which accounts for bright highlights caused by the cameras' viewing angles. A learning-based model is added to the method to counteract basis projection errors, which are a common problem for other spectral decomposition methods. This requires a large dataset for residual estimation, but can in turn reduce errors and allow data collection with a smaller number of cameras (e.g., 4 instead of 10).

2. New planning and task allocation methods for multi-robot inspection tasks are presented. A novel adaptive sampling method is presented for efficient data collection. The method uses similarity kernels learned by training a novel kernel network on historical data, and therefore captures a wider range of spatial correlations than the commonly used (anisotropic) Gaussian kernels. Since the learned kernel also considers temporal correlations, it can be used for early-season predictions as well as temporally-coherent metric estimates throughout the grow season. Simulated results show that the learned kernel provides accurate estimates up to 20 days earlier than the Gaussian kernel. The kernel is also used to select optimal sampling positions for a multi-robot team. The optimization is based on an
NP-hard allocation problem introduced alongside an algorithm to divide the field into geodesic Voronoi regions (i.e., regions that consider the movement of robots among row crops). This provides an efficient and collision-free task allocations for multi-robot crop inspection teams. The methods greatly reduce the number of scans needed to estimate the state of an entire field, and thus increase phenotyping throughput. The method is extended for UGV-UAV teams by considering energy-constrained planning and continuous image acquisitions, which allows the multi-robot team to cover the majority of the field 30% faster than other planners while expending similar energy and traveling similar distances.

3. The control structure for the multi-robot system is developed, and novel methods and algorithms are introduced for UGV-UAV cooperative landing. A method to determine non-blocking waiting poses for UGVs is developed to ensure UGVs do not block critical pathways for other robots or humans performing inspection tasks. The algorithm uses aerial data from the UAV to improve pose selections, and ensures aerodynamically favorable landing positions. Unlike other coordinated landing methods, the proposed approach lets the UGV relocate to avoid undesirable aerodynamics interactions that arise from the position of the landing pad (e.g., too close to a wall). On the UAV side, a predictive trajectory generation method is introduced to optimize landing trajectories that take unmodeled aerodynamic effects (e.g., the ground effect) into consideration. A novel neural network is proposed to learn the near-surface aerodynamic effects, and experiments are performed to show that the prediction errors for this network are within 4% on average for single-rotor effects. Simulation studies further demonstrate that the network predicts complex multirotor-surface interactions.

4. A new human-robot interactions framework is proposed for enhanced crop inspections. Human poses are estimated from camera data to extract pointing gestures, which are then used to send the UGV suggested inspection targets. Target tracking errors observed with an omni-directional robot are on the order of 10 cm for slow finger movements and 50 cm for fast finger movements. The pose estimates
are also used for safe and efficient human-following behavior, which allows the inspection robot to follow an expert for guided inspections. Simulation studies are performed to validate the approach, which show that the mean human-robot separation distance decreases by 3% when using the proposed human-following planner. The proposed framework replaces the screen or tablet interfaces that are traditionally used to control inspection robots and removes the need to learn new software, thus lowering one of the main adoption barriers for precision agriculture systems.
2.1 Introduction

Crop inspections are an important part of managing large scale food production, as they ensure certain metrics are being met at the correct points within the growth season, and that the plants are free of stress and disease. Traditionally, this is done by the growers to inspect the crops manually at certain points in the growing season and making an assessment based on expert knowledge. Unfortunately, this practice also requires knowledge that can only be acquired over long periods of working with a certain crop, tool or site. Manpower requirements for manual inspections also create a severe and expensive throughput bottleneck, and therefore do not scale well for large-scale food production. The desirable solution to this problem is to use robotic platforms to perform the inspections, and to scale the production of these inspection platforms to match the throughput requirements. The trade-off for this switch is that robotic inspection systems are not yet turn-key solutions, and the technology requirements largely overlap with ongoing research, i.e., the technology readiness levels for some parts are severely low. The silver lining is that once a platform is deployed and operational, replicating the capabilities and knowledge of the platform is trivial in comparison to training an employee to become an expert. Roboticizing crop inspections is therefore a critical and natural direction for agricultural engineering research.

Methods to roboticize crop inspections are as varied as the crops themselves, but most methods rely on a set of vision and environmental sensors that are positioned by a robot to interact with nearby crops. Additionally, many robotic inspection methods require multiple robots in order to match the scale of agricultural production. In this
chapter, we propose an experimental UGV-UAV robotic platform for cooperative multi-
robot crop inspections and describe the hardware and software components required for
such operation. We also detail the system dynamics and on-board software and data
architectures which enable large-scale inspections. Using these specifications, an ex-
perimental platform is designed as a single-track mobile manipulator and a quadcopter
UAV. The discussions in later chapters therefore assume that the UGV-UAV systems
deployed into the field match the capabilities of the platform described in this chapter.

The rest of the chapter is organized as follows. The proposed platform is presented
in Section 2.2, and details are given for an experimental prototype in Section 2.3. The
system dynamics for the experimental prototype are presented in Section 2.4. The
software architecture including data and storage models are presented in Section 2.5.
Finally, a concluding summary is presented in Section 2.6.

2.2 Proposed Platform

Robotic crop inspections require sensor systems to collect inspection data, manipulation
or staging systems to situate and orient the sensor systems, and navigation and control
systems to move to the inspection targets. In addition to these systems, on-board com-
puters must provide GPU-accelerated processing for the combined navigation, planning
and inspection system. In this section, we outline some of the hardware requirements for
such a system, and provide details about the on-board sensors that should be mounted
on this hardware. The remainder of the thesis assumes the UGV-UAV inspection plat-
form satisfies these requirements, and an experimental prototype that was designed to
these specifications is presented in Section 2.3.

2.2.1 Hardware requirements

The general hardware requirements for the proposed platform consist of a mobile ma-
ipulator and the peripheral inspection hardware. The mobile manipulator combines
a wheeled ground robot that can position itself at arbitrary positions and orientations
within the field, which acts as the base for the entire inspection system. A robot arm
can reach plants on either side of the base, which should include a gripper that acts as a mounting point for a suite of vision sensors. Additionally, for UAV/UGV operation, a dockable charging station should be mounted onto the mobile manipulator (e.g., above the back wheel or axle). The UAV should be chosen as a multirotor to enable hovering missions or single-plant inspections. The entire system should be integrated through industrial PCs and controller. This combined system will thus be capable of cooperative UGV/UAV crop inspection missions.

The hardware requirements for the proposed platform are outlined in Table 2.1

Table 2.1: Hardware requirements for proposed platform

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Description</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>UGV base</td>
<td>A narrow, wheeled ground robot.</td>
<td>Allows the platform to navigate crop rows and operate on loose soil.</td>
</tr>
<tr>
<td>UAV</td>
<td>A multirotor UAV</td>
<td>Allows top-down views of the field. Can be used to inspect crops separately, or to provide the UGV with localization and scouting data.</td>
</tr>
<tr>
<td>36/48V battery</td>
<td>A large-capacity, high-voltage battery</td>
<td>Powers the control and vision systems, allows the UAV to recharge.</td>
</tr>
<tr>
<td>Manipulator</td>
<td>Robot arm with gripper</td>
<td>Allows the platform to position its vision and environmental sensors, and to manipulate crops/tools.</td>
</tr>
<tr>
<td>Navigation sensors</td>
<td>Lidar and base-mounted cameras</td>
<td>Allows the robot to simultaneously map the field and localize itself. Also provides rough phenotyping information.</td>
</tr>
<tr>
<td>Sensor suite</td>
<td>Thermal, RGB, and RGB-D cameras</td>
<td>Provides close-up phenotyping data for intensive inspections.</td>
</tr>
<tr>
<td>Ground probe</td>
<td>Environmental and soil sensors</td>
<td>Provides a single device to measure environmental and soil conditions. Designed to be planted by the manipulator.</td>
</tr>
<tr>
<td>On-board computers</td>
<td>An industrial PC and a GPU device</td>
<td>Allows on-board processing (e.g., planning, phenotyping, arm control). Provides an Ubuntu/ROS based software platform.</td>
</tr>
</tbody>
</table>
2.2.2 On-board sensors

The sensor requirements for the proposed platform should be crop and stress specific. However, in this section, we provide a general purpose sensor deployment that generates the types of data typical of robotic phenotyping. These sensors include imaging sensors such as RGB, RGB-D and thermal cameras, as well as non-imaging sensors such as temperature and humidity sensors. The combination of these sensors provide the platform with the necessary crop inspection data for stress detection, early disease detection, and more.

The sensor requirements for the proposed platform are outlined in Table 2.2.

Table 2.2: Sensor requirements for proposed platform

<table>
<thead>
<tr>
<th>System</th>
<th>Sensor</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Navigation</td>
<td>Lidar</td>
<td>Front/back-mounted laser scanner that generates a point cloud.</td>
</tr>
<tr>
<td></td>
<td>IMU</td>
<td>Inertial measurement unit that provides acceleration/orientation data.</td>
</tr>
<tr>
<td></td>
<td>GPS</td>
<td>Positioning system that provides localization data.</td>
</tr>
<tr>
<td></td>
<td>RGB-D</td>
<td>UGV-mounted color/depth sensors to detect humans, etc.</td>
</tr>
<tr>
<td>Vision</td>
<td>RGB</td>
<td>Color cameras used to extract hyperspectral data and to detect objects/stresses</td>
</tr>
<tr>
<td></td>
<td>RGB-D</td>
<td>Arm-mounted color/depth sensor to capture geometries and RGB triplets</td>
</tr>
<tr>
<td></td>
<td>Thermal</td>
<td>Thermal camera used to detect heat stress and related data</td>
</tr>
<tr>
<td>Ground probe</td>
<td>Thermocouple</td>
<td>Type-K thermocouple to measure soil temperatures</td>
</tr>
<tr>
<td></td>
<td>UV/HDR</td>
<td>Light intensity sensors</td>
</tr>
<tr>
<td></td>
<td>TPH</td>
<td>Combined environmental sensor for temperature, pressure and humidity</td>
</tr>
<tr>
<td></td>
<td>Moisture</td>
<td>Capacitive soil moisture sensors</td>
</tr>
<tr>
<td>Battery</td>
<td>Charge sensor</td>
<td>Sensor to monitor battery charges</td>
</tr>
</tbody>
</table>
2.3 Experimental Prototype

An experimental prototype was developed in the Rutgers Robotics, Automation and Mechatronics (RAM) Lab as part of a sponsored research project funded by Siemens Corporate Technology. The prototype’s specifications were selected to satisfy the hardware and sensor requirements listed above. The sponsor was shown demonstrations of the manipulation and inspection subsystem at each project milestone.

A single-track bikebot base was chosen for the UGV base and designed and built by the RAM lab. A single-track robot was chosen because the target crops for the sponsored research project were row crops such as corn. A lightweight Jaco2 robot arm from Kinova was used to provide manipulation capabilities to the robot. A 3D-printed camera mount was designed to wrap around the KG-2 gripper that was attached to the Jaco2 arm. Fig. 2.1 shows the full mobile manipulator and camera suite.

A suite of sensors were attached to the camera mount to provide the mobile manipulator with phenotyping capabilities. Although the camera mount provides a brass-plated grid of mounting points, the prototype was designed to house two Point Grey industrial RGB cameras and a FLIR thermal camera on the top side, and an Intel Realsense RGB-D camera on the bottom side. The sides of the gripper were left free
to enable the fingers to open and close. The RGB-D camera was connected to the on-board computer via USB, whereas the remaining cameras were connected via ethernet using the on-board router and switch. Fig 2.2 shows a schematic of the camera mount.

![Camera Mount Schematic](image1)

Figure 2.2: 3D-printed camera mount installed onto the KG-2 gripper. Several cameras can be mounted onto the gripper to provide phenotyping capabilities to the mobile manipulator.

A ground probe was also prototyped for use with the Kinova arm and KG-2 gripper. The ground probe housed several environmental sensors to capture temperature, humidity, barometric pressure and UV/HDR light conditions, as well as ground sensors to capture soil moisture and temperature. The probe was designed with an Arduino WiFi board to communicate with the on-board computer via wi-fi through the on-board router. Fig. 2.3 shows a schematic of the ground probe.

![Ground Probe Schematic](image2)

Figure 2.3: 3D-printed ground probe used to collect environmental and ground measurements.
2.4 System Dynamics

The system dynamics for the experimental prototype are useful for many planning and control applications, and form the basis for some of the predictive algorithms described in Chapters 4 and 5. In this section, we provide an overview of the dynamic models for the UGV and the UAV separately. Since the UGV dynamics are not a core part of this thesis, the derivations for any equations of motion are not provided here, and the readers are directed to the references provided within each subsection. However, the dynamics for the UAV are derived in full in this section, since they are a critical part of later chapters.

2.4.1 UGV dynamics

The dynamics of the bikebot UGV used in the experimental prototype are detailed in the work by Gong et al [237]. A quick summary of the results is provided below, but is not considered within the scope of this thesis in general otherwise. A simplified UGV model used for multi-robot simulations and the omni-directional UGV model used for in-lab experiments are provided below the bikebot model for reference and comparison.

Bikebot

The bikebot is a two-wheel steering, single-track robot with identical rear and front wheels. The system kinematics and dynamics are described in [237] using front and rear contact points $C_1$ and $C_2$, respectively, as shown in Fig. 2.4. Three coordinate frames are used in the modeling process: a ground-fixed frame $N(X,Y,Z)$, horizontal moving frame $R(x_r,y_r,z_r)$ with origin $C_2$ and x-axis $C_2C_1$, and a body-fixed frame

![Figure 2.4: (a) Single-track two-wheel steering bikebot developed in the Rutgers RAM Lab. (b) Schematic for the bikebot. (c) Back view of the rolling motion. (d) Top view.](image-url)

The bikebot is a two-wheel steering, single-track robot with identical rear and front wheels. The system kinematics and dynamics are described in [237] using front and rear contact points $C_1$ and $C_2$, respectively, as shown in Fig. 2.4. Three coordinate frames are used in the modeling process: a ground-fixed frame $N(X,Y,Z)$, horizontal moving frame $R(x_r,y_r,z_r)$ with origin $C_2$ and x-axis $C_2C_1$, and a body-fixed frame
The rolling motion dynamics are then derived via the Lagrangian method as

\[ M_a(q)\dddot{q}_a + C_a(q, \dot{q}) + G_a(q) = \tau + B_a(q)u, \]

where matrices \( M_a, C_a, G_a \) and \( B_a \) are functions of the overall coordinates \( q = [q_a^T, q_p^T]^T \) and its derivatives, \( q_a \) is the generalized coordinates for rolling motion, \( q_p \) is the bikebot pose coordinate, \( \tau \) is the torque, and \( u \) is the control input. Planar motion and stationary dynamics are derived similarly. An external/internal convertible controller is then designed for tracking and stationary stabilization. For further details, readers are referred to [237].

Three-wheeled omni-directional UGV

![Figure 2.5: A three-wheel omni-directional robot used for in-lab experiments. The robot is fitted with color stereo and RGB-D cameras. Vicon motion tracking cameras are used to validate the experimental result.](image)

Omni-directional UGVs allow greater flexibility in motion, but are unsuitable for field use in agricultural applications. The work in this thesis uses them in lieu of the bikebot for in-lab testing and validation for some of the vision and human-robot interaction algorithms. The robot models and low-level controllers for the omni-directional
UGVs used in this work are adapted from [238] with kinematic model

\[ \dot{q} = \Bar{B}(\theta)u, \quad \Bar{B}(\theta) = \begin{bmatrix} R_{\theta} & 0 \\ 0 & 1 \end{bmatrix}, \quad R_{\theta} = \begin{bmatrix} c\theta & -s\theta \\ s\theta & c\theta \end{bmatrix}, \]

(2.2)

where \( q = [x, y, \theta] \) are the generalized robot coordinates, \( \theta \) is the angle between the world-frame \( x \)-axis and the robot’s leading wheel, \( s\theta = \sin \theta, \ c\theta = \cos \theta \), and inputs \( u = [u_1, u_2, u_3]^T \) depend on wheel angular velocities \( \omega_1, \omega_2 \) and \( \omega_3 \) as \( u_1 = \frac{r\sqrt{3}}{3}(\omega_3 - \omega_2), \ u_2 = -\frac{2r}{3}(\omega_1 - \omega_2 - \omega_3), \ u_3 = \frac{r}{6r}(\omega_1 + \omega_2 + \omega_3) \). Additionally, \( \Bar{B}^T(\theta) = \Bar{B}^{-1}(\theta) \).

**Simulated UGV**

The final robot model used in this thesis is the differential drive Clearpath Husky provided with ROS. The simulated robot approximately follows the model described by Lavalle [239],

\[ \begin{align*}
\dot{x} &= \frac{r}{2}(u_l + u_r) \cos \theta \\
\dot{y} &= \frac{r}{2}(u_l + u_r) \sin \theta \\
\dot{\theta} &= \frac{r}{L}(u_r - u_l),
\end{align*} \]

(2.3) \hspace{1cm} (2.4) \hspace{1cm} (2.5)

where robot coordinates are given as \( \mathbf{x} = [x, y, \theta]^T \), \( L \) is the wheelbase, \( u_l \) is the left wheel’s angular velocity, \( u_r \) is the right wheel’s angular velocity, and \( r \) is the radius of the wheel. Tracking controllers are provided by Clearpath as part of the ROS package and emulate the behavior of the physical robot.

**2.4.2 UAV dynamics**

In this section, we present a model for the multirotor UAV that comprises the second half of the proposed UGV-UAV inspection platform. The dynamics of a multirotor UAV are driven primarily by aerodynamic forces and interactions induced by the movement of each rotor. In this section, we outline a quaternion-based formulation for the rigid body dynamics and the associated aerodynamics of a generalized multirotor.
Rigid Body Dynamics

Let $\mathcal{O}$ be the inertial world frame with unit axes $\{\hat{x}, \hat{y}, \hat{z}\}$, and let $\mathcal{B}$ be the body frame with unit axes $\{\hat{b}_1, \hat{b}_2, \hat{b}_3\}$. Denote the state of the multirotor in frame $\mathcal{O}$ as $x = [\xi^T, q^T, v^T]^T$, with position vector $\xi \in \mathbb{R}^3$, velocity vector $v \in \mathbb{R}^3$, and orientation quaternion $q \in SU(2)$, where $SU(2)$ is the special unitary group of degree 2. The world frame state derivative is thus denoted as $\dot{x} = [\dot{\xi}^T, \dot{q}^T, \dot{v}^T]^T$, with linear velocity vector $\dot{\xi}$, linear acceleration vector $\dot{v}$, and quaternion derivative $\dot{q}$ tied to body frame angular velocity vector $\dot{w}$ via rigid body dynamics

$$
\dot{\xi} = v, \quad \dot{q} = -\frac{1}{2} \begin{bmatrix} 0 \\ w \end{bmatrix} \otimes q, \quad \dot{v} = q \otimes F \otimes q^* - mg \hat{z},
$$

(2.6)

where $F$ is the body frame vector sum of all body and surface forces except gravity, $-g \hat{z}$ is the gravity vector, $\otimes$ is quaternion-vector multiplication using skew-symmetric matrices (see [240]), and $q^*$ is the conjugate of $q$. The time derivative of $w$ is defined via body frame torques $\tau = [\tau_1, \tau_2, \tau_3]^T$ as

$$
\dot{w} = I_o^{-1} \tau - I_o^{-1} [w \times (I_o w)],
$$

(2.7)

where $I_o$ is the $3 \times 3$ inertia matrix. More detailed derivations of the rigid body dynamics in (2.6)–(2.7) can be found in [241,242]. [240] includes a review of quaternion math.

Aerodynamics

Total body-frame forces $F$ and torques $\tau$ are dominated by rotor-induced aerodynamic forces such as rotor thrusts and torques, as well as external aerodynamic forces such as winds and gusts. Accordingly, $F$ and $\tau$ can be further broken down as

$$
F = T_{total} + F_{ext} + \delta F,
$$

(2.8)

$$
\tau = \tau_{total} + \tau_{ext} + \delta \tau,
$$

(2.9)
where $T_{\text{total}}$ and $\tau_{\text{total}}$ are the total rotor thrusts and torques, $F_{\text{ext}}$ and $\tau_{\text{ext}}$ are unmodeled or external forces and torques, and $\delta_F \sim \mathcal{N}(0, \sigma_F^2 I)$ and $\delta_\tau \sim \mathcal{N}(0, \sigma_\tau^2 I)$ are noise terms with variances $\sigma_F^2$ and $\sigma_\tau^2$, respectively.

$T_{\text{total}}$ and $\tau_{\text{total}}$ for a hovering multirotor can be calculated based on the multirotor’s configuration. In this thesis, we assume the rotors are evenly distributed about $\hat{\mathbf{b}}_3$, i.e., for a multirotor with $n$ rotors, rotor $i$ is placed at body-frame position

$$
\mathbf{b}_{ri} = R[\cos \alpha_i, \sin \alpha_i, 0]^T, \quad \alpha_i = \frac{2\pi}{n} - \frac{\pi}{8}, \quad i = 1, \ldots, n,
$$

(2.10)

where $R$ is the distance from the center of the body frame to the center of the rotor.

Per the blade element momentum (BEM) theory, the thrust and reaction torque produced by a free-standing rotor is given by the lumped-parameter models (see [241] for details), namely,

$$
T_i = c_T \omega_i^2, \quad \tau_i = S_i c_\tau \omega_i^2, \quad S_i = (-1)^i
$$

(2.11)

respectively, where $\omega_i$ is the rotor angular velocity, $c_T$ is thrust coefficient, $c_\tau$ is the reaction torque coefficient, and $S_i$ denotes the direction of rotation for rotor $i$. The corresponding total body frame thrust is

$$
T_{\text{total}} = \sum_i T_i \hat{\mathbf{b}}_3 = c_T \sum_i \omega_i^2 \hat{\mathbf{b}}_3,
$$

(2.12)

and the body frame torques are

$$
\tau_{\text{total}} = \begin{bmatrix} \tau_1 \\ \tau_2 \\ \tau_3 \end{bmatrix} = \begin{bmatrix} \sum_i (\hat{\mathbf{b}}_2 \cdot \mathbf{b}_{ri}) c_T \omega_i^2 \\ \sum_i (-\hat{\mathbf{b}}_1 \cdot \mathbf{b}_{ri}) c_T \omega_i^2 \\ \sum_i S_i c_\tau \omega_i^2 \end{bmatrix}.
$$

(2.13)

Non-hover aerodynamics are more complex and depend on the rigid body dynamics of the multirotor. In particular, near-surface aerodynamic effects depend on the pose and velocity of the multirotor, in addition to several other environmental parameters.
2.5 Software Architecture

The system presented in this thesis consists of many complex components that need to operate together autonomously and continuously. The software required to handle the communication between these components and the storage models needed to store the large amount of data produced by the components is similarly complex. In the remainder of this section, we provide an overview of the software architecture that enables autonomous robotic inspections. We further include the communication and storage models and component-level details for a proof-of-concept implementation of this architecture based on the Robotic Operating System (ROS) [243].

2.5.1 Overview of software architecture

First, we describe the overall architecture that would be necessary for a fully-integrated robotic inspection solution. The goal of such an architecture is to organize the dataflow between the respective system components and to create a streamlined management toolchain for the end users, which is both an information technologies challenge and an operational technologies challenge, in addition to the inherent robotics and controls challenges. Fig. 2.6 shows the system architecture for an industrial solution to these challenges. The overall architecture includes components to store and manage the large amounts of data generated by the robots, as well as components that manage robot planning and control, all of which must run in parallel and exchange data in real time.

In this thesis, we build a proof-of-concept implementation of the proposed architecture using open-source components provided by the ROS community. The individual components of the architecture are implemented as ROS nodes that communicate through a common (and distributed) network that uses ROS middleware to transport large amounts of data efficiently through a topic-based pub/sub model. Fig. 2.7 shows ROS architecture corresponding to the algorithms and methods described in the remainder of the thesis. We follow the ROS conventions of transporting data through topics, executing short-lived and on-demand calculations through services, and executing long-lived or time-intensive calculations through actions.
Figure 2.6: System architecture for a distributed multi-robot inspection system. The business logic for the system is handled by an on-premise industrial PC, while low-level controls and data collection is handled by on-board computers installed onto each robot.
Figure 2.7: Node diagram for the ROS implementation of the proposed software architecture.
The components used in our proof-of-concept implementation are oftentimes developed by university researchers who do not plan on productizing the packages that make up these components. The implementation detailed in this section is therefore only meant to demonstrate the feasibility of the overall architecture. We note that an industrial implementation of this architecture would likely utilize different communication protocols and non-ROS components.

2.5.2 Communication and storage models

Inter-module communications are handled exclusively through ROS. This simplifies inter-module communications, as ROS includes a publisher-subscriber data transport model based on TCP/IP or UDP. ROS also provides straight-forward settings and tools for inter-device communications through its ROS-master architecture, where one device can act as the gateway between several devices on the same network. In this way, the ground probe can be connected directly with the GPU-accelerated on-board computer and the controllers. This also makes inter-robot communications simple, and provides an effective method of recording all data on a single ground control station.

2.5.3 Component-level details

Each component is designed as a ROS node with accompanying topics, services and internal data structures. The mapping and navigation modules can therefore operate effectively independently from the vision and reconstruction modules, since each node acts as a separate program with potentially multiple threads. Another benefit of this structure is that certain GPU and memory heavy modules can be put to sleep to conserve battery power or awoken to perform on-demand calculations. The entirety of this program flow can be controlled through ROS. A component-by-component description for the nodes developed for the work presented in this thesis is provided below.

Mission Coordinator

The Mission Coordinator node keeps track of each robots mission, scan target and target pose. It creates mission plans by querying the various planner and allocation
nodes.

**UAV Optimal Trajectory**

The UAV optimal trajectory node uses a model predictive control based planner to generate desired UAV trajectories based on target poses provided by the Mission Coordinator node.

**UGV Human-Aware Multi-Robot Planner**

The UGV Human-Aware Multi-Robot Planner node uses a multi-robot planner to generate desired UGV trajectories based on target poses provided by the Mission Coordinator node.

**Multi-Robot Task Allocation**

The Multi-Robot Task Allocation node provides an allocation service that queries the current state of each robot and generates an optimal task allocation for the robot group as a whole.

**3D Hyperspectral Reconstruction**

The 3D Hyperspectral Reconstruction node stores and processes camera images and generates 3D hyperspectral point cloud reconstructions of the scene from these images.

**Next-Best-View Planner**

The Next-Best-View Planner node provides an optimal view selection service that queries the current state of a single robot, the state of its scan target, and the current reconstruction state for the target, and generates an optimal next-best-view for the robot.
2.6 Conclusion

This chapter presented a cooperative UGV-UAV platform for robotic crop inspection missions. The hardware requirements for such a platform were identified as an autonomous UGV that carries a large battery, an IPC, a light-weight robot arm, and a vision system mounted onto the end effector of the robot arm, and a UAV that carries downward-facing cameras for imaging, localization and coordination. An experimental platform matching these specifications was developed, and the system dynamics were derived for normal operation. The software architecture for a multi-robot, distributed inspection system was described both in terms of communication and storage models, and in terms of component-level details. A ROS-based framework was proposed to make subsystem integration easier.

The overall goal of this chapter was to develop a platform suitable for multi-robot crop inspections. The details presented in this chapter are therefore the basis for the remaining developments in this thesis, and each chapter deals with a different challenge related to the cooperative inspection platform. For example, the methods used to process the real-time data generated by the arm-mounted cameras are discussed further in Chapter 3. The proposed platform also combines the aerial capabilities of a multi-rotor UAV and the versatility and carrying capacity of a UGV. The associated cooperative planning and control problems are discussed in Chapters 4 and 5, respectively. The design of the UGV and the vision system also offer operational flexibility. We investigate this flexibility in Chapter 6 in the context of human-robot interactions and expert-guided inspections. All of these developments presuppose the UGV-UAV platform presented in this chapter.
Chapter 3

Robotic Crop Evaluations using 3D Hyperspectral Scans

3.1 Introduction

Robotic crop evaluations are central to PA methodology. Mobile robots equipped with vision sensors are used extensively for high-throughput, close-up crop inspections, and modern data management techniques have been developed to store and use the data generated by these robots for continuous and site-specific crop evaluations. In particular, modern phenotyping systems use hyperspectral imaging to detect plant stresses and diseases and 3D reconstruction methods to perform traditional phenotyping (e.g., determination of the plant’s height). However, state-of-the-art robotic crop inspection methods treat hyperspectral imaging and 3D reconstruction as separate workflows when in fact they are two facets of the same workflow, i.e. the generation of a 3D model from spectral data captured by the on-board cameras. Furthermore, the morphology of a plant informs the spectral analysis and vice versa; it is impossible to separate the two facets when surface generation relies on how light is reflected off of the plant’s surface and the determination of the reflective properties of the plant relies on knowledge of its surface geometry. This is a fundamental gap in the state-of-the-art for crop inspections, and limits how crop data is collected in today’s systems. The next generation of robotic crop evaluation systems must therefore stand on two pillars: 1) an efficient scanning method to generate accurate phenotyping data, and 2) a robust evaluation method to complete the evaluation workflow. In this chapter, we introduce novel reconstruction methods and algorithms to perform 3D hyperspectral scans of single plants, and we further demonstrate the versatility of 3D hyperspectral reconstructions for downstream phenotyping tasks such as classification and metric calculations (e.g., canopy coverage). While these developments do not constitute a product-grade robotic crop
evaluation solution, they do form a cohesive and end-to-end crop evaluation pipeline and demonstrate the viability of the overall approach.

The main contributions of this chapter are a new field auto-calibration method using spectral decomposition, a novel multi-view hyperspectral reconstruction technique and information gain metric, a novel next-best-view selection algorithm, and a classification model based on latent space spectral representations. The contributions are presented in this order because each development informs subsequent developments, e.g., the reconstruction technique and information gain metric are used to develop the next-best-view algorithm, and so on. The field auto-calibration method addresses the need for an automated camera and light calibration method, e.g., due to changing outdoor lighting conditions, which is a shortcoming in most long-term field imaging methods. This shortcoming is typically addressed by adding strong artificial lights to the capture system or by controlling the scan environment through light boxes or shelters. In contrast, the calibration method developed here allows the robot to take images under arbitrary lighting conditions and removes the need for these additional steps. The 3D hyperspectral reconstruction method then uses the calibrated camera and light data to extract spatial and spectral information from multiple camera views. Unlike other multi-view reconstruction methods, the method presented in this chapter considers the effects of wavelength-based reflectances, and greatly reduces later computational burden by converting raw spectral curves to basis coefficients via spectral decomposition. Reconstructions created using this method also capture statistical information about the spectral reconstruction and are used to derive metrics such as the reconstruction confidence. Like all multi-view reconstruction methods, the reconstruction method presented in this chapter also requires the robot to take images from multiple views (i.e., end effector poses), so a next-best-view method is developed to determine these views. An approximate next-best-view sequence is found using a small subset of all possible views, and a method to incrementally improve the sequence through local refinement is proposed. The refined sequence is then used to reconstruct the plant. Finally, the reconstruction results are used to determine plant health using a deep neural network.
The rest of the chapter is organized as follows. The imaging model is detailed in Section 3.2. A novel spectral calibration method is described in Section 3.3. The inspection problem is then formalized in Section 3.4 using a probabilistic description of the surface shape and reflectance for the target crop. A 3D hyperspectral multiview reconstruction method is then proposed in Section 3.5, and a next-best-view method is proposed in Section 3.6 to improve the acquisition speed and quality for these reconstructions. A hyperspectral classification method is presented in Section 3.7. Experimental and simulation results are presented in Section 3.8. Finally, a concluding summary is presented in Section 3.9.

3.2 Multi-Camera Hyperspectral Imaging Model

Digital cameras capture images by converting incoming electromagnetic (EM) radiation into electrical signals. These signals are generated when photons hit the sensor elements, and the strength of the signal is dependent on both the frequency of the photon, which corresponds to a single wavelength in the EM spectrum, and the quantum efficiency of the sensor element, which measures the ratio of incident photons that are converted to photoelectrons for each wavelength. Since quantum efficiencies are wavelength-dependent, imaging sensors will produce different signals depending on both the photon composition of incoming light, and the types of sensor elements that were used to build the sensor. Sensors built with different sensor elements (e.g., elements sensitive to visible light versus elements sensitive to infrared light) will therefore generate images with different pixel intensities for the same scene. Arrays of sensor elements of different types are used to capture multiple regions (i.e., bands) of the electromagnetic spectrum, thus creating images with multiple channels (e.g., red, green and blue channels corresponding to the red, green and blue regions of the visible spectrum). The sensitivity curve of each channel is thus proportional to the quantum efficiencies for the corresponding sensor elements. The goal of hyperspectral imaging is to capture a separate image channel every 1–4 nm in the visible and near-infrared regions of the EM spectrum.

In this section, we describe the underlying model that enables hyperspectral imaging
using color cameras. First, a lighting model is outlined in which the photon distribution of the light is described as a wavelength-dependent curve. Second, a reflection model is introduced to capture how light reflects off of common plant surfaces such as leaves. Third, a camera model is selected to describe how the light coming from the plant is converted to an image. Lastly, the lighting, reflection and camera models are combined into a single multi-camera hyperspectral imaging model.

3.2.1 Lighting Model

Light is electromagnetic radiation with wavelengths in the visible part of the EM spectrum (VIS) corresponding to roughly 400–750 nm. Hyperspectral imaging additionally includes lower frequency near-infrared (NIR) radiation corresponding to roughly 750–1500 nm, or higher frequency ultraviolet (UV) radiation corresponding to roughly 200–400 nm. The vast majority of agricultural hyperspectral sensors capture data in the 400–1000 nm range (VNIR or VisNIR).

These wavelengths correspond to the energy of the photons emitted by the light source through the photon energy equation, \( E = \frac{hc}{\lambda} \), where \( h \) is Planck’s constant, \( c \) is the speed of light in a vacuum, and \( \lambda \) is the wavelength of the photon. The energy ranges of the emitted photons are a direct result of the light source itself — light generated via stimulated emissions (i.e., lasers) are typically composed of photons that have a specific wavelength, whereas lights generated via complex chemical and physical processes (e.g., solar light) are typically composed of photons that correspond to a broader spectrum. Since pure reflections (i.e., elastic scattering without luminescence or iridescence) do not change the wavelength of reflected photons, the spectral signature of the light (i.e., distribution of emitted photons across all wavelengths) will have a direct effect on hyperspectral imaging results. That is, if the light source does not generate much light in the 400–500 nm range, it will be difficult to analyze the plant’s reflective properties in that range since there are fewer photons being emitted with those wavelengths. It is therefore critical to determine the distribution of wavelengths for the light source.

In hyperspectral imaging, the concentration of photons emitted from the light source
(i.e., radiant flux) as a function of wavelength is called the spectral power distribution (SPD), which is defined as

\[
s(\lambda) = \frac{\partial^2 \Psi}{\partial A \partial \lambda},
\]

(3.1)

where \( \Psi \) is the radiant flux, \( A_\Psi \) is the area of integration, and \( \lambda \) is the wavelength, and is used to describe both the luminance (i.e., brightness) and chromacity (i.e., color) of the light source. Light that is incident on a plant’s surface is similarly described using SPDs, and different light sources produce different hyperspectral images unless the images are corrected to remove the luminance and chromacity effects of the light source (e.g., via calibration). An ideal light source for hyperspectral imaging will therefore have a high-energy, broadband SPD, thus ensuring high signal to noise ratios for all wavelengths.

### 3.2.2 Reflectance Model

The reflectance of a surface describes the ratio of incident light that gets reflected off of the surface rather than getting absorbed or transmitted by the surface, i.e.,

\[
R = \frac{\Phi_r}{\Phi_i},
\]

(3.2)

where \( R \) is the reflectance, \( \Phi_i \) is the radiant flux that is incident on the surface, and \( \Phi_r \) is the radiant flux that is reflected off of the surface. For opaque surfaces, it is observed that reflectances depend on the angles of the incoming and reflected rays and the SPD of the light source. The function that captures this relationship is called the bidirectional reflectance distribution function (BRDF), which replaces (3.2) as

\[
R = f_r(\omega_i, \omega_r, x, \lambda),
\]

(3.3)

where \( \omega_i \in \mathbb{R}^2 \) is the direction of incoming light, \( \omega_r \in \mathbb{R}^2 \) is the direction of reflected light, \( x \in \mathbb{R}^2 \) is the point of reflection on the plant’s surface, and \( \lambda \in \mathbb{R} \) is the wavelength of the incoming light. We assume that \( x \) sits on a two-dimensional manifold \( S \) defined...
Figure 3.1: (a) The Phong reflection model. Direction vectors $\mathbf{\hat{L}}$ and $\mathbf{\hat{V}}$ are dependent on the position of the light and the viewer, respectively, while $\mathbf{\hat{N}}$ depends on the point of reflection. (b) Example of specular reflections on a pepper plant, where the plant surface looks whiter due to direct reflections.

by the object’s surface, i.e. $x \in S \subset \mathbb{R}^2$, and $\omega^d_e$ and $\omega^s_e$ are described in a coordinate system defined by the surface normal, tangent and cotangent vectors at $x$, so $R$ is described fully by seven variables (two azimuth angles, two zenith angles, two manifold coordinates, and a wavelength). In the case of plants with waxy leaves, the BRDF is phenomenologically described using a Phong reflection model [244], which prescribes three reflectance components to the total illumination: the ambient, which describes reflections due to light that is identically incident on all points along $S$, the diffuse, which is reflected identically for all $\omega^d_e$, and the specular, which captures angle-dependent highlights that are most intense when $\omega^s_e$ is equal to the reflection of $\omega^d_e$ about the surface normal at $x$. Under the Phong reflection model, the illumination reflected from $x$ toward a viewer (or sensor) at $v_e$ is given as

$$I_p(x, v_e, \lambda) = k_a(\lambda)i_a(\lambda) + \sum_{j=1}^{N_l}[k_d(\lambda)(\mathbf{\hat{L}}_j \cdot \mathbf{\hat{N}})i_{j,d}(\lambda) + k_s(\lambda)(\mathbf{\hat{R}}_j \cdot \mathbf{\hat{V}})^\alpha i_{j,s}(\lambda)], \quad (3.4)$$

where $k_a(\lambda)$ is the ambient reflection coefficient, $k_d(\lambda)$ is the diffuse reflection coefficient, $k_s(\lambda)$ is the specular reflection coefficient, $i_a(\lambda)$ is the incident ambient illumination, $i_{j,d}(\lambda)$ is the incident diffuse illumination from light $j$, $i_{j,s}(\lambda)$ is the incident specular illumination from light $j$, $\alpha$ is the specularity constant, $\mathbf{\hat{L}}_j$ is the direction vector from $x$ to light $j$, $\mathbf{\hat{N}}$ is the surface normal at $x$, $\mathbf{\hat{R}}_j$ is the reflection of $\mathbf{\hat{L}}$ about $\mathbf{\hat{N}}$, and $\mathbf{\hat{V}}$ is the direction vector from $x$ to the viewer (or sensor). Fig. 3.1 shows a diagram of
If most of the illumination comes from a single light source and if specular reflectances are constant for all wavelengths, the BRDF defined in (3.3) is simplified using the Phong reflection model in (3.4) as

\[
R(x, v_c, \lambda) = k_d(\lambda)(\hat{L} \cdot \hat{N}) + k_s(\hat{R} \cdot \hat{V})^\alpha,
\]

such that \(I_p(\lambda) = k_a i_a(\lambda) + R(x, v_c, \lambda)s(\lambda)\), where \(s(\lambda)\) is the SPD.

### 3.2.3 Camera Model

Consider a system that contains a set of cameras \(C = \{C_1, C_2, \ldots, C_{N_c}\}\), where \(C_i\), \(i = 1, \ldots, N_c\), are single-channel 2D cameras. For cameras that capture more than one channel, such as RGB cameras which capture three separate bands in the red, green and blue parts of the visual spectrum, each channel can be represented by a co-located single-band virtual camera. We denote the known coordinate transformations between the base frame \(B\) and the sensor frames \(C_i\), \(i = 1, \ldots, N_c\), that are attached to \(C_i\) at any time as \(C_i T_B\). Virtual cameras that correspond to a multi-channel camera have identical coordinate transformations. Fig. 3.2 illustrates the configuration of a typical inspection scene.

[Figure 3.2: A typical scene for the NBV planning task. Cameras are fixed to a mounting system and pointed toward the object, capturing the images on the left. Illumination is provided by lights \(l_1\) and \(l_2\).]
We use the pinhole camera model [245], where the projection of a 3D point in the scene onto the 2D image is obtained as \( \tilde{m} = P \tilde{x} \), with \( P \) calculated from the intrinsic and extrinsic camera matrices, and where \( \tilde{m} = [m^T 1]^T = [u \, v \, 1]^T \) is the homogeneous image coordinates corresponding to the homogeneous scene coordinates \( \tilde{x} = [x^T 1]^T = [x \, y \, z \, 1]^T \). The cameras are assumed to have zero axis skew and are calibrated so that their intrinsic and extrinsic matrices are known. Other models [246, 247] can also be used, as long as there exists a function \( P \) that is a bijective mapping.

We modify the model in [248] to describe the image captured by each camera. Particularly, we assume a Phong surface as shown in Fig. 3.1 to capture the sheen on plant leaves. The intensity captured by camera \( C_i \) at \( m \) is

\[
p_i(m) = \int_{L_i} c_i(\lambda) \sum_j I_p(x_j, m, \lambda) \, d\lambda,
\]

where \( L_i \) is the support of \( C_i \)’s spectral sensitivity curve \( c_i(\lambda) \), and \( I_p(\lambda, x_j) \) is the Phong illumination from light source \( l_j \) reflected off the object at \( x_j \) towards \( m \). Illumination from self-emittance (i.e., thermal radiation) is approximately modeled using the diffuse term. Due to the aforementioned bijective mapping assumption, at most one non-trivial \((x_j, C_i)\) pair exists for each \( m \) and therefore, \( x_j = x \) for any \( j \).

We define a view \( v \) for a group of heterogeneous sensors using the pose of the base frame \( B \) with respect to the world frame \( O \) as \( v = (B^T_O, K_2, \ldots, K_N) \), where \( K_i \) is the intrinsic matrix for camera \( C_i \). We define a point \( x \) to be within a camera’s field of view if its projection \( m \) onto the image plane falls within the bounds of the camera’s sensor. For the pinhole camera model used here, this is equivalent to \( x \) being inside a viewing frustum defined by a pyramid that projects outward from the camera. We further define a point \( x \) on a surface to be occluded with respect to camera \( C_i \) if a ray cast from \( C_i \) towards \( x \) intersects any other surfaces before reaching \( x \), and say that \( x \) is un-occluded otherwise. For a point \( x \) to be visible to \( C_i \), it must be both within \( C_i \)’s field of view, and be un-occluded with respect to \( C_i \). Note that we ignore illumination when defining visibility here.
3.3 Camera Spectral Calibration Method

Camera calibration is a critical part of the spectral reconstruction process. This section first presents a review of the typical calibration workflow for outdoor hyperspectral imaging using a spectroradiometer or hyperspectral camera as shown in Fig. 3.3a, in which calibrated white tiles are used to determine light SPDs before each series of images. The primary development of this section is a novel method to determine camera sensitivity curves and light SPDs from RGB images of a reference color chart as shown in Fig. 3.3b, which is a crucial development for fast, automated field calibration of arbitrary color cameras [249].

3.3.1 Ground Truth Curve Calculation

SPDs are typically measured in a controlled settings using spectroradiometers, which measure radiant flux as a function of wavelength $\lambda$. Spectroradiometers are calibrated devices that take the connected optics into account when calculating spectral curves. Given a calibrated light source (i.e., with a known SPD), camera sensitivities can be calculated by placing a monochromator between the calibrated light source and the target camera. The sensitivity curve is then determined by sweeping through the wavelength range of the monochromator and recording sensor responses (i.e., image intensities).

Given a calibrated hyperspectral camera (i.e., a camera with known $c(\lambda)$) that
produces irradiances $I_{HSI}(\lambda) = c(\lambda)s(\lambda)r(\lambda)$, reflectances are calculated as

$$r(\lambda) = \frac{r_0(\lambda)I_{HSI}(\lambda)}{I_0(\lambda)},$$

(3.7)

where $I_0(\lambda)$ is the irradiance for a 95% reflectance calibration tile as recorded by the camera. Thus, the 95% reflectance calibration tile will yield $r(\lambda) = r_0(\lambda) = 0.95$ if scanned again after initial calibration, since $I(\lambda) = I_0(\lambda)$. The ground truth SPD $l'(\lambda)$ and camera sensitivity $c'(\lambda)$ are then calculated per wavelength using the initial calibration $(r_0(\lambda), I_0(\lambda))$ and new reflectance measurement $r'(\lambda)$. This process is the same for field calibration, but unlike laboratory conditions, light SPDs in the field are dependent on highly-variable solar fluxes and cloud covers throughout the day. As a result, the calibration procedure must be repeated at certain intervals to ensure that hyperspectral data collected throughout the day are comparable.

### 3.3.2 Field Auto-Calibration via Spectral Decomposition

Light SPDs and camera sensitivities can also be calibrated in the field using raw red, green, blue triplets captured by uncalibrated color cameras [249]. It is a well-known fact of spectral theory that any given function $f$ in a Hilbert space $\mathcal{H}$ can be represented exactly as a projection onto an orthonormal basis $b_1, ..., b_{N_b}$ plus a residual $R$, i.e. $f = k^T b + R$, where $b = [b_1, ..., b_{N_b}]^T$ is a column vector of basis functions and $k = [k_1, ..., k_{N_b}]$ is the basis coefficient vector. Since the span of $b$ forms a subspace $\mathcal{G}$ of $\mathcal{H}$, the projection $\hat{f} = k^T b$ is unique and $R$ lies in an orthogonal space $\mathcal{G}^\perp$. This concept extends to function spaces so that $f : \Lambda \rightarrow \mathbb{R}$ is represented exactly as $f(\lambda) = k^T b(\lambda) + R(\lambda)$, and can be used to describe SPDs, sensitivities and reflectances as basis projections.

We first assume that all variables are dependent on wavelength $\lambda$, and we define a tensor of reflectance coefficients $(k_{\nu,q})_{\Lambda}(\lambda)$, where $q = a, d, s$ represents the ambient, diffuse and specular components, respectively. For each combination of lights $\Lambda$, a vector of spectral power distribution (SPD) functions $(s_\nu)_\Lambda$ is constructed. The tensor
of intensities incident at the camera is therefore

\[ (I_{v,c,\nu})_\Lambda(\lambda) = (r_{v,c,\nu,l})(\lambda)\bar{x}_n(\mathbf{s}_l)_\Lambda(\lambda), \]  

(3.8)

where \( \bar{x}_n \) is the mode-n tensor product with a vector. The reflectance tensor \( (r_{v,c,\nu,l})(\lambda) \) is defined element-wise as

\[ (r)_{v,c,\nu,l}(\lambda) = (v_q)_{v,c,\nu,l} \cdot (k_q)_{\nu}(\lambda), \]  

(3.9)

where the view coefficients are \( (v)_{v,c,\nu,l,q} = 1 \) if \( q = a \); \( \hat{L}_{\nu,l} \cdot \hat{N}_\nu \) if \( q = d \); or \( (R_{\nu,l} \cdot \hat{V}_{v,c,\nu})^\alpha \) if \( q = s \). \( \hat{L}_{\nu,l} \) is a unit vector from \( \nu \) to \( l \), \( \hat{N}_\nu \) is the normal vector at \( \nu \), \( \hat{R}_{\nu,l} \) is the reflection of \( \hat{L}_{\nu,l} \) along \( \hat{N}_\nu \), and \( \hat{V}_{v,c,\nu} \) is a unit vector from \( \nu \) to the center of \( c \) when viewed from \( v \); see Fig. 3.1, and \( \alpha \) is the material’s shininess constant.

Reflectances, camera sensitivity curves, and light SPDs are linearized via orthogonal projection onto bases \( B = \{b_{bk}\}_{bk=1}^{N_b}, \mathcal{G} = \{g_{bc}\}_{bc=1}^{N_g} \), and \( \mathcal{H} = \{h_{bs}\}_{bs=1}^{N_h} \), where \( N_b, N_g \) and \( N_h \) are the basis cardinality, respectively.

\[ (k)_{\nu,q}(\lambda) = (\rho_{bk})_{\nu,q}(b_{bk})(\lambda) + (R^{(k)})_{\nu,q}(\lambda), \]  

(3.10)

\[ (c)_{c}(\lambda) = (\kappa_{bc})_{c}(g_{bc})(\lambda) + (R^{(c)})_{c}(\lambda), \]  

(3.11)

\[ (s)_{l,\Lambda}(\lambda) = (\varsigma_{bs})_{l}(h_{bs})(\lambda) + (R^{(s)})_{l}(\lambda), \]  

(3.12)

where \( (\rho_{bk,\nu,q}), (\kappa_{bc,c}), \) and \( (\varsigma_{bs,l}) \) are projection coefficient tensors, and \( (R^{(k)}), (R^{(c)}), \) and \( (R^{(s)}) \) are the projection residual tensors for \( (k)_{\nu,q}, (c)_{c}, \) and \( (s)_{l} \), respectively.

The tensor of pixel intensities is then

\[ (P)_{v,c,\nu,\Lambda} = \int_{-\infty}^{\infty} (c)_{c}(\lambda) (I)_{v,c,\nu,\Lambda}(\lambda) \, d\lambda \]  

(3.13)

and is estimated after calibration using (3.8) and (3.9) as

\[ (\hat{P})_{v,c,\nu,\Lambda} = \int_{-\infty}^{\infty} (\hat{c})_{c}(\lambda)[(\hat{v}_{l,\nu,q})(\hat{k}_q)_{\nu}(\lambda))(\hat{s})_{l,\Lambda}(\lambda)] \, d\lambda, \]
where a hat indicates an estimate or projection. We then find coefficients that minimize projection residuals, i.e.

$$
(\rho)^*, (\kappa)^*, (\varsigma)^*, \alpha^* = \arg\min_{(\rho),(\kappa),(\varsigma),\alpha} \| (P_{v,c,\nu}) - (\hat{P}_{v,c,\nu}) \|^2_F,
$$

(3.14)

where $\| \cdot \|_F$ is the Frobenius norm.

Since $(P)_{v,c,\nu,\Lambda}$ has slice-wise form $c(\lambda)A_s(\lambda)$ in the $(c, \Lambda)$ axes, where $A$ is a matrix of known quantities calculated from the remaining axes of $(P)_{v,c,\nu,\Lambda}$, resolving the camera sensitivities under unknown lighting conditions requires solving a system of bilinear equations for each camera-light combination. In contrast to [248, 250], we assume tile reflectances are known, whereas SPD, sensitivity and object reflectances are all unknown. Lights are cycled on and off for each view to properly fill $(P_{v,c,\nu,\Lambda})$.

We use a Macbeth ColorChecker with known curves, $r_{\text{ref}}$ [251], and $B, G, H$, are determined via principle component analysis (PCA) with $N_b, N_g, N_h$ components, respectively. Thus, the only unknowns that remain in (3.14) during the calibration step are the camera and light basis coefficients $(\kappa_{bc,c})$ and $(\varsigma_{bs,l})$.

Tikhonov regularization is used to penalize large derivatives and thus produce smoother solutions [252]. We fix $(k_{q,\nu})$ for each patch as $r_{\text{ref}}$ for $q = d$ and 0 for $q = a, s$, and capture one view. To resolve sensitivities, data from all light combinations must be considered, and to resolve SPDs, data from all cameras must be considered. We therefore obtain

$$
(\hat{\kappa})_{c}^*, (\hat{\varsigma})_{l}^* = \arg\min_{(\kappa)_{c},(\varsigma)_{l}} \alpha_1 \Psi_1 + \alpha_2 \Psi_2 + \alpha_3 \Psi_3
$$

(3.15a)

s.t. $\Psi_1 = \sum_{c,\Lambda} \| (P_{c:c,\nu,\Lambda}) - (\hat{P}_{c:c,\nu,\Lambda}) \|^2_F$.

(3.15b)

$$
\Psi_2 = \sum_{c} \| W(\hat{g}_{\lambda,bk})(\kappa_{bk})_c \|^2
$$

(3.15c)

$$
\Psi_3 = \sum_{l} \| W(\hat{h}_{\lambda,bs})(\varsigma_{bs})_l \|^2
$$

(3.15d)

$$
0 \leq (\hat{g}_{\lambda,bk})(\kappa_{bk})_c \leq 1
$$

(3.15e)

$$
(\hat{h}_{\lambda,bs})(\varsigma_{bs})_l \geq 0
$$

(3.15f)
where $W$ is the difference matrix, and $\tilde{g}$ and $\tilde{h}$ are matrices of $\lambda$ sampled values of $g$ and $h$. (3.15a)-(3.15f) are solved via alternating least squares [248] with sub-optimizations

$$
(\hat{\kappa})^t_c = \arg\min_{(\hat{\kappa})_c} \alpha_1 \| (P)_{:,c,:,:} - (\hat{P})_{:,c,:,:} \bar{X}_1 (\kappa_{bk})_c \|_F^2 + \alpha_2 \| W(\bar{g}_{\lambda,bk}) (\kappa_{bk})_c \|_2^2 $$

s.t. $0 \leq (\bar{g}_{\lambda,bk}) (\kappa_{bk})_c \leq 1$, (3.16a)

where $(\hat{P})_{:,c,:,:} = \int_{-\infty}^{\infty} g_{bk}(\lambda) \otimes (I,,:,c,:) d\lambda$, and

$$
(\zeta)^t_l = \arg\min_{(\zeta)_l} \alpha_1 \sum_{l \in \Lambda_l} \| (P)_{:,l,:,:} \bar{X}_1 (\zeta_{bs})_l \|_F^2 + \alpha_2 \| W(\bar{h}_{\lambda,bs}) (\zeta_{bs})_l \|_2^2 $$

s.t. $(\bar{h}_{\lambda,bs}) (\zeta_{bs})_l \geq 0$, (3.17a)

with $(\hat{P})_{:,v,c,\nu,l} = \int_{-\infty}^{\infty} h_{bs}(\lambda) \otimes (\hat{c})_c(\lambda)(r)_{v,c,\nu,l}(\lambda) d\lambda$, and $\otimes$ as the tensor product.

The sub-optimizations are recast as constrained quadratic programs and solved using sequential least squares. Initial guesses are set to the closest known illuminant for $l$, and the camera averages for $c$. $\alpha$ is not a design variable here since diffuse reflections is assumed. We assume $G$ and $H$ sufficiently span the curve space and $(R^{(s)}) \approx (R^{(c)}) \approx 0$.

### 3.4 Formalization of the Inspection Task

3D hyperspectral scanning requires the determination of reflectance curves along an object’s surface, and comprises two connected but parallel processes: the creation of a 3D surface from sensor data, and the population of this surface with spectral data. In [253], we reconstruct the surface as a hyperspectral point cloud, which is similar to RGB point clouds used in most robotic applications in that the $xyz$-point cloud is matched to reflectance curves instead of RGB triplets. In that way, the reconstructed surface is represented by a series of points with position, normal, and spectral components. We choose hyperspectral point clouds for this task, as they are a canonical representation of the object surface, i.e., we can convert the hyperspectral point cloud back into 2D images, 3D color meshes, or other representations as needed for downstream applications, while also preserving the integrity of the underlying spectral and spatial data.
In this section, we formalize the inspection task by describing it in relation to a theoretical point cloud that perfectly captures the object’s surface, which we refer to as the ground truth hyperspectral point cloud (GT HSPC).

Given an object for which we have high-quality 3D scans (or meshes, in the case of simulated objects), the GT HSPC is generated by sampling a dense \( xyz \)-point cloud from the 3D scan using Poisson disk sampling. Hyperspectral data from low-specularity regions from multiple captures are then transferred onto the \( xyz \)-point cloud to generate the GT HSPC. Any new hyperspectral 3D reconstructions are then compared to this GT HSPC to determine how much of the GT HSPC data is present in the reconstruction.

A hyperspectral point cloud is said to be \textit{complete} if it corresponds vertex-to-vertex to the GT HSPC, including both surface vertex coverage (how much of the surface has been reconstructed) and the quality of per-vertex spectral information (how well the reconstruction captures the reflectance properties of the surface). More formally, we compare a set of reconstructed point cloud vertices \( V \) to the set of ground truth vertices \( V_0 \) from the GT HSPC by first determining a minimum weight matching \( M \) on a complete bipartite graph \( G = (V, V_0, E) \) where edge weights \( c_e \) for \( e \in E \) correspond to the Cartesian distances between the vertices connected by \( e \). We then cull \( E \) to create a matching \( M' \) so that only edges with \( c_e < c_{min} \) are selected, where \( c_{min} \) is a user-defined threshold. A subgraph \( G' = (V, V'_0, E') \) is then defined such that \( G \) is perfectly matched by \( M' \). The completeness of a reconstructed hyperspectral point cloud is then measured using this subgraph as

\[
\Xi(V_c) = \frac{1}{|V_0|} \sum_{\nu \in V} \left[ \frac{1}{\int_L d\lambda} \int_L \zeta(\lambda) d\lambda \right] \tag{3.18}
\]

The spectral gain (exploitation) terms in the completeness metric are assumed proportional to the spatial gain (exploration) terms. This implies that filling in unknown parts of the object for each camera is roughly equivalent to decreasing the overall spectral variance when the cameras are considered independently, that is, the summations in (3.18) are identically equal to 1 for all points and wavelengths. As such, we evaluate any candidate views by an approximate metric \( \Xi' \) and then reevaluate the top
performing candidates using the full completeness metric. We again parameterize $\Xi'$ by a matching between the ground truth point cloud and a point cloud $V_c$ as done for $\Xi$, and define it as

$$
\Xi'(\bigcup_i V_{c_i}) = \sum_{V_{c_i}} \frac{w(C_i)}{(N_c - 1)|V_0|}, \ i = 1, \ldots, N_c,
$$

(3.19)

This definition of completeness works equally well for unknown objects for which we do not have high-quality 3D scans, as long as completeness is taken as a relative measurement and not an absolute one. This is an important distinction in theory, but a moot one in practice, since we often determine when to stop collecting new data for reconstructions by observing the change in the IG, i.e. we stop collecting data if the reconstruction quality hasn’t changed much in the last couple of views. As such, we also propose the (practically) equivalent but less restrictive completeness metric

$$
\Xi = \frac{1}{A_S} \int_S \zeta_p \zeta_n \int_L \zeta_\lambda \ d\lambda \ dS,
$$

(3.20)

where $\zeta_p$ and $\zeta_n$ capture the uncertainty of the position and normal of each point along $S$ and are defined as

$$
\zeta_\lambda = \frac{1}{1 + \exp(-b(\lambda)\left[\sigma^2_p(\lambda) - (\sigma^2_p(\lambda) + \sigma^2_\lambda(\lambda))/2\right])},
$$

(3.21)

$$
b(\lambda) = \frac{2}{\sigma^2_p(\lambda) - \sigma^2_\lambda(\lambda)} \ln\left(\frac{1 - \varepsilon\Xi}{\varepsilon\Xi}\right).
$$

(3.22)

### 3.5 3D Hyperspectral Reconstructions

Reflectances, residuals and $\alpha$ are calculated by solving a three-step iterative optimization problem. At each step $t$, $(\mathbf{r}_{k,t,q})$ is estimated by fixing $(\mathbf{R}^{(k)})$ and $\alpha$, and solving

$$
(\hat{\mathbf{r}}_{k,q})^t = \arg\min \alpha_1 \| (\mathbf{P})_{:,1} \cdot \mathbf{r}_{k,t,q} - (\tilde{\mathbf{P}})^{(k)}_{:,1} \|_F
$$

$$
+ \alpha_4 \| W(\tilde{\mathbf{b}}_{\lambda,k})(\mathbf{r}_{bk,q})_\nu \|_F^2
$$

(3.23)

$$
\text{s.t. } 0 \leq (\tilde{\mathbf{b}}_{\lambda,k})(\mathbf{r}_{k})_\nu \leq 1.
$$

(3.24)
where the predicted intensity tensor is \( (\hat{P})^{(k)}_{v,c,\nu,\Lambda} = (\hat{P})_{v,c,\nu,\Lambda} + e_R \), with residual term \( e_R = \int_{-\infty}^{\infty} (\hat{c})(\nu) (\hat{\nu})(\lambda) \left( \hat{\nu}(\lambda) \right) d\lambda. \)

We assume residuals are Gaussian processes, such that for any given residual, \((R^{(k)})_{\nu,q}(\lambda) \sim GP(\mu((\rho)_{\nu,q}), k((\rho)_{\nu,q}, (\rho)_{\nu,q}')))\), with \( k(\rho, \rho') = \sigma_R^2 \exp(-\frac{1}{2l} \| \rho - \rho' \|^2) \), where \( \sigma_R^2 \) and \( l \) are design parameters for signal variance and length scale. The reflectance coefficients and residuals from Section 3.3.2 are used as training points \((\rho, R)\) for a Gaussian process machine learning (GPML) model \([254]\). The residuals are then updated based on the new reflectance coefficient estimate \((\hat{\rho})_{\nu,q}\) as

\[
(R^{(k)})_{\nu,q} = k_*^T (K + \sigma_R^2 I)^{-1} R, \tag{3.25}
\]

where \( k_* \) is the vector of covariances between \((\hat{\rho}_{bq})_{\nu}^t \) and \( \rho_T \), \( K \) is the training covariance matrix, and \( I \) is the identity matrix. Finally, \( \alpha \) is updated to minimize errors due to specularity, by fixing \((\rho)\) and \((R^{(k)})\) and minimizing

\[
\alpha^t = \arg\min_{\alpha} \sum_{v,c,\nu,\Lambda} \| (P) - (\hat{P})^{(\alpha)} \|^2 \tag{3.26}
\]

s.t. \( \alpha > 0 \)

where \((\hat{P})^{(\alpha)}\) is equivalent to \((\hat{P})\) with the specular term linearized using the first-order Taylor expansion \((v)_{v,c,\nu,\Lambda,s} \approx (a)\alpha^t + \ln(a) a^{\alpha^t} (\alpha - \alpha^t)\), \( a = (\hat{R}_{n}\hat{V}_{v,c,\nu}). \) Optimization steps are then repeated until convergence, or maximum number of iterations. Note that (3.26) requires data from multiple views to solve for the reflectances of each point.

### 3.6 Next-Best-View Planning

Efficient data collection is enforced by selecting spectrally-optimal NBV sequences that maximize the approximate completeness \( \Xi' \) of the HPSC while minimizing total capture time \( T \) across all views

\[
\nu^* = \arg\max_{\nu} \Xi'(\nu) - \alpha T(\nu), \tag{3.27}
\]
Figure 3.4: An illustration of the NBV procedure. (a) The space of all possible views is calculated as $V$. (b) A graph $G$ of neighboring views is calculated by sampling $V$. (c) $G$ is pruned to generate candidate views $V_C$. (d) An approximate NBV sequence is selected from $V_C$ as $V^\ast$.

where $\alpha_T \ll 1$ is a user-defined weighting factor.

We calculate spectrally-optimal next-best-views (SONBV) in a local, hierarchical fashion by first calculating a rough solution using a small, discrete subset of $V$, then iteratively following the local utility gradient around each view in $V$. Fig. 3.4 shows a step-by-step illustration of the procedure.

A sequence $V^\ast$ is optimal if it minimizes (3.27) with $T(V) = \sum_{u=1}^{N_v-1} [\tau(v_u, v_{u+1})]$, where $\tau(v_u, v_{u+1})$ is the time to complete a trajectory from $v_u$ to $v_{u+1}$ and is measured and tabulated a priori. The selection of $\alpha_T$ presents a trade-off between completeness and total trajectory time.

Spectrally-optimal NBV selection is a combinatorial problem [253]. Due to memory and runtime limitations, we first discretize $V$ as $\tilde{V}$ by uniformly sampling $V$, then store $\tau(v_u, v_{u+1})$ as a $|\tilde{V}| \times |\tilde{V}|$ matrix $T$. We then generate a graph $G$ with adjacency matrix $A_G$ as shown in Algorithm 1.

**Algorithm 1 Adjacency Matrix Calculation**

1: procedure ADJMAT($T$)
2: \[ A_G \leftarrow 1 - I, \ A'_G \leftarrow T \]
3: while $A_G \neq A'_G$ do
4: \[ A'_G \leftarrow A_G \]
5: for row in $T$ do
6: row$\leftarrow$ TRIMFARNEIGHBORS(row)
7: $A_G \leftarrow T \lor T^T$

A subgraph with $N_G$ maximally-distant nodes is then calculated to sufficiently cover $V$, as shown in Algorithm 2. In practice, we assume the configuration space for the
cameras is a manifold, which allows us to use fast marching farthest point sampling with distances between \((v_i, v_{i+1}) \in V\) as \(T\) instead of geodesic distances along the manifold. The result is compiled into a list of candidate views.

Algorithm 2 Generation of Candidate Views

Require:
\[
T: \text{Matrix of } \tau \\
N_G: \text{Desired graph size}
\]

1: procedure GENERATECANDIDATEVIEWS\((T, N_G)\)
2: \(V_C \leftarrow \emptyset, A_G \leftarrow \text{ADJMAT}(T)\)
3: \(P \leftarrow \text{SHORTESTPATHS}(T, A_G)\)
4: while \(|V_C| < N_G\) do
5: \(C \leftarrow \text{FARDESTNODE}(T, P)\)
6: \(V_C \leftarrow V_C \cup \{C\}\)

Algorithm 3 Approximate NBV Selection

Require:
\[
V_C: \text{List of candidate views} \\
N_v: \text{Sequence length}
\]

1: procedure APPROXSONBV\((V_C, N_v)\)
2: \(V^* \leftarrow \emptyset, J^* \leftarrow -\infty, V^{N_v} \leftarrow \text{PERM}(V_C, N_v)\)
3: for all \(V \in V^{N_v}\) do
4: \(\forall \leftarrow \text{CONSTRUCTCLOUD}(V)\)
5: \(\tau_{\text{tot}} \leftarrow \text{SUM}([\tau(V[i], V[i+1]) \text{ for } 1 \leq i < N_v])\)
6: \(J \leftarrow \Xi(V) - \alpha_T(\tau_{\text{tot}})\)
7: if \(J > J^*\) then
8: \(V^* \leftarrow V, J^* \leftarrow J\)

An approximate NBV sequence with maximal \(J\) is chosen from permutations (or traveling salesman solutions for combinations) of length \(N_v\) of \(V_C\) by approximating completeness and total travel time for each permutation. The approximate NBV method is summarized in Algorithm 3.

Sequence refinement is performed as in Algorithm 4, by iteratively evaluating combinations of jumps from \(u_v \in V^*\) to \(u'_v \in \tilde{V}\) for all \(u_v, u'_v \in \tilde{V}\) such that \(A_G(u_v, u'_v) \neq 0\).

This moves the optimal sequence along the (discrete) local cost gradient such that at each iteration \(i\), it is guaranteed that \(J(V_i) \leq J(V_{i+1})\). The search space with local refinement therefore includes any local maxima around \(V^*\), rather than being limited to the subset of \(V\) defined by \(\tilde{V}\).
**Algorithm 4 Local NBV Refinement**

**Require:**
- $V_C$: List of candidate views
- $\mathcal{V}$: Approximate NBV sequence

1. **procedure** $\text{RefinedSONBV}(V_C, \mathcal{V})$

2. \[ V^* \leftarrow \mathcal{V}, \mathcal{V}' \leftarrow \mathcal{V}, J^* \leftarrow J(\mathcal{V}), J' \leftarrow J^* + \varepsilon, u' \leftarrow \{} \]

3. **while** $J' > J^*$ and $i++ < i_{\text{max}}$ **do**

4. \[ J^* \leftarrow J', \mathcal{V}^* \leftarrow \mathcal{V}' \]

5. **for** $u_v \in \mathcal{V}$ **do**

6. \[ \text{for } u'_v \in \mathcal{V}' \text{ do} \]

7. \[ \text{if } A_G(u_v, u'_v) \neq 0 \text{ then} \]

8. \[ u'[u_v].\text{append}(u'_v) \]

9. **for** \{u'_v\} $\in \text{COMB}(u')$ **do**

10. \[ \text{if } J(\{u'_v\}) > J' \text{ then} \]

11. \[ \mathcal{V}' \leftarrow \{u'_v\}, J' \leftarrow J(\{u'_v\}) \]

### 3.7 Hyperspectral Classification

![Figure 3.5: The proposed healthy/unhealthy hyperspectral classifiers based on a relatively shallow deep neural network. HSC-Full (left) takes high-resolution hyperspectral data as input, whereas HSC-Coeff takes reflectance coefficients as input.](image)

The hyperspectral data generated by the reconstruction algorithm is processed using a machine learning model to determine binary (healthy/unhealthy) classifications of the samples. We propose the two (relatively shallow) deep neural networks in Fig. 3.5 to learn the boundaries between spectral signatures that are healthy versus those that are unhealthy. The main difference between the two networks is that HSC-Full uses the raw hyperspectral data as input, whereas HSC-Coeff uses the reflectance coefficients as calculated in (3.25). HSC-Coeff is therefore shallower than HSC-Full. The hidden layers for each network are fully connected and narrow with a dropout of 0.8 to prevent over-fitting. The input is assumed to be regularized to $[0,1]$ already. Furthermore, the absolute values for the reflectances are critical to accurate classifications, so the input for the two networks should not be regularized in general.
3.8 Results

In this section, we present experimental and simulation results to validate the algorithms presented above. Camera and light calibration results are presented first, since the calibration results inform the accuracy and precision of the remainder of the results. Reflectance estimation and spectrally-optimal NBV results are then presented separately for clarity, although it should be understood that they are both part of an iterative process and similarly inform one another.

3.8.1 Camera and Light Calibration

We calibrate camera and light data for 7 lights with peaks that span 450 nm–750 nm and 4 generic usb webcams with different Sony IMX color sensors (for a total of 12 channels) and compare our results to data from an imec Snapscan LS150+ camera. Figs. 3.6a and 3.6b show normalized camera and light calibration errors for each wavelength, respectively.

![Figure 3.6: (a) Estimation errors for each camera’s sensitivity curve, normalized across all wavelengths for which data was available. The performance of the estimator decreases around the fringes for the selected basis, but is within acceptable limits. (b) Estimation errors for each light’s spectral power distribution, normalized across all wavelengths for which data was available.](image)

To ensure solution stability and convergence during the alternating least squares step, all sensitivities were optimized concurrently in the first step, followed by all SPDs in the next step, and so on until convergence. Fig. 3.7 shows a representative plot, where overall cost within each step is strictly decreasing. Weighting the Tikhonov term
Figure 3.7: Camera and light coefficients converge after a few iterations of the alternating least squares estimator. Here, the optimizer alternates between minimizing costs for $\kappa$ (white background) and for $\varsigma$ (light red background). The first cost terms (normed $\tilde{P}$ errors) are plotted in blue, and the second cost terms (Tikhonov regularization cost) are plotted in orange. Cost coefficients are set to $\alpha_1 = \alpha_2 = \alpha_3 = 1$.

more than the intensity term can cause the estimation to fail, so $\alpha_2$ should be selected so both terms are of comparable magnitude. Initial guesses are assumed to be close enough to the true solution to find the global optimum.

Solution smoothness can be increased at the expense of accuracy by changing $\alpha_2$ and $\alpha_3$, as shown in Fig. 3.8(a). Tikhonov regularization penalizes large coefficients for high-frequency basis functions, thus producing smoother solutions, as shown in Fig. 3.8(b), due to higher weightings for some basis functions, as shown in Fig. 3.8(c). This precludes the use of fluorescent bulbs, but works well with incandescents.

### 3.8.2 Reflectance Estimation

Reflectance curves were reconstructed for both known calibration tile reflectances and non-calibrated reflectances. Fig. 3.9a shows the estimates for the tile reflectances, while Fig. 3.9b shows mean errors for all tiles. Results are greatly affected by basis selectinos. Inaccurate SPD coefficients can cause the optimizer to produce consistently incorrect (and even physically-impossible negative) integrals for the $(\tilde{P})^{(k)}$ terms. Since each step
Figure 3.8: Effect of Tikhonov regularization on estimation results. (a) Estimation error cost generally decreases with increasing $\alpha_2$ and $\alpha_3$. (b) Increasing the Tikhonov cost weighting reduces sharp rises and falls in the final estimate. (c) Basis functions derived from principal components tend to have higher Tikhonov cost as the basis number increases.

Figure 3.9: (a) Estimated (solid) and ground truth (dotted) reflectances for the primary color calibration tiles. (b) Average reflectance errors for all tiles. Reflectances are calculated by assuming diffuse-only reflections, and solving for $(\rho)$ like any other reflectance. Both $\kappa$ and $\sigma$ are fixed after camera and light calibration, so any errors in those coefficients carry over to the reflectance estimation, which can skew results.

in the three-step optimization behaves like a separate minimization, and the error terms are linearized around the previous step’s optimal solution, the overall cost is minimized rapidly as shown in Fig. 3.10.
Figure 3.10: Reflectance coefficients ($\rho$) are calculated by fixing all other variables, calculating the residual error term $e_R$ and minimizing Eq. (3.23). Estimates for the coefficients converge rapidly (within a couple of optimization steps), but require several iterations of the three-step optimization process for quality estimates.

<table>
<thead>
<tr>
<th>Table 3.1: Comparison of Spectrally-Optimal NBV Methods</th>
</tr>
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<tr>
<td><strong>Method</strong></td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Max</td>
</tr>
<tr>
<td>Min</td>
</tr>
<tr>
<td># evals</td>
</tr>
<tr>
<td># iters</td>
</tr>
</tbody>
</table>

### 3.8.3 Spectrally-Optimal NBV

We validated the spectrally-optimal NBV algorithm by comparing with an exhaustive search NBV algorithm. To ensure that the tests only compared NBV selections, a plant was scanned using the robot-mounted camera suite and the reconstruction shown in Fig. 3.11a was used to simulate both algorithms. The methods were compared by first sampling the space of all views to generate a discretized set $\tilde{V}$. Candidate views were then generated as shown in Algorithm 2. Mean, maximum and minimum NBV costs for an $\varepsilon$-tolerance of 0.3 were calculated for over 1000 trials of each method. Table 3.1 lists the results, and Fig. 3.12 shows the refinement steps for a random refined SONBV iteration chain. The refined SONBV method consistently yielded results comparable to an exhaustive search, even when the initial view sample was changed.

Data from combinatorial 3-sequences of 12 views for the first mesh were collected using the algorithm above, and each sequence was compared to the ground truth point cloud. Table 3.2 lists a summary of the results. Greedy single-view optimizations
Figure 3.11: (a) A representative hyperspectral point cloud. Each point in the cloud contains both position and normal data as well as spectral data such as mean reflectances and their variances, etc. (b) Flowchart of hyperspectral point cloud generation from camera images. Raw sensor data $p_i(m)$ is used in conjunction with known spectral power distribution and camera sensitivity curves for the lights and the sensors, respectively, to generate an estimate of the reflectance curve. The reflectance curve is calculated and stored as a linear combination of basis functions, which allows for smaller storage and faster retrieval.

were often sub-optimal due to overlapping views or unexplored occlusions. This was mitigated by the combinatorial selection of sequences, i.e., NBVs must be selected as sequences rather than single views to ensure the resulting reconstruction is optimal.

To validate the simplifying assumptions used in defining the IG metrics, the approximate IG described in (3.19) was compared with the full IG in (3.18) for the same set of sequences. Table 3.3 shows the comparison results. We found that the approximate

Table 3.2: Completeness for sequences of one, two and three views.

<table>
<thead>
<tr>
<th>View</th>
<th>1 View Max</th>
<th>2 View Max</th>
<th>3 View Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta = 30^\circ , \psi = 300^\circ$</td>
<td>0.281932</td>
<td>0.477162</td>
<td>0.616209</td>
</tr>
<tr>
<td>$\theta = 0 , \psi = 120^\circ$</td>
<td>0.273646</td>
<td>0.48363</td>
<td>0.60084</td>
</tr>
<tr>
<td>$\theta = 0 , \psi = 180^\circ$</td>
<td>0.262328</td>
<td>0.477162</td>
<td>0.616209</td>
</tr>
<tr>
<td>$\theta = 0 , \psi = 300^\circ$</td>
<td>0.262126</td>
<td>0.48363</td>
<td>0.621261</td>
</tr>
<tr>
<td>$\theta = 0 , \psi = 240^\circ$</td>
<td>0.255255</td>
<td>0.455133</td>
<td>0.598626</td>
</tr>
<tr>
<td>$\theta = 0 , \psi = 0^\circ$</td>
<td>0.247373</td>
<td>0.464834</td>
<td>0.616209</td>
</tr>
<tr>
<td>$\theta = 0 , \psi = 360^\circ$</td>
<td>0.247373</td>
<td>0.464834</td>
<td>0.616209</td>
</tr>
<tr>
<td>$\theta = 30^\circ , \psi = 360^\circ$</td>
<td>0.246968</td>
<td>0.464228</td>
<td>0.621261</td>
</tr>
<tr>
<td>$\theta = 30^\circ , \psi = 180^\circ$</td>
<td>0.246362</td>
<td>0.464834</td>
<td>0.621261</td>
</tr>
<tr>
<td>$\theta = 30^\circ , \psi = 240^\circ$</td>
<td>0.245554</td>
<td>0.458165</td>
<td>0.600849</td>
</tr>
</tbody>
</table>
Figure 3.12: NBV refinement using Algorithm 4 for $N_v = 3$. Each dot represents the position of the central camera in the corresponding view candidate. The optimal view sequence moves along the utility gradient in the neighborhood of $\mathcal{V}$ at each step of the optimization. Cameras and the lines connecting them are the same color within a sequence.

IG consistently overestimated actual information gain by about 10%, but generally preserved the ordering across all sequences. The approximate IG does not consider data quality, and only considers visibility, whereas the IG also considers sensitivity curves and light angles, making it nearly intractable. By not performing the expensive calculations, the speed gains for the approximate IG are significant, by a factor of at least $O(npk\lambda/d\lambda)$.

Fig. 3.13 shows resultant clouds for sequences of the same initial view. Fig. 3.14 illustrates a point cloud comparison which shows that the variance is smaller where the diffuse and specular terms can be eliminated, larger where the surface reflects the two light sources. Errors are concentrated along regions with similar normals. For points that receive indirect light, the system reduces to only the ambient terms. This is a fundamental limitation for real-world spectral data, as the diffuse and specular terms require incident light to be solvable. Conversely, points that receive direct light show aliasing between the ambient and diffuse terms, since they are both additive and constant at any viewing angle. Collecting data with both direct and indirect light helps
Table 3.3: Comparison of approximate and actual IG metrics.

<table>
<thead>
<tr>
<th>Seq/Len</th>
<th>Full IG</th>
<th>Appx IG</th>
<th>%Diff</th>
<th>Abs Diff</th>
<th># Full/# Appx</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/3</td>
<td>0.7934</td>
<td>0.8887</td>
<td>0.1072</td>
<td>0.0953</td>
<td>3/1</td>
</tr>
<tr>
<td>8/3</td>
<td>0.7929</td>
<td>0.8887</td>
<td>0.1078</td>
<td>0.0958</td>
<td>4/2</td>
</tr>
<tr>
<td>15/3</td>
<td>0.7919</td>
<td>0.8887</td>
<td>0.1089</td>
<td>0.0968</td>
<td>5/3</td>
</tr>
<tr>
<td>5/3</td>
<td>0.7916</td>
<td>0.8887</td>
<td>0.1092</td>
<td>0.0971</td>
<td>6/4</td>
</tr>
<tr>
<td>10/3</td>
<td>0.8127</td>
<td>0.8827</td>
<td>0.0793</td>
<td>0.0701</td>
<td>1/5</td>
</tr>
<tr>
<td>7/3</td>
<td>0.8116</td>
<td>0.8827</td>
<td>0.0805</td>
<td>0.0711</td>
<td>2/6</td>
</tr>
<tr>
<td>4/3</td>
<td>0.7767</td>
<td>0.8692</td>
<td>0.1063</td>
<td>0.0924</td>
<td>7/7</td>
</tr>
<tr>
<td>14/3</td>
<td>0.7763</td>
<td>0.8692</td>
<td>0.1068</td>
<td>0.0929</td>
<td>8/8</td>
</tr>
<tr>
<td>8/3</td>
<td>0.7756</td>
<td>0.8692</td>
<td>0.1076</td>
<td>0.0936</td>
<td>9/9</td>
</tr>
<tr>
<td>6/2</td>
<td>0.7229</td>
<td>0.8061</td>
<td>0.1032</td>
<td>0.0832</td>
<td>10/10</td>
</tr>
</tbody>
</table>

Figure 3.13: Comparison of multiple sequences containing the same initial view. (Left) Points captured by the sequence are shown on top of the full mesh. Points covered by the 1-sequence are colored red, points covered by the 2-sequence are colored green, points covered by the entire 3-sequence are colored blue, and points that were not covered by the sequence are colored black. (Center Left, Center Right, Right) Variances are shown in shades of gray. Lower variance data are darker.

Figure 3.14: Comparison of a reconstructed experimental hyperspectral point cloud to the ground truth hyperspectral point cloud. Point intensity denotes relative reflectance error, darker is less error.
resolve this. We note that this is a known issue [255], and is generally mitigated by carefully controlling lighting conditions, which is not always possible.

A key limitation of the SONBV algorithm is that it requires one image per camera per light for each view. That is, the time it takes to capture a view is proportional to the number of lights, assuming cameras take images concurrently. The on-the-fly calculation of the spectrally-optimal neighboring view sequence also allows to calculate NBVs for large sets of views (|V| > 10,000), even when taking multiple shots of the same points, which would be infeasible using exhaustive search. Another limitation of the work lies in the use of high computational cost when calculating T and V_C. However both of these matrices can be calculated a priori and that would alleviate the computational impact in practice.

3.8.4 Hyperspectral Classification

The hyperspectral classification method was validated using hyperspectral cube data for fescue grass stress-tested in a growth chamber. Our method was compared against a commercial classification package sold by imec by first loading the cube into both classifiers, then segmenting the cube into healthy (green) and unhealthy (red) regions. Both classifiers were provided with limited sample data (1-2 examples of healthy and unhealthy plants) for training purposes, and both were asked to process the entire cube using the generated classifier models. The results are shown in Figs. 3.15 and 3.16.

Figure 3.15: Comparison of the imec Classifier and HSC-full. (a) Color image of original hyperspectral data, where pure white indicates spectral oversaturation, (b) Classification results obtained using the imec Classifier, (c) Classification results obtained using HSC-full, (d) Difference between the two classification results, where darker is better.
The proposed classifier matched results generated by a commercial package for previously unseen hyperspectral cubes within 5 epochs of training, and achieved over 99% validation accuracy given a 80/20 split between training and validation data. The differences between the proposed method and the state-of-the-art classifier sold by imec in terms of inference time and accuracy for the 2048 x 1088 x 150 cube are minimal as shown in Fig. 3.15d, especially in critical inference regions corresponding to fescue samples. The key benefit of the proposed method is that it can operate on the basis coefficient vectors instead of the full spectrum, which greatly reduces the size of the overall classifier since the input size, as shown in Table 3.4, without incurring any penalties to the inference time. Additionally, the proposed model is developed in Tensorflow and is portable and lightweight. Integrating the proposed model into an agricultural automation workflow is therefore easier when compared to integrating proprietary classifiers that require specific software.

3.9 Conclusion

This chapter presented a comprehensive 3D hyperspectral reconstruction method, including camera spectral calibration and spectrally-optimal next best view planning. A
Table 3.4: Model and Inference Details for HSC

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Model Size (#params)</th>
<th>Single Inference (ms)</th>
<th>Batch Inference (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CPU</td>
<td>GPU</td>
</tr>
<tr>
<td>HSC-Full</td>
<td>45602</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>HSC-Coeff</td>
<td>98</td>
<td>33</td>
<td>32</td>
</tr>
</tbody>
</table>

field calibration method was proposed for a set of RGB cameras mounted onto a robot arm, which allows the scanning system to self-calibrate at the start of each scan. A hyperspectral reflectance estimation method was developed based on spectral decomposition, where the reflectance curve is assumed to be a linear combination of a small set of basis functions plus a small residual term representing the difference between the ground truth reflectance curve and its projection onto the basis. It is shown that optimal basis selections greatly reduce the magnitude of the residual, however the residual must still be considered for RGB-only hyperspectral reconstructions since the span of the basis (and therefore accuracy of the predictions) is limited by the selection of cameras. An additional method is introduced to learn system-specific probabilistic residual functions based on the selected cameras and basis coefficient predictions. This residual method provides a probabilistic range for the reflectance estimates.

The 3D hyperspectral inspection task was formalized by considering the reflectance estimates for each point along the surface of the scan target. A novel information gain metric was proposed to compare two point clouds representing the same object. The metric was then used to compare experimental hyperspectral reconstructions to a ground truth hyperspectral point cloud. A matching between the points in these two point clouds was used to define a completeness metric for 3D hyperspectral reconstructions, and an approximate completeness metric was derived so hyperspectral point clouds could be evaluated without access to the ground truth point cloud. A 3D hyperspectral reconstruction method was then proposed to generate hyperspectral point clouds from RGB images collected from multiple cameras, and a next-best view algorithm was developed to maximize the completeness of a given reconstruction while also minimizing the number of images required to achieve a certain completeness. A
time-optimal extension to the next-best-view algorithm was proposed that incrementally refined a rough next-best-view solution obtained from a much smaller subset of possible views, and experiments were performed to show that this refined next-best-view method yielded results much closer to theoretically-optimal view sequences. Finally, a hyperspectral classification method was presented to segment the hyperspectral point cloud (or its 2D projections onto an image plane) according to a binary healthy-unhealthy classification. This classification method was then validated by comparing experimental results from a growth chamber to results obtained from a state-of-the-art hyperspectral classifier.

The goal of this chapter was to solve a fundamental issue with robotic crop inspections, i.e., how do we process the imaging data generated by our arm-mounted cameras to create a 3-dimensional description of the plant, and how can this description capture the spectral properties commonly used for phenotyping? The methods developed in this chapter allow the robot system described in 2 to plan successive views for its set of cameras and to then use the captured data to create canonical 3D hyperspectral reconstructions of the plant. Since the method described here is applicable to single plant scans, scanning large fields requires multiple such systems operating cooperatively. The planning and control challenges associated with the multi-robot system are investigated further in the following chapters.
Chapter 4
Multirobot Planning and Allocation for Inspection Tasks

4.1 Introduction

Inspecting crops at an industrial scale is a difficult task for a single robot but feasible for a group of robots operating in concert. However, collecting accurate and timely crop data for every single plant at such large scales is impractical, and autonomous crop inspection technologies must be used instead to achieve scalability [256]. Industry trends indicate growing demand for ad hoc inspection methods and continuous monitoring using unmanned aerial and ground vehicles (UAVs and UGVs, respectively) [68], however these technologies are still limited in throughput when compared to satellite imaging. On the other hand, the types of data UGVs and UAVs can collect, and the level of detail that such data can achieve, make multi-robot systems a highly appealing option for crop inspection applications. The critical question that remains is whether the effectiveness of such systems can be supplemented on the software end of the equation, for example by predicting larger scale or regional trends from a limited set of data collected by a small group of robots. More importantly for the framework presented in this thesis, we want to utilize the hyperspectral scanning method presented in Chapter 3 to infer plot-wide metrics. In this chapter, we aim to answer this question by investigating planning and allocation methods directly connected to these metrics.

The main contributions of this work are threefold. First, we present a novel formulation for the multi-robot inspection problem for agricultural applications, including domain-specific constraints. This formulation reflects practical challenges associated with crop inspections, and in particular, with inspections performed on row crops by large (row-blocking) robots such as UGVs. Second, we present a learning-based method to turn the limited (i.e., single-plant or cluster) metric data collected by a multi-robot
group into plot-wide metric estimates using historical data and site-specific similarity kernels. This is an important development that enables larger scale metric analyses with throughput-limited data collection capabilities. Thirdly, we present a method to allocate these data collection tasks among the multi-robot group so that the plot-wide metric estimates are as accurate as possible. The partitioning and multi-robot task allocation methods and the metric estimation method are highly inter-dependent and affect the overall performance of the proposed multirobot planning and allocation framework.

The rest of the chapter is organized as follows. The multi-robot inspection problem for agricultural applications is presented in Section 4.2. A metric field estimation method is presented in Section 4.3 to utilize the inspection data collected by the multirobot group. Two separate solution methods to the inspection problem are presented in Section 4.4 for discrete and continuous data collection, respectively, with corresponding partitioning and optimization methods. Results for the metric estimation and MRTA methods are presented in Section 4.5. Finally, a chapter conclusion is presented in Section 4.6.

4.2 Multi-Robot Inspection Problem

The multi-robot inspection problem (MRIP) is concerned with allocating a group of robots to collectively inspect a large group of targets. The problem is formalized in [257] for agricultural multirobot inspections as follows. Let $R = \{r_1, ..., r_{N_R}\}$ be a group of robots, where $N_R$ is the number of robots. The robots perform inspections on plants arranged along a plot topology $P$, and each inspection performed at point $p \in P$ at time $t \in T$, where $T$ is the growth cycle of the crop and $t$ is relative to the start of this cycle, provides an observation $o_k$ (e.g., a soil moisture reading). The set of all observations $O = \{o_k|k = 1, ..., K\}$ are then used to calculate spatio-temporal metrics $m(p, t) = [m_1(p, t), ..., m_n(p, t)]^T$, $n$ is the number of metrics being investigated, which capture plant properties such as height, NDVI, and so on. For a large enough group of crops, these metrics can instead be represented as a time-variant mapping $f : P \times T \rightarrow \mathbb{R}^n$, which assigns each point in plot topology $P$ a vector of metrics in $\mathbb{R}^n$ equivalent to $m(p, t)$, denoted as $f(p, t)$ and estimated as $\hat{f}(p, t)$. The multi-robot
inspection problem is defined using these mappings as

$$\min J = \int_{\mathcal{T}'} \int_{p \in \mathcal{P}} \mathbb{E}[\|f(p,t) - \hat{f}(p,t)\|^2 | \mathcal{O}] \, dp \, dt,$$

(4.1)

where $\mathbb{E}[\cdot]$ is the expected value of the least-squares estimation error conditioned on the set of all observations collected by the group of robots. The minimization is performed over $\mathcal{T}' = [t_0, t_f], \ t_0, t_f \in \mathcal{T}$, with $t_0 < t_f < t_K$ denoting inference, $t_K \leq t_0 < t_f$ denoting prediction, and $t_0 < t_K < t_f$ denoting a mix of inference and prediction.

Additional constraints are placed on (4.1) to ensure reliable results by requiring probably-approximately-correct (PAC) Bayesian bounds [258] on the estimate as

$$\Pr(\|f(p,t) - \hat{f}(p,t)\|^2 \geq \epsilon) \leq \delta, \ \forall (p,t) \in \mathcal{P} \times \mathcal{T},$$

(4.2)

where $\Pr$ stands for probability. This constraint provides a theoretical upper bound on the estimation error given a set of observations, where $\epsilon$ is typically selected as a function of user-selected variable $\delta$ and the Kullback-Leibler divergence of $f$ and $\hat{f}$. It also provides quantitative guidance on the number of samples required to achieve a certain confidence interval.

### 4.3 Estimation of the metric field

Optimal task selections and the allocation of these tasks to individual robots relies on the method used to estimate $\hat{f}$. We therefore first introduce a novel estimation method to determine $\hat{f}$ based on Gaussian process machine learning [210] before discussing task selection and allocation.

Let $\hat{f}^{(t)}$ denote an estimator associated with metric field $f$ at time $t$. The strong spatial correlations in $f$ are used to construct $\hat{f}^{(t)}$ using GPML, which prescribes a conditional posterior distribution $\hat{f}^{(t)} | P, M, \mathcal{P}_* \sim \mathcal{N}(\mu_{f^{(t)}}, \text{cov}(\hat{f}^{(t)}))$ on the estimate
with mean $\mu_{\hat{f}(t)}$ and covariance $\text{cov}(\hat{f}(t))$ as

$$
\mu_{\hat{f}(t)} = \kappa M, \quad \kappa = K(P_*, P)[K(P, P) + \sigma_n^2 I]^{-1}
$$

(4.3)

$$
\text{cov}(\hat{f}(t)) = K(P_*, P_*) - \kappa K(P, P_*),
$$

(4.4)

where $K : \mathcal{P} \times \mathcal{P} \rightarrow \mathbb{R}^n \times \mathbb{R}^n$ is the covariance function (kernel) and $\kappa$ is a matrix constructed by evaluating $K$ for $P$ and $P_*$, $M \in \mathbb{R}^{N_s \times n}$ is the training metric matrix, where $N_s$ is the number of training samples, $P \in \mathbb{R}^{N_s \times \text{dim}(\mathcal{P})}$ is the training position matrix, $P_* \in \mathbb{R}^{N_q \times \text{dim}(\mathcal{P})}$ is the query position matrix, where $N_q$ is the number of query points, and $\sigma_n$ is the variance of an independent, identically distributed noise variable $\varepsilon \sim \mathcal{N}(0, \sigma_n)$ such that $m(p) = f(p) + \varepsilon$, $p \in \mathcal{P}$, and $I$ is the $N_s \times N_s$ identity matrix.

For many applications, $K$ is selected as a Gaussian kernel such as a radial basis function (RBF), i.e., $K(P, P') = \exp\left[-\frac{\|P - P'\|^2}{2\sigma^2}\right]$, where $\sigma$ is a (user-defined) free parameter, and the parameters of the kernel are selected to match $K$ to experimental covariances. The inherent downside to this kernel selection is the loss of spatial flexibility: Gaussian kernels cannot capture complex correlations that are not radially distributed, and they smooth out any directional biases or other such correlations due to environmental conditions. Radial basis function kernels will therefore perform poorly for crop inspection applications, where pathogens can travel along irrigation channels or where there are strong correlations along (but not necessarily across) crop rows.

We propose to learn site-specific and time-dependent kernels to estimate $\hat{f}$, and by extension, assess the spatio-temporal evolution of $m$ [257]. This is done by constructing a novel kernel estimation network $K_{\theta}^{(t)}(p, p')$ shown in Fig. 4.1. This network is used to learn pair-wise spatio-temporal correlations from historical data for the entire field, thereby capturing the kinds of correlations that Gaussian kernels cannot capture. The trade-off is that this method requires access to a large set of historical data specific to the plot or crop that is being inspected (since the model is highly site-specific).

The loss function used to train the kernel estimation network $K_{\theta}^{(t)}$ is

$$
\mathcal{L} = \mathcal{L}_{\text{MSE}}(\theta^{(t)}, P, t) + \gamma_L \mathcal{L}_{\text{coh}}(\theta^{(t)}, \theta^{(t')}),
$$

(4.5)
Figure 4.1: Schematic of kernel estimation network $K^t(\theta)$. (a) Data flow diagram for the network. Time series data is resampled into pair-wise vectors and fed through the deep neural network (DNN). Resulting kernel estimates are used to construct custom mean squared error and temporal coherence losses as defined in (4.5). Training is performed using an Adam optimizer. (b) Overall DNN architecture, implemented in Tensorflow-Keras as a sequential network of dense layers (fc) with regularization and dropout.

where $L_{MSE}(\theta, P, t) = \|K^t(\theta)(p, p') - \hat{K}^t(p, p')\|_2^2$ is the mean squared error loss, and where $K^t(\theta)$ is the estimated kernel matrix, $\hat{K}^t(P)$ is the sample covariance matrix calculated using pairwise Pearson correlation coefficients over the entirety of $T$, $L_{coh}(\theta, \theta') = \sum_{p \in P} \alpha_t \|K^t(\theta)(p) - K^{t'}(\theta)(p)\|_2^2$ is the temporal coherence loss with $\alpha_t = e^{-|t - t'|^2}$, and $\gamma_L$ is a weighting hyper-parameter. This loss function provides a balance between estimation quality and temporal stability (coherence) that is tunable via $\gamma_L$ during training. Decreasing $\gamma_L$ therefore reduces the mean-squared error for the estimator but may cause jumps across $t$, whereas increasing $\gamma_L$ would smooth out the kernel across $t$ but may reduce estimation quality. This is an important balance, as $L_{MSE}$ is a critical part of solving the MRIP defined in (4.1). Another option to keep $\gamma_L$ low but reduce temporal jumps in $\hat{f}$ at the same time is to apply weight regularization to the dense layers of $K^t(\theta)$.

The data used to train $K^t(\theta)$ is extracted from dense multi-season crop data $P = \{p_i = (x_i, y_i, t_i) \in P \times T | i = 1, ..., N_s\}$ as follows. First, the $N_s \times 3$ data points are resampled into $N_s^2 \times 6$ pair-wise samples corresponding to the permutations of $P$. We use all possible permutations to train the network, but it is possible to use only half of the permutations while enforcing covariance symmetry at a network architecture level. The training labels are then selected as the Pearson correlation coefficient,

\[
\rho_{p, p'} = \frac{\text{var}(p, p')}{\sigma_p \sigma_{p'}} ,
\]  
(4.6)
\( p \) and \( p' \) are the pairwise samples, which is guaranteed to return a value in \([-1,1]\) due to the normalization by \( \sigma_p \sigma_{p'} \). The temporal coherence is calculated over all samples rather than each pair, and requires a batch-wise (or larger) loss calculation as a result. When fully trained, the network returns the GPML covariance for any query \((p,p')\).

### 4.4 Optimal Multi-Robot Task Selection and Allocation

The selection of optimal per-robot tasks and the corresponding multi-robot task allocations (MRTA) depend on the modality of the observations that the robots are collecting. Inspection tasks that are heavily based on interacting with a single target for a longer period (e.g., 3D hyperspectral scanning) will lend themselves to capturing fewer targets that must be selected to maximize predictive impact across the entire field, whereas inspection tasks that are based on covering a larger area very quickly (e.g., 2D imaging) make it possible to capture more targets that are selected to maximize overall coverage instead. We therefore propose two alternative MRTA methods in this section to handle these two scenarios [257,259]. Both methods are built on partitioning-based allocation strategies developed for multi-robot systems, with the main difference being the method by which potential inspection targets are prioritized.

#### 4.4.1 Multi-Robot Task Allocation for Discrete Observations

Similar to other partition-based methods, [257] divides \( \mathcal{P} \) into robot-centered regions before allocating tasks to each robot based on the regions they occupy. These regions are formed from \( \mathcal{P} \) by first constructing an edge graph of \( \mathcal{P} \) as \( G = (V,E,\omega) \), where \( V \) is the set of nodes, \( E \) is the set of edges connecting the nodes, and \( \omega \) are the edge weights, with a corresponding augmented geodesic Voronoi diagram \( \text{Vor}_{G,K} \), where \( K \) is the set of nodes \( v_i \in V \) that satisfy the minimal distance metric constraint \( d_i(u,v_i) \leq d_j(u,v_j) \) for \( j \neq i \). Here, the distance metric \( d_i(u,v) \) is selected as the sum of the travel time over the shortest-path distance \( d_{A^*}(u,v) \) for \( r_i \in R \) between nodes \( u \) and \( v \) and the
time-to-complete for \( r_i \)’s current task, i.e.

\[
d_i(u, v) = \frac{d_{A^*}(u, v)}{v_{\text{max}, i}} + \tau_{\text{task}, i},
\]

(4.7)

where \( d_{A^*} \) is the \( A^* \) distance, \( v_{\text{max}, i} \) is the maximum speed for \( r_i \), and \( \tau_{\text{task}, i} \) is the remaining time for \( r_i \)’s task. For a set of robots with the same maximum speed and negligible task completion time, (4.7) can be approximated as \( d_i \approx d_{A^*} \). Since each Voronoi region originates from a single robot’s position, each robot \( r_i \in R \) sits at the center of a Voronoi region such that no other robot \( r_j \in R, j \neq i \) can reach a point in that region sooner than \( r_i \). Since \( r_i \) is guaranteed to reach the points in its region before any other robot, any shortest path between two points contained within that region is collision-free.

**Lemma 1** Any shortest-path trajectory \( x_i(t) \) between two points \( x_0 \) and \( x_f \) that is fully contained within the interior of a region \( K_i \subset P \) of the augmented geodesic Voronoi diagram \( \text{Vor}_{G,K} \) is collision-free.

**Proof:** Let \( x_c \) be the point of collision between \( r_i \) with shortest-path trajectory \( x_i(t) \) and \( r_j, i \neq j \) with arbitrary trajectory \( x_j(t) \). At the time of collision, \( x_i(t) = x_j(t) = x_c \) and \( d_i(x_0, x_f) = \int_{t_0}^{t} v_i(t) \, dt \) and \( d_j(x_0, x_f) = \int_{t_0}^{t} v_j(t) \, dt \). If \( x_c \in K_i \), then \( d_i = d_j \), and so \( x_c \in K_j \), and therefore it is also true that \( x_c \) must lie on the Voronoi edge between \( K_i \) and \( K_j \). However, \( x_c \in x_i(t) \) lies within the interior of \( K_i \), and thus cannot lie on the Voronoi edge between \( K_i \) and \( K_j \), so no point \( x_c \) exists such that \( x_c \in x_i(t) \cap x_j(t) \) and \( x_i(t) \) is collision-free.

Augmented geodesic Voronoi regions that satisfy (4.7) are calculated using Algorithm 5, and the Voronoi region for arbitrary points along edges in \( V \) can be queried using Algorithm 6. Note that Algorithm 5 first bisects the edge that \( r_i \) sits on to ensure that shortest distance paths do not cross the node occupied by \( r_i \) (i.e., robots block paths), and Algorithm 6 only calculates node-robot matchings after the graph retopography is complete. Each node in \( V \) is then assigned a robot based on (4.7), with distance tie-breakers resolving in favor of the first robot to perform the calculation.
Algorithm 5 Augmented Geodesic Voronoi Diagram

Require: $G$: Edge graph $(V, E, \omega)$
$R$: Set of robots

1: procedure AUGMENTEDGEODESICVORONOI
2: $H \leftarrow G$, $R_P = \emptyset$
3: for $r_i \in R$ do
4: $e \leftarrow$ GETEDGE($r_i$)
5: $H \leftarrow$ BISECTAT($H, e, r_i$)
6: for $r_j \in R \setminus R_P$ do
7: if GETEDGE($r_j$) == $e$ then
8: $e_c \leftarrow$ GETEDGE($r_i$) $\cap$ GETEDGE($r_j$)
9: $r_j \leftarrow$ REPLACEEDGENODE($r_j, e_c, r_i$)
10: return $H$
11: procedure BISECTAT($H, e, r$)
12: $H \leftarrow$ DELETEEDGE($H, e$)
13: $H \leftarrow$ ADDEDGE($H, (e[0], r)$)
14: $H \leftarrow$ ADDEDGE($H, (r, e[1])$)
15: return $H$

Algorithm 6 Voronoi Region Query

Require: $G$: Edge graph $(V, E, \omega)$
$H$: Augmented geodesic Voronoi graph

1: procedure GETREGION(p)
2: $e \leftarrow$ GETEDGE(p)
3: $r_{top}, d_{top} \leftarrow$ CLOSESTROBOT($e[0]$)
4: $r_{bottom}, d_{bottom} \leftarrow$ CLOSESTROBOT($e[1]$)
5: if $r_{top} = r_{bottom}$ then
6: return $r_{top}$
7: else
8: $l_{edge} \leftarrow$ EDGELength($e$)
9: $l_{top}, l_{bottom} \leftarrow \delta l_{edge}, (1-\delta)l_{edge}$
10: $d_{top}, d_{bottom} \leftarrow d_{top} + l_{top}, d_{bottom} + l_{bottom}$
11: return $r_{top}$ if $d_{top} < d_{bottom}$ else $r_{bottom}$
12: procedure CLOSESTROBOT(node)
13: $d \leftarrow$ inf, $r_c \leftarrow \emptyset$
14: for $r \in R$ do
15: $dist, path \leftarrow A^*(r, node)$
16: $d, r_c \leftarrow d, r_c$ if $d \leq dist$ else $dist, r$
17: return $r_c, d$
Fig. 4.2: The difference in Voronoi partitions when the diagram is generated directly on a plot $\mathcal{P}$ (left) and when it is generated using $G$ (right).

Fig. 4.2 shows the difference between Voronoi regions generated with L2 norms and augmented geodesic Voronoi regions generated using Algorithm 5. Lemma 1 guarantees that shortest-path trajectories for each region calculated using Algorithm 5 is collision-free, and thus traveling times and trajectories do not need to be optimized when selecting per-region inspection targets, as long as each robot selects a target within their Voronoi region at optimization time (i.e., the Voronoi region that is calculated when performing task allocation). The immediate implication for MRTA based on discrete observations is that task allocations can be calculated as robots complete their respective tasks, without having to consider possible trajectory overlaps or collisions, given a list of time-to-complete for each robot. Per-robot allocations are therefore made to minimize (4.1), which in turn minimize estimation errors across $\mathcal{P}$.

The optimal task selection problem is thus formed as the equivalent problem of maximizing the reduction in estimation error across $\mathcal{P}$ with each allocation. A more practical way of maximizing this quantity is to define a per-step cost functional

$$J_{\text{step}}(P) = \int_{p \in P} \text{cov}(\hat{f}(t)|P) \, dp,$$

(4.8)

where $\text{cov}(\cdot)$ is the covariance function, and $P$ is the set of points to sample from. Since the temporal estimation and prediction errors must also be minimized, the total cost functional for an allocation is the cumulative posterior covariance over the entirety of $\mathcal{T}'$,

$$J_{\text{task}} = \sum_{t \in \mathcal{T}'} J_{\text{step}}(P(t)),$$

(4.9)
where $P^{(t)}$ is the union of all previous (temporal) sample points and the sample points at step $t$. If $t_f > t_K$, then the problem must also account for future sample points, which creates a combinatorial problem. In fact, the decision problem associated with this optimization is NP-hard, as shown below.

**Definition 1** The optimal Voronoi task selection problem (VTS-OPT) consists of finding sets of metric sampling points $P = \{ p_i : i = 1, ..., m, p_i \in K_i \}$ where a single sampling point $p_i$ is selected from each region $K_i$ such that $J_{task}(P) < J_{task}(P')$ for all $P' \neq P$, given a set of robots $R$ and augmented geodesic Voronoi diagram $\text{Vor}_{G,K}$.

Let $H = (X, E)$ be a weighted $m$-uniform $m$-partite hypergraph where $X$ is the set of candidate sample points across $P$ such that $m$ sample points each are selected from $K_i$, $i = 1, ..., m$, and $E$ is the set of non-empty subsets of $X$ that form the hyperedges. Let $J_{step}(e) : E \rightarrow \mathbb{R}$ be a polynomial-time edge cost function such that $J_{step}(e) \geq 0$, $\forall e \in E$. The task selection problem above is equivalent to the decision problem (VTS-DEC) of determining whether $H$ has a set of non-intersecting hyperedges $\{e_i | i = 1, ..., t_f - t_K, e_i \in E\}$ with summed cost less than $J_{task}$.

**Lemma 2** VTS-DEC is NP-hard.

**Proof:** It is straight-forward to see that VTS-DEC is in NP, as the edge cost of a solution can be calculated in polynomial time and the time complexity of the cost comparison is $O(1)$. We prove the problem is NP-hard by reducing the clustered coverage orienteering problem (CCOP) [190], which is NP-hard, to VTS-DEC, i.e., CCOP $\leq_P$ VTS-DEC. Let $f_P(G'(V', E')) = H(X, E)$ be the reduction function, and let variables notated using primes follow their definitions in [190]. Construct $H(X, E)$ from nodes in $G'(V', E')$ so that cluster $V'_t \subset V'$ forms an independent set of $X$. Set $t_f = S'_{min} + t_K$ and $S'_t = C'_{max}$ and set $T'_max = \sum_{t > t_K} d^{(t)}_{max}$, where $d^{(t)}_{max}$ is the maximum edge distance of $\text{Vor}_{G,K}$ (bounded by $P$). Define $\int \text{cov}(\hat{f}^{(t)} | P)$ as $\text{Area}(y'_t)$. $f_P$ is thus calculated in polynomial time, and the solution to $f_P(G'(V', E'))$ also solves the instance of CCOP. Therefore, VTS-DEC $\in$ NP-hard.

As with other NP-hard problems, finding an globally-optimal solution to VTS-DEC (and its optimization equivalent, VTS-OPT) is a challenge that grows with the problem.
scale. As such, [257] opts to find sub-optimal solutions via greedy allocation. With the greedy allocation method, (4.9) is replaced by a functional

\[ J_{\text{greedy}} = \min \sum_{i \in I} [\gamma_P d_i(x_i, p_i) + \sum_{j<i} K(p_i, p_j)], \tag{4.10} \]

where \( \gamma_P d_i(x_i, p_i) \) is the weighted path cost for \( r_i \) and \( I \) is the set of indices for robots that have completed their assigned inspection tasks. Algorithm 7 illustrates the greedy allocation method that solves (4.10).

**Algorithm 7 Region Based Task Allocation (RBTA)**

**Require:**
- \( G \): Edge graph \((V, E, \omega)\)
- \( \text{Vor}_G, K \): Augmented Voronoi diagram
- \( R \): Set of robots

1: **procedure** RBTA
2: \( P \leftarrow \{P^{(j)}\}, P^{(j)} \leftarrow \{\}, j = 1, \ldots, K, \)
3: for \( t = t_k, \ldots, t_f \) do
4: for \( r_i \in R \) do
5: \( K_i \leftarrow \text{VORONOIREGIONATTIME}(i, t) \)
6: \( P' \leftarrow P^{(j)} \cup P^{(i)}, j = 1, \ldots, K \)
7: \( P^{(i)} \leftarrow P^{(i)} \cup \arg\min_{p \in K_i} J_{\text{greedy}}(p|P') \)

Note that the greedy algorithm is concerned with selecting a single target for whichever robot is being currently assigned a task. The algorithm achieves this by selecting a target \( p_i \) within the robot’s Voronoi region that is as different from all previous inspection targets across all robots (i.e., as uncorrelated to any previous inspection targets as possible). The user-defined weighting factor \( \gamma_P \) balances overlaps in \( K \) with the distance the robot has to travel to the next point. Therefore, large \( \gamma_P \) values would force the robot to move to closer points, whereas smaller \( \gamma_P \) values force the robot to move to points with the largest covariance difference. Observations from one \( p \) in a set of correlated positions \( P_{\text{corr}} \) increase the cost for the remaining member positions \( p_{\text{corr}} \in P_{\text{corr}} \) as

\[ \Delta J_{\text{greedy}}(p_{\text{corr}}|p) = K(p_{\text{corr}}, p). \tag{4.11} \]

Note that collecting additional data around \( p \) reduces \( \text{cov}(\hat{f}^{(i)}(p)) \) by (4.4), and
gives the condition to satisfy (4.12) via the quantile of the $MSE$ distribution as

$$\Pr(MSE < \epsilon) = \text{erf}(\epsilon / \text{cov}(\hat{f}(t))) > \delta,$$  \hspace{1cm} (4.12)

where erf is the Gauss error function, which depends on the hyperparameters of the GPML model used to calculate $\text{cov}(\hat{f}(t))$, and therefore corresponds to $\theta$ in (4.5). (4.11) can also be substituted into (4.4) to check whether the current sample set satisfies (4.12).

### 4.4.2 Multi-Robot Task Allocation for Continuous Observations

The solution method presented in the previous section is still valid and (sub-)optimal, but not necessarily efficient for task allocations with continuous observations which do not require extensive interactions with a single target, or for which a single observation captures the state of multiple targets. Such scenarios include large-scale 2D imaging inspections (e.g., via aerial drones or multirow-spanning UGVs) or collect-as-you-go inspections for air quality or atmospheric humidity. For these scenarios, simply passing through a region provides sufficient data. We propose a solution method for such inspections in [259], with specific focus on resolution-optimality for 2D imaging using a combined UGV-UAV team. The solution method described here follows a similar derivation, however it is noted that the method trivially generalizes to any other metric-optimal optimization as described in (4.1).

Like the previous section, the solution method for continuous observations first divides $\mathcal{P}$ into per-robot regions before allocating inspection tasks (i.e., routes along which the robot will collect data). However, since the method is now concerned with long-term data collection and continuous observations, additional constraints are added to the problem, and the metric-based optimization in (4.1) is recast as a maximization of a distance-based quality term $f(x_i, p)$ that accumulates throughout each robot’s trajectory $x_i, i = 1, \ldots, N_R$, as

$$\max_{x_i} J = \int_{T_i} \int_{p \in \mathcal{P}} f(x_i, p) \, dp \, dt,$$  \hspace{1cm} (4.13)
where the integration is performed over the same domain as (4.1). Note that (4.13) is equivalent to (4.1) given a careful selection of $f$.

Since path selection now plays a critical role in maximizing $J$, we expand the definition of the robot set $R$ to include state vectors $\xi_i = [x_i^T, q_i^T, \dot{x}_i^T, \dot{q}_i^T]^T$ for each $r_i \in R$, where $x_i = [x_i, y_i, z_i]^T$ and $q_i = [q_{1i}, q_{2i}, q_{3i}, q_{4i}]$ are the position and orientation components of the pose vector $p_i = [x_i^T, q_i^T]^T \in \mathcal{P}_i$, respectively, with $\mathcal{P}_i$ as the set of feasible poses for $r_i$, and $\dot{x}_i$ and $\dot{q}_i$ are the linear and angular components of the velocity vector $v_i \in \mathcal{V}_i$, respectively, with $\mathcal{V}_i$ as the set of feasible velocities for $r_i$. The set of feasible states is $\mathcal{X}_i \subseteq \mathcal{P}_i \times \mathcal{V}_i$. The dynamics equation for $r_i$ with control input $u_i(t) \in \mathcal{U}_i$, where $\mathcal{U}$ is the set of feasible inputs, is

$$\dot{\xi}_i(t) = f_i(\xi_i(t), u_i(t)), \quad \xi_i(t) \in \mathcal{X}_i, \quad u_i(t) \in \mathcal{U}_i,$$

(4.14)

where $f_i(\cdot)$ is assumed deterministic and is selected as a single integrator for simplicity for the remainder of this section.

The energy capacity of $r_i$ at time $t$ is denoted as $B_i(t)$, and falls within a feasible range

$$B_i \leq B_i(t) \leq \overline{B}_i,$$

(4.15)

where $\underline{B}_i$ and $\overline{B}_i$ are the minimum and maximum allowable energy capacities for $r_i$, respectively. The power consumption and recharge rates are denoted as $P_i(t) = P_{\text{self},i} + P_{\text{ext},i}$ and $C_i(t)$, respectively, where $P_{\text{self},i}$ is the power consumption of $r_i$ itself and $P_{\text{ext},i}$ is the combined power consumption of any robots using $r_i$’s batteries to recharge, such that

$$\dot{B}_i(t) = -P_i(t) + C_i(t).$$

(4.16)

The recharge rate for $r_i$ is $C_i(t) = C_s$ when recharging at a charge station, where $C_s$ is the charging rate of a station $s \in S$, $S$ is the set of charging stations, and $C_i(t) = 0$ otherwise. If $r_i$ is an aerial robot, $r_i$ can also land on a UGV to charge itself.
from the UGV’s batteries, at which point \( C_i(t) = C_g \), where \( C_g \) is the charging rate of the UGV-mounted charger, and \( P_{\text{ext}} \) for the UGV now includes \( C_i(t) \). We make a simplifying assumption that \( P_{\text{self},i} = \overline{P}_i \) when the robot is idle or hovering, where \( \overline{P}_i \) is the average power drawn by the on-board computers when the robot is stationary, and \( P_{\text{self},i} = \overline{P}_i \) when the robot is moving, where \( \overline{P}_i \) is the average power drawn by all subsystems at full speed, and \( P_{\text{self},i} = 0 \) while charging.

Inspections are performed via on-board sensors with quality measure denoted as \( f_{i,k}(t) \) for robot \( r_i \) at position \( x_i(t) \) and inspection target \( c_k \) that is at a discretized position \( w_k \) in \( \mathcal{P} \), \( k = 1, \ldots, K \), \( K \) is the dimensionality of the discretization. We assume that the quality term \( f_{i,k}(t) \) for a target inside the range for the sensor attached to \( r_i \) scales inversely with the robot’s distance to the target up to a maximum quality of \( \overline{f} \), namely,

\[
f_{i,k}(t) = \min(f_{0,i}/\|x_i(t) - w_k\|, \overline{f}),
\]

where \( f_{0,i} \) is the quality at ground level, which we assume is higher for UGV-mounted sensors compared to UAV-mounted sensors (due to the carry weight and battery capacity available to UGVs). Otherwise, the capture quality is \( f_{i,k}(t) = 0 \) if the target is outside the sensor range. A schematic overview of the quality calculations in (4.17) is illustrated in Fig. 4.3. To minimize quality reductions due to movement and to ensure similar performance at different heights, aerial speed is capped at

\[
\|x_i(t)\| \leq \frac{h_i(t)}{h_0} v_0,
\]

where \( h_i(t) \) is the height (distance above ground level) of the robot at \( t \), \( h_0 \) is a reference height corresponding to \( f_{0,i} \), and \( v_0 \) is the desired speed at \( h_0 \) as selected by the designer.

The inspection mission for planning horizon \( t \in [0, T] \) is then formulated as the
Unmanned aerial/ground crop inspection missions are often used to capture high-resolution crop imagery for phenotyping or yield estimation applications. The spatial (pixel) resolution of the plant image is inversely proportional to the distance.

\[
x^*_i(t) = \arg\max_{x_i(t)} \int_0^T \left[ \frac{1}{K} \sum_{k=1}^K \frac{1}{t} \sum_{\tau \in [0,t]} \max_{i=1,...,N} f_{i,k}(\tau) \right] dt
\]  

\text{s.t. } (4.14), (4.15), (4.16), (4.17), (4.18).

Note that the spatial discretization converts one of the integration terms in (4.13) to a sum over the discretized target list, so that the integration in (4.19) leads to a minimization with respect to the time it takes to achieve full coverage, whereas the summation leads to a maximization with respect to the quality of the coverage.

To determine optimal walks that solve (4.13), we first represent \( \cup_i \mathcal{X}_i, \ i = 1, ..., N \), as an undirected graph \( \mathcal{G} = (V, E) \) with vertices \( v \in V \) and edges \( e \in E \), such that each path \( x_i(t) \) for \( r_i \) can be discretized as a sequence of vertices and edges constituting a walk \( w_i \in \mathcal{G} \). The optimization presented in (4.19) is therefore equivalent to finding walks \( w_i \in \mathcal{G} \) that maximize the reward function

\[
J(w_1, ..., w_N) = \sum_{k=1}^K \max_{w_i \in \mathcal{G}} \phi_k(\omega_k, w_i),
\]

where \( \omega_k \) is the discretization of \( w_k \), and \( \phi_k(w_i) \) is the maximum resolution attained for plant \( k \) by \( r_i \) over \( w_i \),

\[
\phi_k(\omega_k, w_i) = \max_{w \in w_i} \frac{f_{0,i}}{\|w - \omega_k\|}.
\]

We denote the reachable set for \( r_i \) at time \( t \) as \( R_i(x_i(t), U_i) \), which is defined as the
subset of $\mathcal{X}_i$ for which the energy constraint in (4.16) is satisfied, i.e.,

$$B_i(t_0) + \int_{t_0}^{t_1} \dot{B}_i(\tau) \, d\tau \geq B_i, \quad t_0, t_1 \in [0, T],$$

(4.22)

where $t_0$ and $t_1$ are any two time points along $r_i$’s trajectory to and from any target pose $x_i \in R_i(x_i(t), U_i)$. It is worth noting that (4.22) includes any number of recharge cycles, and $R(x_i(t), U_i)$ therefore represents the set of points that $r_i$ can reach when cooperating with other robots in $\mathcal{R}$. Thus, for any UAV $r_i$ and UGV $r_j$, $R_j(x_j(t), U_j) \subseteq R_i(x_i(t), U_i)$, as long as $r_i$ can land on $r_j$. Since UGVs can only recharge at charging stations, the upper limit on $R_j(x_j(t), U_j)$ is the set of points that reduce $B_i$ to $B$, which are at most a path distance of

$$\bar{d}_j = \frac{B_j \|v\|_0}{p_j}$$

(4.23)

away from any charging station. Therefore, $R_j(x_j(t), U_i) \subseteq \bigcup_{s \in \mathcal{S}} \{ x : d(x, x_s) \leq \bar{d}_j \}$, where $d(\cdot, \cdot)$ is the geodesic (path) distance and $x_s$ is the location of $s \in \mathcal{S}$. Per (4.22) and (4.23), any walk $w_j \in \mathcal{G}_j$ is fully contained within $R(x_j(0), U_j)$, so the search space for (4.19) is bounded by the reachable sets for each robot at $t = 0$.

**Lemma 3** Given a known topology for $\mathcal{G}$ and a fixed robot set $\mathcal{R}$, lower and upper bounds to $J(x_1(t), ..., x_N(t))$ can be found a priori.

**Sketch Proof of Lemma 3.** Assume the trivial trajectories $X_0 = \{ x_i(t) : x_i(t) = x_i(0), \ i = 1, ..., N \}$ satisfy (4.14)–(4.18) and that the integral can be evaluated. Since the sum is monotonically increasing in $t$, any feasible set $X \neq X_0$ yields $J(X) \geq J(X_0)$ and $J(X_0)$ constitutes a trivial global minimum and thus a lower bound on $J(\cdot)$. To show that an a priori upper-bound exists, assume that a walk $w_i$ is constructed for each robot $r_i$. If $r_i$ is a UGV, the longest walk will visit at least one charging station $c_0$ if there exists a charging station closer than $\frac{B_i \|v\|_0}{p_i}$ away, in which case $R_i$ is the union of the disjoint sets of all points starting at each $c_0$ that satisfy (4.23), and $w_i$ visits all points in $R_i$. Walks for UAVs can be evaluated similarly by assuming that additional single-use charging stations exists for each point $x_j$ inside the reachable set.
for each UGV \( r_j \), with a capacity of \( B_j \bar{d}_j/2d(x_j, c_0) \), where \( c_0 \) is the nearest charging station to \( x_j \), such that the UGV either transfers all remaining capacity to the UAV or carries the UAV to another point within \( R_j \). The upper bound for \( J(w_1, ..., w_N) \) is then found using (4.20) and (4.21). Since \( R_i \) is a superset of the set of unique points in \( w_i^* \), \( \phi_k(w_i) \) represents the theoretical maximum resolution that can be attained by \( r_i \) at the expense of \( r_j, j \neq i \), and thus \( J(w_i^*, ..., w_N^*) \leq J(w_1, ..., w_N) = J \).

Since this problem is still NP-hard, and finding globally-optimal solutions is intractable for large \( K \), we propose a greedy energy-constrained mission planner (ECMP) in [259] that generates sub-optimal trajectories with known optimality bounds via \( J \). Algorithm 8 outlines the steps required to plan optimal UAV/UGV crop inspection mission using ECMP, given a priori information about \( G \).

Algorithm 8 Energy-Constrained Mission Planner (ECMP)

Require:
\( R \): Set of robots
\( G \): Graph representation of plot

1: procedure ECMP

2: \( \text{GENREACHABLE}(R, G) \) \footnote{Algorithm 9, 10}

3: \( \bar{R}_i \leftarrow \bar{R}_i(x_i(0), U_i) \)

4: \( J \leftarrow J(\{w_i\}), w_i = \{(v_1, v_2) : v_1, v_2 \in \bar{R}_i\} \) \footnote{(4.20)}

5: \( T \leftarrow \text{PARTITIONPLOT}(\bar{R}_i, \emptyset) \)

6: \( w_j \leftarrow \text{PLANWALKS}(T) \)

7: procedure PARTITIONPLOT(\( \bar{R}_i, T_i \))

8: for \( \bar{R}_i, i = 1, ..., N \), \( v \in V \) do

9: if \( d(r_i, v) < d(r_j, v), j \neq i \) then

10: \( T_i = T_i \cup v \)

11: \( T_j = T_j \setminus v, j \neq i \)

12: procedure PLANWALKS(\( T \))

13: \( w_i \leftarrow \emptyset \)

14: while any(\( v \in V \notin \cup w_i \)) do

15: for \( r_i \in R \) do

16: \( w_i \leftarrow w_i \cup \text{OPTTARGET} \)

Since the calculation of the reachable set for the UAVs is a combinatorial problem and likely NP-hard itself, it is necessary to calculate \( J \) using an approximate reachable set \( \bar{R}_i \). When approximating \( \bar{R}_i \), we disregard the trivial case where the robot can complete an optimal path on a single charge, meaning \( r_i \) must recharge its batteries at least once to satisfy (4.15). Since UAVs can also use UGVs to recharge, the calculation
Figure 4.4: Energy constraints limit robots to subsets of their reachable set for long missions where charge depletion is undesirable. The reduced reachable set depends on the selection of a starting charging station, and is bounded by $d_j$ afterwards. Here, the UGV (green circle) selects between the subset defined by stations A-B-C (dotted blue) or the subset defined by stations D-E (dotted pink). The subset defined by stations F-G (dotted red) is unreachable.

of $\tilde{R}_i$ for a UAV $r_i$ depends on overlapping reachable sets for all UGVs, and thus we must first calculate $\tilde{R}_j$ for all UGVs before calculating $\tilde{R}_i$.

UGVs can only recharge at charging stations. The reachable set can therefore be calculated exactly, given the topology (including station locations) of the plot, and is equal to the union of all points within a distance of $d_j$ of any charging station that is at most a distance of $2d_j$ away from $x_j(0)$. We disregard any points that fall outside this range, even if they are reachable in the strictest sense of the word (i.e. within a distance of $2d_j$ of $x_j(0)$), as they can only be visited once without violating the energy constraint, and end the UGV’s mission (through energy depletion) when visited at any other point. Fig. 4.4 demonstrates the distinction between these two regions, and Algorithm 9 provides matching pseudo-code. Note that the choice of a first charging station creates a partition of the full reachable set for $r_j$ and locks $r_j$ into that partition.

Approximate reachable sets for UAVs are calculated similarly. First, we find reduced reachable sets that only visit charging stations. Then, we expand the reduced reachable sets using intersecting reachable sets for all UGVs. These two steps are repeated until convergence. The reachable set for a UAV $r_i$ is approximated by first calculating the initial approximate reachable set $\tilde{R}_i^{(1)}$ using the method described above. An effective
Algorithm 9 UGV Reachable Set

Require:
\begin{itemize}
  \item \(c_i\): An initial charging station
  \item \(G\): Graph representation of plot
\end{itemize}

1: procedure \textsc{GenReachableUGV}(\(R, G\))
2: \(C \leftarrow \{c_i\}\), \(C' \leftarrow \emptyset\)
3: while \(C \neq C'\) do
4: \(C' \leftarrow C\)
5: \(C \leftarrow C \cup \{c_1 : \exists c_2 \in C, d(c_1, c_2) \leq 2\bar{d}_j\}\)
6: \(R_j \leftarrow \{v : d(c_j, v) < \bar{d}_j\}, c_j \in C\)

range of \(2\bar{d}_i\) is used instead of \(\bar{d}_i\), and the set is expanded to include nearby UGVs as

\[
\tilde{R}_i^{(2)} = \tilde{R}_i^{(1)} \cup \tilde{R}_c, \quad \tilde{R}_c = \{\tilde{R}_j : \tilde{R}_i^{(1)} \cap \tilde{R}_j \neq \emptyset\}, \quad (4.24)
\]

which is the union of \(\tilde{R}_i^{(1)}\) with the reachable set for any UGV that \(r_i\) can reach by depleting its energy. The expanded approximate reachable set \(\tilde{R}_i^{(2)}\) denotes the set of points reachable by the UAV if carried on a UGV. We therefore expand this region again to calculate the approximate reachable set,

\[
\tilde{R}_i^{(3)} = \tilde{R}_i^{(2)} \cup \{x : \|x - x^{(2)}\| \leq \bar{d}_i, x^{(2)} \in \tilde{R}_c\}, \quad (4.25)
\]

which is the set of points further reachable by taking off from a UGV and landing back on it.

Note that UAVs can “hop” between the reachable sets for any UGV in range by landing on a UGV and riding it to the edge of the UGV’s reachable set, then flying over to another UGV’s reachable set so that it can land on the other UGV and be driven to a charging station. Fig. 4.5 demonstrates an example of UGV hopping. A similar approach also exists for bridging UAV reachable sets by landing on an intermediate UGV. Fig. 4.6 demonstrates a single iteration of this process, and Algorithm 10 presents pseudo-code.

The partitioning method divides the plot into regions that can and cannot be serviced by \(R\) long-term (i.e., as regions inside and outside \(\cup \tilde{R}_i\), respectively). The partitioning algorithm can therefore be extended to determine the optimal placement of
Algorithm 10 Approximate Reachable Sets for UAVs

Require:
\( \mathcal{R} \): Set of robots
\( \mathcal{G} \): Graph representation of plot

1: \textbf{procedure} Region(center, radius)
2: \quad \textbf{return} \{ \mathbf{x} : d(\mathbf{x}, \text{center}) < \text{radius} \}
3: \textbf{procedure} NearestStation(\mathbf{x}, radius)
4: \quad nearest \leftarrow \emptyset, d_{\text{min}} \leftarrow \infty
5: \quad \textbf{for all} \ s \in \text{Region}(\mathbf{x}, \text{radius}) \ \textbf{do}
6: \quad \quad \textbf{if} \ d(\text{nearest}, s) < d_{\text{min}} \ \textbf{then}
7: \quad \quad \quad \text{nearest} \leftarrow s, d_{\text{min}} \leftarrow d(\text{nearest}, s)
8: \textbf{procedure} ViableStations(region, visited)
9: \quad vs \leftarrow \emptyset
10: \quad \textbf{for all} \ \text{station within } d_i \text{ of region do}
11: \quad \quad \textbf{if} \ \text{station} \notin \text{visited} \ \text{and} \ \text{station has UGV} \ \text{then}
12: \quad \quad \quad vs \leftarrow vs \cup \text{station}
13: \textbf{procedure} GenReachableUAV(\mathcal{R}, \mathcal{G})
14: \quad \textbf{for all} \ UGV \ r_j \in \mathcal{R} \ \textbf{do}
15: \quad \quad \tilde{R}_j \leftarrow \text{ExactReachabilitySet}(r_j)
16: \quad \textbf{for all} \ UAV \ r_i \in \mathcal{R} \ \textbf{do}
17: \quad \quad s_0 \leftarrow \text{NearestStation}(r_i, \tilde{d}_i)
18: \quad \quad \text{ApproxReachable}(r_i, \mathcal{R}, \mathcal{G}, s_0)
19: \quad \quad \textbf{procedure} ApproxReachable(\mathbf{r}, \mathcal{R}, \mathcal{G}, s_0)
20: \quad \quad \quad \tilde{R}_i \leftarrow \emptyset, \tilde{R}^{(2)}_i \leftarrow \emptyset, \tilde{R}^{(3)}_i \leftarrow \emptyset
21: \quad \quad \quad \tilde{R}^{(1)}_i \leftarrow \text{Region}(s_0, \tilde{d}_i)
22: \quad \quad \quad \text{visited} \leftarrow \{s_0\}
23: \quad \quad \quad \textbf{while} \ \tilde{R}^{(1)}_i \neq \tilde{R}^{(3)}_i \ \textbf{do}
24: \quad \quad \quad \quad vs \leftarrow \text{ViableStations}(\tilde{R}^{(1)}_i)
25: \quad \quad \quad \quad \textbf{for all} \ s \in vs \ \textbf{do} \ \triangleright \text{(4.24)-(4.25)}
26: \quad \quad \quad \quad \tilde{R}^{(3)}_i \leftarrow \tilde{R}^{(1)}_i \cup \text{Region}(s, \tilde{d}_j + \tilde{d}_i)
27: \quad \quad \quad \quad \text{visited} \leftarrow \text{visited} \cup s
Figure 4.5: Unlike UGVs, UAVs can hop between regions outside their own range limit by landing on cooperative UGVs. Here, the UAV (orange star) can use the UGVs (blue circles) to hop between their reachable sets (dotted blue) by combining UAV-only moves (orange arrows), UGV only moves (blue arrows) and free moves (black arrows). The resultant reachable set for the UAV is shown as a dotted orange outline.

charging stations for continuous monitoring by ensuring the reachable sets fully cover the plot. Once the plot is partitioned, target selections are made by maximizing the cumulative resolution gain, estimated as follows: First, we convert the union of all previous paths into a binary map. Then, we subtract this binary map from a map created from the walk that is being tested. The estimate is then the multiplication of this binary map and the inverted maximum captured image resolution map. This process is then repeated in simulation to calculate the full walk for each robot, as shown in Algorithm 11.

Algorithm 11 Calculate Full Cover

1: procedure FullWalks
2: while $\exists v \in V, v \notin \cup w_i$, $t \leftarrow t + \Delta t$ do
3:     $\xi_i = \int_{t}^{t+\Delta t} \dot{\xi}_i(\tau) \, d\tau$ \hspace{1cm} \triangleright (4.14)
4:     for $r_i \in R$ do
5:         if $\|x_i(t) - w_i[-1]\| < 0.01$ then
6:             $w_i \leftarrow w_i \cup \text{OPTTARGET}$
Figure 4.6: The approximate reachable set for a UAV $r_i$ (orange star) is calculated by iteratively expanding an initial approximate reachable set $\tilde{R}_i^{(1)}$ (solid light orange) to first include a set of points $\tilde{R}_i^{(2)}$ (solid orange) reachable with the help of an adjacent UGV $r_j$ with reachable set $\tilde{R}_j$ (dotted blue), then repeating the expansion to include a set of points $\tilde{R}_i^{(3)}$ (solid dark orange) reachable using adjacent charging stations.

4.5 Simulation results

4.5.1 Estimation of the metric field

The performance of the kernel method is evaluated by comparing $\hat{f}_K$ calculated via kernel estimation and $\hat{f}_G$ calculated via Gaussian RBFs to ground truth metrics $f$. Fig 4.7 shows the time evolution of $\hat{f}_K$ and $\hat{f}_G$ when identical samples are used. The RBF is designed such that the radius is the weighted norm $r = \|p_i - p_j\|_W$, where $W$ is a diagonal matrix of element weights, and is optimized for the training samples. The learned kernel is trained on a dataset collected by randomly inoculating a portion $I_0 = 0.01$ of the field on DAS0, where DAS$x$ is $x$ days after sowing (DAS). Note that estimates with large prediction horizons (e.g., when $t_2 = $DAS0) fail for both models. Our method converges rapidly, with both 10-day and 1-day predictions closely matching the ground truth data on DAS29.

4.5.2 MRTA for discrete observations

We evaluate the performance of our graph-based pathfinding method used to generate Voronoi regions by comparing it to grid-based A* implemented by transforming a thresholded aerial image of the plot into the axis-aligned binary map. Finally, we generate a random group of robots and calculate path solution times and retopography
Figure 4.7: Comparison of metric fields for our simulated model (a) using anisotropic Gaussian RBF, (b) using kernel estimation, and (c) ground truth data. We sample only 30 randomly selected locations for each $t$. Our learned kernel produces better long-term predictions compared to the RBF-based kernel under identical sampling constraints.
(graph or grid generation) times as shown in Fig. 4.8. Our method maintains its performance for plots with curved rows, whereas the grid-based A* must convert these shapes to large grids due to the resolution needed to distinguish rows, thus degrading performance. We further evaluate our method by comparing graph-based and L2 Voronoi RBTA. Fig. 4.9 shows that while step-wise (i.e., one target per robot at each step) costs are similar, L2 Voronoi RBTA is slower when accounting for travel times, since the L2 cost function does not account for row constraints. Our method will therefore go through more data collection steps in the same time horizon, leading to lower costs.

4.5.3 MRTA for continuous observations

We validate our proposed method by comparing our results to DARP [260], a boustrophedon cell decomposition-based multi-robot coverage planner that can be run with and without energy constraints. The methods are evaluated by first generating optimal paths using the same input set \((\mathcal{R}, \mathcal{G})\), and calculating \(J(x_1, ..., x_N)\) for each using the same simulation (i.e., paths are calculated \textit{a priori} and executed with the same initial conditions). Table 4.1 lists the parameters used in the simulation. We select DARP as
Figure 4.9: Comparison of (a) total cost and (b) total travel distance for the same plot using Voronoi diagrams that use graph distance (red) vs. L2 distance (blue). Both use our greedy allocation method, but with different $d_i$. Our method travels shorter distances for comparable cost.

Table 4.1: Simulation Parameters

<table>
<thead>
<tr>
<th>Robot Type</th>
<th>$B$ (mAh)</th>
<th>$P$ (W)</th>
<th>$P'$ (W)</th>
<th>$h_0$ (m)</th>
<th>$|v|_0$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UGVs</td>
<td>30000</td>
<td>12</td>
<td>240</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>UAVs</td>
<td>3000</td>
<td>50</td>
<td>200</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

a baseline, and evaluate our method’s performance by comparing the following metrics at each $t$ to the baseline: total reward, average resolution per plant, energy usage, path length required to reach 95% maximum theoretical resolution, and overall trajectory differences.

Fig. 4.10 shows a side-by-side comparison of simulation results obtained using a DARP-BCD and the proposed ECMP. When compared to DARP-BCD, the ECMP method achieves similar average resolutions considerably faster with similar path length, since paths are selected for optimal resolution and energy usage, rather than for optimal coverage. Intuitively, the difference lies in how much each robot’s sensor data overlaps with one another and their own previous trajectory. Algorithms that maximize coverage tend to waste fuel and time traversing locations that do not affect $\phi_k(w_i)$, and therefore produce sub-optimal trajectories. In contrast, our algorithm calculates minimally overlapping trajectories, such that robots avoid retracing their steps of spending too
much time on a region that has already been covered at greater resolutions by another robot. Our method also considers the combinatorial aspect of energy sharing between UGVs and UAVs, such that UGV and UAV movements are coordinated to increase the reachable set for each UAV.

Overall, our method achieves comparable resolutions by traversing fewer cells, since steps that do not change \( \phi_k(w_i) \) by much are avoided. The optimization also trades short-term sub-optimality for long-term performance, as seen in Fig. 4.10a. Refueling constraints are enforced by the base simulation (independent of the planner) by diverting the robot to the nearest station when energy capacity gets too low.

### 4.6 Conclusion

This chapter presented a formulation for the multi-robot inspection problem (MRIP) with focus on estimating a metric field spanning the entire plot. An metric inference method was proposed that uses kernel estimations conditioned on multi-robot observations, calculated with a network trained on historical sample data and Gaussian process machine learning. Solution methods for multi-robot task allocation (MRTA) were divided into two as discrete and continuous, depending on how observations were collected and how the method of collection affected the metric calculations. For MRTA
with discrete observations, the kernel estimation method was used to determine optimal sampling points. Sampling tasks were then allocated to each robot by first partitioning the plot into Voronoi regions and then selecting the highest-reward task within each robot’s Voronoi region. Finally, whole-field metrics were inferred from a limited number of samples across the entire field using Gaussian process machine learning and a learned kernel. Results were presented using large-scale simulation studies. For MRTA with continuous observations, a quality-optimal planner was described that solves an energy-constrained minimization recast from MRIP by first dividing the plot into energy- and topology-driven partitions, then selecting optimal walks within these partitions that maximize time-dependent capture quality. Simulation studies were performed to validate the approach, and an implementation of the algorithm was compared to similar algorithms found in literature.

The goal of this chapter was to utilize per-plant metrics collected as described in Chapter 3 by individual robots within a multi-robot group to then determine the metrics for an entire plot of crops, and to allocate the associated inspection tasks to this group of robots so that these plot-wide metrics can be collected as efficiently as possible. Some of the methods described here rely on the cooperative control of UGVs and UAVs within this multi-robot group, which is investigated in the next chapter. Further work to tailor the learning methods presented in this chapter are then presented in Chapter 6.
Chapter 5

Cooperative Landing and Takeoff for UAV-UGV Systems

5.1 Introduction

The cooperative inspection tasks presented in the previous chapter are predicated on reliable UGV-based landing and takeoff maneuvers. The UAVs must land on charging platforms installed onto the mobile ground robot, and for many agricultural applications, they must perform the landing maneuvers under large wind disturbances without harming nearby plants. This is a challenging control problem, since the aerodynamic forces involved in these maneuvers are a function of not just environmental conditions around the UAV and UGV, but also of the state and control inputs of the robots. In particular, landing and takeoff regimes are dominated by near-surface aerodynamic effects, which cause the UAV to experience varying lifts and torques based on the geometry of the landing pad and the state and input trajectories leading up to the maneuver. In other words, additional forces and torques depend on what object the UAV is landing on, and how it approaches that object. It is necessary from a safety perspective to develop a predictive and cooperative controller for UAV-UGV landing and takeoff maneuvers. This chapter therefore focuses on model identification for the aerodynamic forces and torques, and a predictive controller and planner for UAV landing maneuvers onto moving platforms.

The main contributions of this work are twofold. First, we present a dynamic model for UAV landing and takeoff regimes that includes the environmental conditions as an explicit state variable. This model includes terms that cannot be derived analytically, so we also propose a learning-based method to predict such terms from state, input, and environmental data. We design a novel network architecture that combines an auto-encoder based latent space representation method with a deep neural network
based thrust and torque prediction method, and we use this architecture to analyze near-surface effects for a multi-rotor UAV. Second, we present a predictive planning and control algorithm based on model predictive control. This algorithm utilizes the aforementioned prediction method to optimize receding horizon control trajectories, which allows the UAV to plan landing trajectories that compensate for predicted aerodynamic effects during landing. The optimization method uses a discretized prediction model to speed up calculations, and allows for dynamic replanning during landing.

The rest of the chapter is organized as follows. A near-surface dynamic model for multi-rotor UAVs is presented in Section 5.2. A learning-based model identification method that estimates and predicts the unmodeled terms from the previous section is proposed in Section 5.3. A trajectory optimization and predictive landing control method is proposed in Section 5.4. Results for these methods are presented in Section 5.5. Finally, a concluding summary is presented in Section 5.6.

5.2 Near-surface dynamic model for multi-rotor UAVs

![Figure 5.1: A multirotor landing on a mobile platform. Thrust and torques depend on the robot’s proximity to any hard surfaces such as the ground.](image)

The forces and torques induced by the rotors when the robot is near a surface such as a wall or floor cannot be fully captured by (2.12) and (2.13). These forces are functions of the velocity of the multirotor, the angular velocities of the rotors, the geometry of nearby surfaces, and other parameters. Considering the multirotor in isolation is thus insufficient to model near-surface thrusts and torques. For landing and takeoff maneuvers in particular, this means that the state $\mathbf{x}$ and the control input $\mathbf{u}$ alone are
often not enough to describe the dynamics of robots performing aggressive maneuvers in fluids (e.g., due to the Navier-Stokes convection and diffusion terms) [261]. Therefore, \( \dot{x} \) is often modeled to include disturbance terms, and in most cases, these disturbance terms are memoryless and only depend on current states and inputs. In [261], we propose the addition of a state-like disturbance term \( \nu(\cdot, \theta) \) into the dynamics equation \( \dot{x} \), and the addition of a corresponding parameter dynamics equation \( \dot{\theta} \):

\[
\begin{align*}
\dot{x} &= f(x, u) + \nu(x, u, \theta), \\
\dot{\theta} &= \zeta(\theta, u) + \eta(x, u, \theta),
\end{align*}
\]

(5.1a) (5.1b)

(5.1b) encapsulates any system-disturbance coupling (e.g., through actuation) as well as dynamics intrinsic to the environment (e.g. due to momentum conservation). In this new formulation, the disturbance behaves like a system state rather than an additive disturbance in the classical sense, and the disturbance is therefore termed as state-like. This has implications for any optimal landing and takeoff trajectories, as shown in Section 5.4.

For highly-transient state-like disturbances, \( \nu \) can be safely divided into a force term \( f_T \) and a torque term \( f_T \), with respective noise terms \( \delta'_r \) and \( \delta'_r \). For the remainder of the chapter, we only consider large scale aerodynamic effects and relegate high-frequency noise terms to existing disturbance rejection controllers. The unmodeled dynamics terms thus reduce to

\[
\begin{align*}
T_i &= f_T(x, \omega_i, \mathcal{G}), \\
\tau_i &= f_T(x, \omega_i, \mathcal{G}),
\end{align*}
\]

(5.2)

where \( \mathcal{G} \) is a 3D representation (e.g., point cloud or voxel occupancy grid) of the quadcopter’s immediate environment (i.e., within a couple of rotor diameters). We assume that the hover-state ratios for \( c_T/c_T \) carry over to these new models, such that

\[
f_T(x, \omega_i, \mathcal{G}) \approx \frac{S_i c_T}{c_T} f_T(x, \omega_i, \mathcal{G}).
\]

(5.3)
5.3 Model identification for maneuvers close to the ground

We propose a learning-based method to identify $f_T(\cdot)$ by first reducing $G$ to a compact latent-space representation in $\mathbb{R}^{N_l}$, where $N_l$ is the size of the latent-space vector, and learning a mapping $\tilde{f}_T : \mathbb{R}^3 \times SU(2) \times \mathbb{R} \times \mathbb{R}^{N_l} \rightarrow \mathbb{R}$ to approximate $f_T(\cdot)$ [262]. This mapping captures single-rotor thrusts with near-surface effects (as opposed to the free hover thrust $T_0$), and is determined using a deep neural network that is trained on experimental data as described in Section 5.5.1. The overall data flow for this method is presented in Fig. 5.2a.

Since rotor-rotor interactions can further modify the thrust and torque profiles of individual rotors, we also propose a method to estimate thrusts and torques for the full multirotor using a correction network. The data flow for the correction network is shown in Fig. 5.2b.

The near-surface model obtained by combining the single-rotor estimation network and the multirotor estimation network form the backbone of our proposed method. The models in (5.2) preserve the underlying dynamics of equation (2.11), meaning they can be used as drop-in replacements in any predictive controllers.

Single-rotor near-surface effects are learned using the neural network architecture shown in Fig. 5.2a, which combines the multirotor state and control inputs with a body-frame representation of the multirotor’s immediate surroundings. Neural network based machine learning approaches are practical for this task, as (5.2) is equivalent to a regression problem with multimodal inputs, which are readily solved by neural networks at the cost of less reliable out-of-sample inferences. It is therefore important to collect
enough data for stable predictions before activating the network within any control loops.

To estimate single-rotor near-surface effects, the body-frame point cloud surrounding the robot is first cropped to a $10R \times 10R \times 10R$ axis-aligned bounding box and converted to a $N_o \times N_o \times N_o$ three-dimensional occupancy grid, where $N_o$ is the dimension of one side of the grid. An $N_l$-dimensional latent space representation of the grid is then calculated using an auto-encoder, and is concatenated with the state and control input vectors. The concatenated vector is then used as in a deep force estimation network. We ensure physically-meaningful latent space representations by including the auto-encoder reconstruction loss as

$$\mathcal{L}_{NSEN} = \alpha_T \mathcal{L}_T + \alpha_R \mathcal{L}_R,$$

where $\mathcal{L}_{NSEN}$ is the total loss or the near-surface estimation network, $\mathcal{L}_T$ and $\mathcal{L}_R$ are thrust prediction and reconstruction losses, respectively, $\alpha_T$ and $\alpha_R$ are weighting variables. $\mathcal{L}_T$ is the batch mean-squared prediction error,

$$\mathcal{L}_T(T_i, T'_i) = \|T_i - T'_i\|^2_2,$$

where $T_i$ and $T'_i$ are the $N \times 1$ vectors for the ground truth and predicted thrust values for each batch, where $N$ is the batch size, and $\| \cdot \|^2_2$ is the $L^2$-norm. The batch reconstruction loss is selected similarly as

$$\mathcal{L}_R = \sum_1^N \left[ \frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} |\text{occ}(g) - \text{occ}'(g)|^2 \right],$$

where $\text{occ}(g)$ and $\text{occ}'(g)$ are the ground truth and predicted occupancy levels of a cell $g \in \mathcal{G}$, respectively. The selection of $N_o$ and $N_l$ constitute a trade-off between model accuracy, training time, and space complexity.

Single-rotor estimates are extended to the full multirotor system by observing hover-state relations between $(\omega_i, T_i)$ pairs. That is, we assume that $T_i$ is affected not just by $\omega_i$, but also $\omega_j$, $j \neq i$, and that this effect is dependent on the motions of the multirotor.
We propose the learning-based method shown in Fig. 5.2b for this extension step.

The loss function for the multi-rotor estimation network is selected as the $l^2$-norm of the thrust prediction error,

$$\mathcal{L}_{MREN}(T, T') = \|T - T'\|_2,$$  \hspace{1cm} (5.7)

where $T$ and $T'$ are the simulated and predicted thrusts, respectively.

We assume that the single-rotor-to-multirotor relation is learnable, and is similar to the empirical results reported by [263], and that the relation is based solely on the predicted single-rotor thrust, the configuration of the multirotor, and the states of the remaining rotors. As such, the multi-rotor network learns a function $f_{MR} : \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R}$ that behaves like a time-varying thrust coefficient.

### 5.4 Trajectory optimization based on predictive controller

The thrust and torque model described in the previous section also enables predictive controller and planner designs. In this section, we first introduce the trajectory optimization problem typical of multirotor UAVs landing on platforms, and we propose an iterative linear time-varying model predictive controller for systems with state-like disturbances such as those observed during landing and takeoff [261].
5.4.1 Trajectory optimization problem

The trajectory optimization described is formalized as the following minimization problem:

\[
\min_{x,u} J(x,u) = \psi(x,u) \bigg|_{t=t_f} + \int_{t_0}^{t_f} \phi(x,u) \tag{5.8a}
\]

\[
s.t. \dot{x} = f(x,u) + \nu(x,u,\theta) \tag{5.8b}
\]

\[
\dot{\theta} = \zeta(\theta,u) + \eta(x,u,\theta) \tag{5.8c}
\]

\[
g(x,u,\theta) \leq 0 \tag{5.8d}
\]

\[
h(x,u,\theta) = 0 \tag{5.8e}
\]

\[
x \in \mathcal{X} \subset \mathbb{R}^n, \ u \in \mathcal{U} \subset \mathbb{R}^m \tag{5.8f}
\]

The admissible state and input spaces \( \mathcal{X} \) and \( \mathcal{U} \) are often described as convex polytopes, or intersections of a set of half-planes in \( \mathbb{R}^n \) and \( \mathbb{R}^m \), respectively.

The Karush-Kuhn-Tucker (KKT) conditions for optimality can be derived for this modified problem using the principles of variational calculus, and show that the parameter trajectory is a part of the optimal solution along with the state and control trajectories, even though \( J(x,u) \) doesn’t explicitly depend on \( \theta \).

**Lemma 1** Optimal trajectories for landing maneuvers depend on the airflow around the multi-rotor, and the KKT conditions therefore include state-like disturbances.

**Proof of Lemma 1.** First, find the augmented Hamiltonian and take the variation of the Lagrangian, using methodology from [264].
\[ \mathcal{H}(x, \dot{x}, u, \theta, \dot{\theta}, t) = \phi(x, u, t) + \lambda^x(f(x, u, t) + \nu(x, u, \theta, t) - \dot{x}) + \lambda^\theta(\zeta(\theta, u, t) + \eta(x, u, \theta, t) - \dot{\theta}) + \lambda(h(x, u, \theta, t)) + \mu(g(x, u, \theta, t)), \]

\[ \mathcal{L}(x, \dot{x}, u, \theta, \dot{\theta}, t) = \psi(x(t_f), t_f) + \int_{t_0}^{t_f} \mathcal{H} \, dt, \]

\[ \delta \mathcal{L}(x, \dot{x}, u, \theta, \dot{\theta}, t) = \psi_x(t_f) \delta x(t_f) + \psi_t \delta t_f + \int_{t_0}^{t_f} [\mathcal{H}_x \delta x + \mathcal{H}_u \delta u + \mathcal{H}_\theta \delta \theta + \mathcal{H}_\dot{\theta} \delta \dot{\theta} + \mathcal{H}_t \delta t] \, dt, \]

\[ \delta \mathcal{L}(\cdot) = [\psi_x(t_f) - \lambda^x] \delta x(t_f) + [\lambda^x] \delta x(t_0) + [\psi_t + \mathcal{H}(t_f)] \delta t_f - [\mathcal{H}(t_0)] \delta t_0 + [-\lambda^\theta] \delta \theta(t_f) + [\lambda^\theta] \delta \theta(t_0) + \int_{t_0}^{t_f} \left( [\mathcal{H}_x + \hat{\lambda}^x] \delta x + [\mathcal{H}_u + \hat{\lambda}^x] \delta u + [\mathcal{H}_\lambda + \hat{\lambda}^\theta] \delta \lambda + [\mathcal{H}_\mu + \hat{\lambda}^\theta] \delta \mu \right) \, dt. \]

The variations are free, so to satisfy \( \delta \mathcal{L} = 0 \), we have

\[ \lambda^x(t_f) = \psi_x(t_f), \quad \lambda^\theta(t_f) = 0, \quad \lambda^x(t_0) = 0, \quad \lambda^\theta(t_0) = 0, \quad \mathcal{H}(t_0) = 0, \quad \psi_t = -\mathcal{H}(t_f) \]

\[ \hat{\lambda}^x = -\mathcal{H}_x, \quad \hat{\lambda}^\theta = -\mathcal{H}_\theta, \quad \mathcal{H}_\lambda = \mathcal{H}_\mu = \mathcal{H}_\nu = 0. \]

The parameter trajectory appears in the following expansions of the above,

\[ \hat{\lambda}^x = -\left[ \phi_x + \lambda^x(f_x + \nu_x) + \lambda^\theta(\eta_x) + \lambda h_x + \mu g_x \right], \quad (5.9) \]

\[ \hat{\lambda}^\theta = -\left[ \lambda^x(\nu_\theta) + \lambda^\theta(\zeta_\theta + \eta_\theta) + \lambda h_\theta + \mu g_\theta \right], \quad (5.10) \]

\[ \psi_t = -\phi(t_f) - \psi_x(t_f) \left[ f(t_f) + \nu(t_f) - \dot{x}(t_f) \right], \quad (5.11) \]

and thus the state-like disturbance is a part of the optimal trajectory. \( \square \)

For a landing planner, the goal is to find an optimal trajectory from an initial state \( x_0 \) to a final state \( x_f \), with \( e = x - x_f \), given

\[ J(x, u) = ||e(t_f)||_P + \int_{t_0}^{t_f} [s + ||e(t)||_Q + ||u(t)||_R] \, dt, \quad (5.12) \]

where \( P, Q, \) and \( R \) are symmetric positive semi-definite weighting matrices for the
final state, intermediate states, and the control effort, respectively, and \( s \) is a constant that defines the weighting of \( t_f \) (typically set to 1). We also constrain our states and inputs such that \( z(1 - \cos(\phi)) < r \) so the quadcopter never crosses the ground plane, and \( 0 \leq T_1 \leq T_{\text{max}} \) and \( 0 \leq T_2 \leq T_{\text{max}} \) so that input saturation is included in the optimization problem.

### 5.4.2 Trailing Window Disturbance Predictions

For \( \nu : \mathcal{X} \times \mathcal{U} \times \Theta \to \mathcal{V} \) that are not injective, there is no simple function \( \nu^{-1}(x, u, \nu) \) that provides an inverse mapping from \( \mathcal{X} \times \mathcal{U} \times \mathcal{V} \) to \( \Theta \). However, learning-based methods and model identification for disturbances show that \( \nu \) itself is observable, and predictable. We therefore propose to consider and choose the time evolution of \( \nu \) for a trailing window \( \mathcal{V} = \{ \nu(t) : t \in [t - T, t] \} \), where \( T \) is the duration of the window, such that there exists a function \( \gamma : \mathcal{X} \times \mathcal{U} \times \text{dom} \mathcal{V} \to \mathcal{V} \) that makes \( \nu(\cdot, t + \Delta t) - [\nu(\cdot, t) + \int_{t}^{t+\Delta t} \gamma(x(\tau), u(\tau), \mathcal{V}(\tau) \, d\tau)] \) vanish for small \( \Delta t \). We assume that \( \nu \) is continuous and observable (even if \( \theta \) is not, as discussed above).

We can then replace (5.1a) with a linearized system

\[
\begin{bmatrix}
\Delta \dot{x} \\
\Delta \nu
\end{bmatrix} = \begin{bmatrix}
f_x & f_{\nu} \\
g_{x} & g_{\nu}
\end{bmatrix} \begin{bmatrix}
\Delta x \\
\Delta \nu
\end{bmatrix} + \begin{bmatrix}
f_u \\
g_u
\end{bmatrix} \Delta u + \begin{bmatrix}
f_0 \\
g_0
\end{bmatrix},
\]

where \( \Delta x, \Delta u \) and \( \Delta \nu \) are perturbations to the nominal state, input and parameter trajectories, respectively, and subscripts denote partial derivatives such that \( f_x = \partial f / \partial x \),
etc. Eqn (5.13) captures the state-like behavior of \( \nu(\theta) \) without having to deal with \( \dot{\theta} \). Note that \( f_0 \) includes the affine gravity term.

The immediate challenge is that \( \gamma \) depends on previous states, inputs and parameters along the trajectory, meaning \( \gamma_x, \gamma_\nu \) and \( \gamma_u \) are not constant along perturbations to \( (x(t), u(t), \theta(t)) \). This suggests the necessity for an iterative approach, which is discussed further in Section 5.4.4.

### 5.4.3 Linear Time-Varying Model Predictive Control

Linear time-varying model predictive control (LTV MPC) utilizes an updated system model at each prediction step, instead of using a constant model for the entirety of the path like its linear time-invariant counterpart, thus preserving both the computational benefits of linearizing the system and the time complexity of the model. For systems with state-like disturbances, LTV MPC also allows the optimizer to take the effects of the disturbance along the optimal trajectory into account. However, like other MPC methods, prediction errors depend on the model’s accuracy, and the computational burden forces the horizon to be limited. If the cost function is quadratic, this burden can be greatly reduced by recasting the optimization problem in (5.8) to a quadratic program (QP). Note that

\[
\|e(t)\|_Q = x_0^T Q x_0 + \Delta x^T Q \Delta x + x_f^T Q x_f - 2x_0^T Q x_f - 2\Delta x^T Q x_f \tag{5.14}
\]

and similarly for \( \|e(t_f)\|_P \). Any nonlinear constraints can be linearized by assuming that around \( (x_i, u_i, \nu_i) \) with \( h(x_i, u_i, \nu_i) = h_i \) and \( g(x_i, u_i, \nu_i) = g_i \),

\[
h(x, u, \nu) \approx h_i + \frac{\partial h}{\partial x} \Delta x + \frac{\partial h}{\partial u} \Delta u + \frac{\partial h}{\partial \nu} \Delta \nu,
\]
and similarly for $g(x, u, \nu)$. Now, we define a variable

$$\tilde{z} = [x_z, \Delta x_z, x_f, u_z, \Delta u_z, \nu_z, \Delta \nu_z]^T,$$  \hspace{1cm} (5.15a)

$$x_z = [x_0, ..., x_{N_p}]^T, \Delta x_z = [\Delta x_1, ..., \Delta x_{N_p}]^T,$$  \hspace{1cm} (5.15b)

$$u_z = [u_0, ..., u_{N_C-1}]^T, \Delta u_z = [\Delta u_0, ..., \Delta u_{N_C-1}]^T,$$  \hspace{1cm} (5.15c)

$$\nu_z = [\nu_0, ..., \nu_{N_p}]^T, \Delta \nu_z = [\Delta \nu_1, ..., \Delta \nu_{N_p}]^T,$$  \hspace{1cm} (5.15d)

where $x_i, u_i, \nu_i$ are the nominal states, inputs and disturbances, and $N_p$ and $N_C$ are the prediction and control horizons, respectively. The optimization problem in (5.8) thus becomes

$$\min \tilde{J} = \tilde{z}^T \tilde{Q} \tilde{z} + \tilde{c} \tilde{x}$$  \hspace{1cm} (5.16a)

$$s.t. \quad \tilde{A} \tilde{z} \leq \tilde{b},$$  \hspace{1cm} (5.16b)

where $\tilde{c} = 0$, $\tilde{Q}$ is constructed to satisfy $\tilde{J} \equiv J$, and $\tilde{A}$ and $\tilde{b}$ are constructed to satisfy

$$(x + \Delta x)_{i+1} = A_{d,i} (x + \Delta x)_i + B_{d,i} (u + \Delta u)_i + C_{d,i} (\nu + \Delta \nu)_i + f_i \Delta t$$  \hspace{1cm} (5.17)

$$(\nu + \Delta \nu)_{i+1} = D_{d,i} (x + \Delta x)_i + E_{d,i} (u + \Delta u)_i + F_{d,i} (\nu + \Delta \nu)_i + \gamma_i \Delta t$$  \hspace{1cm} (5.18)

$$u_i + \Delta u_i = u_{N_C-1} + \Delta u_{N_C-1}, \quad N_C \leq i < N_P$$  \hspace{1cm} (5.19)

$$\underline{u_i} \leq u_i \leq \overline{u_i}, \quad \underline{x_i} \leq x_i \leq \overline{x_i},$$  \hspace{1cm} (5.20)

where $A_d, B_d, C_d, D_d, E_d$, and $F_d$ are the discretizations of $f_x, f_u, f_\nu, \gamma_x, \gamma_u$ and $\gamma_\nu$ for each timestep, respectively, and an overbar or underbar denote upper and lower limits, respectively. This QP can now be solved with off-the-shelf solvers [265].

### 5.4.4 Iterative LTV MPC with State-Like Disturbances

The optimization problem presented in Section 5.4.2 is solved iteratively using the LTV MPC with State-Like Disturbances (SLD) algorithm presented in Algorithm 12 below. Single-shot LTV MPCs are unsuitable in this case, as the SLD trajectory is affected by perturbations to the state trajectory.
The algorithm uses a base controller (e.g., a PID or LTI MPC) that ignores any disturbances to initialize a nominal trajectory $\text{traj}_{\text{nom}}$, and then iteratively improves this trajectory based on an LTV MPC which uses an updated model (5.13). The LTV MPC is designed to solve the QP presented in (5.16), but other solution methods should also work. If a feasible solution to the QP is found, the resultant input trajectory is then used to perform a zero-order hold open-loop rollout starting at the first timestep $(x_0, u_0, \nu_0)$. The rollout is then used as the nominal trajectory for the next iteration. If no feasible trajectory is found, the previous nominal trajectory is followed for one timestep, and a new nominal trajectory is generated from there. The time complexity of the algorithm depends on the application, but is multiplicative, as each refinement step requires the algorithm to solve a new optimization that requires $N_C$ linearizations. The algorithm also preserves any stability guarantees of the underlying MPC step, so that the current formulation can be modified to incorporate robust methods.

To ensure successive iterations do not cause unbounded changes in the nominal trajectory and that the linearized system (and cost) is still valid after the update, the trajectories at each step are constrained to a neighborhood of the previous iterations via lower and upper bounds on state, input and disturbance deviations $\Delta x$, $\Delta u$ and $\Delta \nu$. A sketch proof of the convergence and stability of this method is provided below.
Figure 5.4: Experimental setup for thrust measurements. A 5kg load cell attached to a weighted cantilever arm is used to measure rotor thrust without impeding airflow. Polycarbonate sheets are positioned under the rotor to simulate a UGV-mounted landing pad and to change flow conditions.

Lemma 2 Let $C_i$ denote an MPC controller that can find a feasible (convergent) trajectory from $x_i$ to $x_{i+1}$ for system $(A_i, B_i)$, where $x_{i+1}$ is in the neighborhood $N(x_i)$. If there exists $C_i$ for all $(x_i, x_{i+1}) \in \mathcal{X} \times \mathcal{X}$ such that $x_{i+1} \in N(x_i)$, then a globally convergent iterative MPC controller can be found by using successive controllers $C_0, \ldots, C_N$ that take $x_0$ to $x_f$ if $x_{i+1} \in R(x_i, U), i = 0 \ldots N-1$.

5.5 Experimental results

In this section, we present experimental results for the learning-based disturbance model. We demonstrate the applicability of the predictive planner and controller to multirotor UAV landings through simulation studies.

5.5.1 Single-Rotor Data Collection Setup

While the single-rotor model should ideally be trained on untethered flight data near the landing pad, we propose the single-rotor setup as shown in Fig. 5.4 to speed up data collection for known landing pad geometries. Relative pose data is collected using retro-reflective markers and motion tracking cameras for both methods, but the bench setup allows for continuous operation in exchange for limited rotor mobility. The rotor is mounted onto a slender cantilever arm that minimally impedes airflow, and a load cell is used to record the apparent weight $R$ of the arm assembly. The rotor thrust $T$
is then calculated as

$$T = \frac{Mg(l_1 + l_2) - Fl_1}{l_1 + l_2 + l_3}.$$  \hspace{1cm} (5.21)$$

The arm is designed to minimize bending by selecting a material with a high Young’s modulus (e.g., steel), and torsional stiffness is provided by doubling the rods laterally. Thrust data collected in this manner is used directly as training data, and the relative poses of the rotor and landing pad is used to construct sliding-window occupancy grids using a library such as Open3D [266].

Experimental data is collected by moving a box-like platform to a discrete set of configurations corresponding to a platform-rotor height difference of $h = 4, 6, ..., 16$ cm and a relative x-axis translation of $x = -2R, -1.5R, ..., 1.5R, 2R$, where $R = 12$ cm is the propeller diameter, i.e., $x = -2R$ corresponds to the configuration with the box fully covering the area under the rotor, while $x = 2R$ corresponds to the box leaving the area under the rotor empty. The rotor is then controlled using a microcontroller and electronic speed controller with a constant pulse width modulated signal of around 1300 $\mu$s, load cell voltages are converted to force measurements using an HX711 amplifier. The thrust data collected with this setup is shown in Fig. 5.5. Significant ground effects are observed for platform positions corresponding to $x < 0$, where both sides of the rotor are above the platform, with ground effects decreasing as the platform moves away to $x = 2R$. The increases in thrust at different height differences are consistent across $x = -2R, ..., -0.5R$.

Note that non-hover thrust predictions (e.g., during aggressive landing maneuvers) require large amounts of data corresponding to the non-hover states. Additionally, since the aerodynamics of a landing pad moving under a stationary rotor differ from a rotor moving over a stationary landing pad, non-hover data can only be collected by flying the multirotor over the landing pad. In these cases, models trained using static thrust tests can be used as a baseline for incremental training as new state-thrust data pairs are collected. This paper does not study these cases explicitly, but the same network architecture should work with arbitrary states and landing pad geometries, as long as
enough data can be collected.

5.5.2 Near-Surface Effect Prediction Results

We validate our proposed learning-based method by predicting single rotor thrusts across a dataset of 20000 samples that follow in-ground-effect thrust models reported by [267]. We split the data into training, validation and testing sets using a 80/10/10 ratio. The single-rotor and multi-rotor networks are both implemented in TensorFlow/Keras and are trained until the total losses described in (5.4) and (5.7) converge.

Thrust predictions for a single 10 cm rotor are shown in Fig. 5.6a. The prediction errors follow the ground truth thrust curve closely, and are generally within the variance of the training target dataset. Predictions are saturated at the lower end of the thrust range due to clipping observed in the voxel volume as the platform moves lower and eventually exits the bounding box. Prediction errors remain approximately the same in the saturated region, but the grid volume and \( N_\alpha \) can be increased at the expense of training and prediction speeds to reduce clipping. Fig. 5.7 shows examples of input landing pad geometries alongside corresponding reconstructed occupancy volumes.

The single-rotor network and thrust models are also validated experimentally using the data described in Section 5.5.1. We train the single-rotor network on augmented thrust data corresponding to rotations of the voxel grid along the z axis. A heatmap of normalized errors corresponding to each experimental configuration is shown in Fig. 5.9.
Figure 5.6: (a) Single-rotor thrust predictions. Predicted thrusts (light blue cross marks) follow the ground truth thrust distribution (mean at solid dark blue line), and (b) Single-rotor thrust errors corresponding to the per-sample thrusts shown in (a). Error distributions remain roughly constant across test heights.

Figure 5.7: Ground truth (left) and reconstructed (right) landing pads. Note the direction and height differences between pads (a) and (b).
The root mean squared errors for the single-rotor network are around 4% ($RMSE = 0.0408$).

The single-rotor network is also fast enough for real-time control applications. In our tests, we were able to get around 0.4 ms forward passes on a 559,769 parameter model corresponding to a $32 \times 32 \times 32$ grid on a laptop with an Intel i7-7700HQ processor and Nvidia GeForce GTX 960M graphics card with CUDA acceleration. The training and inference time complexity is investigated by comparing per epoch training times and average batch inference times. Fig. 5.10 shows that training time increases cubically with $N_o$ and inference times are constant, while $N_I$ does not affect training or inference times significantly.

Single-rotor thrust data is then corrected for multi-rotor validation using a model similar to the one in [263]. The network is trained using height, control input and uncorrected thrust data as inputs and corrected thrusts as outputs. Thrust predictions are shown in Fig. 5.11. Unlike the uncorrected thrusts, the corrected thrusts do not form a one-to-one function (i.e., multiple height values produce the same thrust). Consequently, the correction cannot be learned from rotor velocities and predicted single-rotor thrusts alone, and the network must include a height input.

Figure 5.8: Normalized prediction errors for the trained single-rotor network.
Figure 5.9: Heatmap of normalized experimental errors for various platform configurations.

Figure 5.10: Time complexity for the prediction network with varying $N_o$. 
5.5.3 Trajectory Optimization Results

A simulation study was performed where the quadcopter was asked to land at the origin. Disturbances were set to zero at the starting point and allowed to evolve according to (5.13). To better assess performance, our MPC-based method was compared to a cascaded PID first tuned to minimize settling time, then tuned to minimize overshoot. The resultant trajectories are shown in Fig. 5.12. The time evolution of each trajectory is shown in Fig. 5.13. The trajectories were recorded starting from the same initial conditions, up to the point where the quadcopters touched the ground (or slightly went through it in the case of the PID tuned to minimize the settling time). Overall, the LTV MPC based approach outperformed the cascaded PIDs in both speed and convergence properties. This is likely due to the LTV MPC with SLD approach calculating optimal trajectories for not only the state and the input but the disturbance as well. This allows the optimizer to move in directions where a change in the disturbance decreases trajectory cost. Specifically, the Hessian includes derivatives along the disturbance trajectory, which implies that the optimizer considers the effects of $\nu$ when calculating beneficial and detrimental solution directions. Assuming the model is accurate over the planning horizon, the constraints similarly incorporate $\nu$, and naturally provide guarantees and bounds for the disturbances.

Iterative corrections reduce any compounding errors due to the linearization of the
Figure 5.12: Comparison of the trajectories obtained by using a Cascaded PID\textsubscript{ts} tuned to minimize settling time (green), a Cascaded PID\textsubscript{os} tuned to minimize overshoot (blue), and our LTV MPC with SLD method (red). The quadcopter and the two inputs are plotted at 15 equitemporal points along each trajectory, with the trajectories encompassing roughly 20, 40 and 6 seconds, respectively. The length of the protruding segments correspond to the thrusts for each motor.

The rollout similarly moves near-infeasible nominal trajectories back into the set of physically realizable trajectories. Fig. 5.14 shows an illustration of the process. At each step, the trajectory is updated based on the results of the previous optimization by performing a rollout. This rollout then determines the constraints and nominal trajectory for the next optimization.

Like most numerical optimization methods, the proposed method also requires some fine-tuning and meta-optimization to ensure good performance. Particularly, the cost weighting matrices must be selected carefully to ensure convergent and desired behavior. Some selections of $Q$ and $R$ can move the solution toward regions of instability, causing the QP method to fail.
Figure 5.13: Comparison of state and input trajectories for PID_{os} (top), PID_{ls} (center), and LTV MPC w/ SLD (bottom). Note that the timescale for each set of plots is different.
Figure 5.14: Iteration process for trajectory correction. At each step, an MPC solution is used to perform a rollout. The rollout is then used to constrain and initialize the next iteration. Corrections are made to not only the $x$ trajectory shown here, but also to the $u$ and $\nu$ trajectories (not shown).

5.6 Conclusion

This chapter presented planning and modeling approaches for cooperative landing and takeoff maneuvers for UAV-UGV groups. A near-surface dynamic model was proposed for multi-rotor UAVs landing on moving platforms. The unmodeled aerodynamics caused by the interaction of rotor-induced flows and landing pad geometries were captured by an additional state-like disturbance term. A model identification method was proposed to learn these disturbance terms from experimental data. The method combined several learning architectures into a novel deep neural network with three parts. The first part was an auto-encoder that converts robot-centered, body frame occupancy grid representations of the environment into a latent space representation. The second part was a single-rotor thrust and torque prediction network that concatenated this latent space representation with the state and control inputs of the multi-rotor. The third part was a multi-rotor correction network that compensated for vortex interactions between rotor-induced flows. The method was validated using simulated models and experiments on a bench-top static thrust tester. A trajectory optimization method based on model predictive control was also presented. The method utilized a predictive disturbance model to determine optimal landing trajectories and control inputs for multi-rotors landing on moving platforms. Simulation studies were used to compare the method to similar multi-rotor control methods.
The goal of this chapter was to solve some of the open questions related to UGV-based landings and takeoffs for agricultural multi-rotors. The methods presented in this chapter are a critical step toward ensuring the safe operation of UAVs in agricultural inspection missions. Specifically, the aerodynamic modeling and trajectory planning algorithms allow UAVs to land among densely-packed crop fields under challenging weather conditions. When combined with a disturbance rejection controller, these methods also pave the way toward UGV-UAV-human interactions for tailored crop inspections, which is investigated in the next chapter.
Chapter 6
Enhanced Inspections through Human-Robot Interaction

6.1 Introduction

Human-robot interactions create many opportunities for robotic crop inspections. On the user side, a well-designed human-robot interaction model can provide an intuitive interface between the complex robotic system and the grower, thus lowering one of the main barriers to robot adoption in agriculture. On the robot side, timely and contextual input from the grower can increase the efficacy of the learning models and clarify desired robot behaviors. The combination of the two sides improves both user experience and system performance. In this chapter, we explore the possibility of using the on-board sensors to enhance the inspection capabilities of the proposed platform through human-robot interactions. We focus on two aspects in particular: gesture-based inspection suggestions, and a human-in-the-loop learning model for more accurate inspections.

We first imagine a user guiding the platform via natural pointing gestures. This type of interaction is very intuitive for humans, but involves complex computer vision problems for robots. We utilize the on-board scanning sensors (e.g., RGB-D and lidar) to estimate the skeletal pose of the user and to localize them relative to the robot. We then determine whether the user is performing a pointing gesture, and if so, we project the pointing gesture onto a map of the environment to determine where they are pointing. This is then used as an inspection target, and the UGV plans a collision-free path to a nearby non-blocking pose that does not block the passage of other UGVs or humans. Since other UGVs and humans are also operating within the same environment, paths are planned cooperatively within the team of UGVs. Additional optimal poses and paths are calculated for human following and waiting behavior in a similar manner.

We then extend the learning-based planner presented in Section 4.4 to include these
gesture-based suggestions. The selection process for inspection targets is changed to prioritize targets that the user points to, and the learning model is updated to include a supervised labeling step if the robot is not able to identify any anomalies at that target. An updated software architecture is also presented for such a system. Steps that are necessary to fully integrate humans into the inspection loop are also discussed within the presented framework.

The rest of the chapter is organized as follows. A gesture-based suggestion method is presented in Section 6.2 for intuitive human-robot interactions during inspection missions. The human-aware path planning and navigation algorithms necessary for close human-UGV operations are described in Section 6.3. Experimental results are presented in Section 6.4. Finally, a chapter conclusion is presented in Section 6.5.

### 6.2 Gesture-Based Inspection Suggestions

The gesture-based inspection suggestion method in [268] is described as follows. Let \( \mathbf{R} \) be the set of \( N \) cooperative human-following robots. The pose of robot \( r_i \in \mathbf{R}, \) \( i = 1, \ldots, N \) at time \( t \) is \( \mathbf{x}_i(t) = [x_i(t), y_i(t), \theta_i(t)]^T, \) \( \mathbf{x}_i(t) \in \mathcal{X}_i, \) where \( \mathcal{X}_i \) is the feasible pose set for \( r_i, \) with dynamics given as \( [\dot{x}_i^T(t), \ddot{x}_i^T(t)]^T = f(x_i(t), \dot{x}_i(t), \mathbf{u}_i(t)), \) where \( \mathbf{u}_i(t) \) are the control inputs for \( r_i \) at time \( t, \) and the pose goal for robot \( r_i \) is \( \mathbf{x}_i^{(g)} = [x_i^{(g)}, y_i^{(g)}, \theta_i^{(g)}]^T, \) \( \mathbf{x}^{(g)} \in \mathcal{G}_i, \) where \( \mathcal{G}_i \subseteq \mathcal{X}_i \) is a polytope of goal states. We define \( \mathbf{h}_i(t) = [\mathbf{\eta}_i(t)^T, \phi_i(t)^T]^T \) as the concatenation of the pose vector \( \mathbf{\eta}_i(t) \) [269] and the gait feature vector \( \phi_i(t) \) [270] for the human that \( r_i \) is targeting.

The user provides pose suggestions \( \mathbf{x}_i^{(s)} \) through pointing gestures calculated form \( \mathbf{h}_i(t). \) Rays are projected from the user’s extended arm pose \( \mathbf{\eta}_i(t) \) onto the environment as shown in Fig. 6.1 if the gait feature vector \( \phi_i(t) \) matches a pointing gesture. The desired pose is selected as a feasible pose in \( \mathcal{X}_i \) closest to the suggested pose, otherwise, the desired pose is selected as \( \mathbf{x}_i(t) \) or the trailing pose described above, as set by the designer.

The intersection point \( \mathbf{x}_i^{(int)} \) is follows the segment between the base \( f_1 \) and tip \( f_2 \)
Figure 6.1: (a) Point cloud data is used to estimate user pose and gait. (b) Human pose estimates determine robot pose suggestions by casting a ray from the extended arm onto the environment and selecting the closest feasible pose in \( X_i \). Optimal trajectories are calculated via (6.4) to a pose within a polytope \( G_i \) around the pose suggestion.

of the index finger, with direction vector \( \mathbf{v} = \mathbf{f}_2 - \mathbf{f}_1 \). The no-hit pose \( x_i^{(g')} \) is

\[
x_i^{(g')} = \mathbf{f}_2 + l_2 \mathbf{v}, \quad l_2 = \frac{z_2}{z_1 - z_2} \| \mathbf{f}_1 - \mathbf{f}_2 \|,
\]

(6.1)

where \( \| \cdot \| \) is the Euclidean norm, and the goal pose is selected with safety buffer \( \delta_b \) as \( x_i^{(s)} = x_i^{(s')} \) if \( x_i^{(int)} = x_i^{(s')} \), and as \( x_i^{(s)} = [x_i^{(int)} + \delta_b n_x, y_i^{(int)} + \delta_b n_y, 0]^T \) otherwise, where \( \hat{n} = [n_x, n_y]^T \) is the map normal at \( x_i^{(int)} \).

6.3 Human-Aware Path Planning and Navigation

The optimal robot trajectories \( x_i(t)^* \) are solutions to a constrained multi-robot trajectory optimization problem,

\[
x_i^*(t) = \arg\min_{x_i(t)} \sum_{i=1}^{N} \left[ \int_{t}^{t+T} \psi(x_i(\tau), u_i(\tau)) d\tau \right]
\]

(6.2a)

s.t. \( \psi(x_i(t), u_i(t)) = p_i \| x_i(t) - x_i^{(g)} \| \),

(6.2b)

\( \dot{x}_i(t) = f(x_i(t), u_i(t)) \),

(6.2c)

\( x_i(t) \in X_i, \quad x_i(t + T) \in G_i, \quad u_i(t) \in U_i \),

(6.2d)

where \( T \) is free and \( p_i \) is the priority of the \( i \)th robot. The human-following robot problem with positioning suggestions is then defined using the optimization problem
as finding an optimal \( x_i(t) \) for each \( r_i \) to minimize (6.2a) for the entire robot group \( R \), given predictions for \( h_i(t) \). In particular, we wish to find optimal pose goals \( x_i^{(g)} \) to calculate \( x_i^*(t) \).

The combined planning and control problem is solved in two steps by first planning high-level optimal target positions and trajectories, and then tracking these trajectories using model predictive control (MPC) \cite{268}. The target positions \( x_i^{(g)} \) are selected by optimizing desired poses \( x_i^{(d)} \) described in (6.3) using the optimization in (6.4), so that each robot either trails \( h_i(t) \) by a distance of \( \delta_f \), or moves to a waiting position that is within a distance of \( \delta_w \) from a human-suggested pose, or approaches the human at a distance of \( \delta_a \) so they can drop off any items.

The desired pose \( x_i^{(d)} \) is determined at each time step by a finite state machine (FSM) with Following, Waiting and Approaching states, which selects the corresponding robot pose as

\[
x_i^{(d)} = \begin{cases} 
  x_i^{(w)}, & \text{robot\_state=} \text{Waiting} \\
  x_i^{(f)}, & \text{robot\_state=} \text{Following} \\
  x_i^{(a)}, & \text{robot\_state=} \text{Approaching}
\end{cases}  \tag{6.3}
\]

State transitions between Following (F) and Waiting (W) are triggered at a robot-human distance of \( R_{f \rightarrow w} \) for \( F \rightarrow W \), and a distance of \( R_{w \rightarrow f} \) for \( W \rightarrow F \). Fig. 6.2 shows the transition conditions for each state, and Fig. 6.3 shows a schematic for the \( F \rightarrow W \) transition. Note that the actual trajectory changes once the \( F \rightarrow W \) threshold is crossed.

The following pose \( x_i^{(f)} \) is the pose trailing the user’s trajectory by \( \delta_f \). For tractability, user trajectories are stored as a queue so the last pose is at least \( \delta_f \) along the trajectory, and the penultimate pose is less than \( \delta_f \) along the trajectory. Conversely, the approach pose \( x_i^{(a)} \) is the pose \( \delta_a \) away from the user along a trajectory from the robot to the user.

At any given time, the robot solves a sub-optimization to determine the best goal
Figure 6.2: The robot’s operational mode and its goal pose are determined by a state machine with three states: Following (F), where the robot keeps within $\delta_f$ of the human, Waiting (W), where the robot parks itself nearby, and Approaching (A), where the robot approaches to within $\delta_a$.

Figure 6.3: The robot transitions from its Following state to its Waiting state when the robot reaches the following-to-waiting transition radius $R_{f\rightarrow w}$, and resumes following by transitioning from its Waiting state to its Following state when the user reaches the waiting-to-following transition radius $R_{w\rightarrow f}$. Switching to the robot’s Approaching state pre-empts this transition, and instead triggers an approaching-to-following or approaching-to-waiting transition.
where \( e_s = x_{gi} - x_{di} \) is the error between the goal pose \( x_i(t) \) and the desired pose \( x_{di} \); \( f_c \) is a pose cost that discourages waiting in poses that coincide with heavy foot traffic, and \( f_b \) is a blocking cost that discourages blocking the predicted trajectories of nearby humans. The relative strengths of these three cost components are determined by weighting variables \( \alpha_2 \) and \( \alpha_3 \).

The pose cost \( f_c \) for a pose \( x_i \) is determined by querying a heat map constructed from historical human trajectories using 2D kernel density estimation for query point \( x_{gi} \) as

\[
f_c(x_{gi}) = \frac{1}{|H|} \sum_{h(t) \in H} \frac{1}{T_h} \int_{t_0}^{t_f} K_H(x_{gi} - h(t)) \, dt,
\]

where \( K_H(x) = \frac{1}{2\pi |H|^{1/2}} e^{-\frac{1}{2} x^T H^{-1} x} \) is a user-defined bivariate anisotropic Gaussian kernel with covariance matrix \( H \), \( H \) is the set of all past human trajectories, and \( T_h \) is the total trajectory time for \( h(t) \in H \).

Since human access to shelves should be prioritized at all times, the robot makes an effort to move out of the way to avoid blocking any humans when it is in a Waiting state. This is done by adding a blocking potential \( f_b \) to (6.4) as

\[
f_b(x_{gi}) = \sum_{h_j \in N(x_i(t))} \phi_\theta(x_{gi}, h_j) K_b
\]

that uses a radial basis function (RBF) with user-defined parameter \( \gamma_1 \), such that \( K_b = e^{-\gamma_1 \|x_{gi} - h_j(t)\|^2} \), to determine the influence of nearby humans in the neighborhood \( N(x_i(t)) \) of \( r_i \), which is modified by a weighting \( \phi_\theta(x_{gi}, h_j) = e^{-\gamma_2 t^2} \) with user-defined temporal attenuation parameter \( \gamma_2 \).

Once the goal pose is determined, the optimization problem in (6.2a)–(6.2d) can be solved in an iterative manner using a multi-robot receding-horizon planner described...
as follows. Let \( \mathbf{z}_i(t) = [\mathbf{x}_i^T(t), \mathbf{x}_i^T(t)]^T \) be the state of the robot at time \( t \), with dynamics \( \dot{\mathbf{z}}_i(t) = \mathbf{f}(\mathbf{z}_i(t), \mathbf{u}(t)) \), discretized around \( \mathbf{z}_i(t_0) \) as \( \mathbf{z}_i[k + 1] = \mathbf{A}_d \mathbf{z}_i[k] + \mathbf{B}_d \mathbf{u}_i[k] \), with discretized matrices \( \mathbf{A}_d = e^{\mathbf{A}T} \mathbf{A}, \mathbf{B}_d = (e^{\mathbf{A}T} - I) \mathbf{B} \mathbf{A}^{-1} \), and \( \mathbf{A} = \frac{\partial \mathbf{f}(\cdot)}{\partial \mathbf{z}} \big|_{\mathbf{z}_i(t_0)} \), and \( \mathbf{B} = \frac{\partial \mathbf{f}(\cdot)}{\partial \mathbf{u}_i} \big|_{\mathbf{z}_i(t_0)} \), such that the dynamics are \( \Delta \mathbf{z}_i[k + 1] = \mathbf{A}_d \Delta \mathbf{z}_i[k] + \mathbf{B}_d \Delta \mathbf{u}_i[k] \) given \( \Delta \mathbf{z}_i[k] = \mathbf{z}_i[k] - \mathbf{z}_i(t_0) \) and \( \Delta \mathbf{u}_i[k] = \mathbf{u}_i[k] - \mathbf{u}_i(t_0) \).

An \( \mathbf{A}^* \) search is performed on a coarsely-discretized map at each time step to determine desired trajectory \( \mathbf{x}_i^{(G)}(t) \), which provides a global trajectory plan. The local trajectory plan \( \mathbf{x}_i^{(l)}(t) \) for optimization window \( t_0 < t < t + T \) is calculated by first placing a moving boundary \( \mathcal{W} \) with diagonal corners \( [\mathbf{x}_i(t_0) - \mathbf{W}, \mathbf{x}_i(t_0) + \mathbf{W}] \), \( \mathbf{W} = [w_x, w_y]^T \) around \( \mathbf{x}_i(t_0) \), \( i = 1, \ldots, N \) such that \( \|\mathbf{x}_i(t) - \mathbf{x}_i(t_0)\|_1 < \|\mathbf{W}\|_1, \ t_0 < t < t_0 + T, \) and solving (6.2a)–(6.2d) for this window only, up to \( \mathbf{x}_i^{(l)}(t_0 + T) = \mathbf{x}_i^{(d)}(t_0 + T) \) at \( t = t_0 + T \), with tracking error \( \mathbf{e}_i(t) = \mathbf{x}_i^{(l)}(t) - \mathbf{x}_i^{(G)}(t) \). We rewrite (6.2a)–(6.2d) as a near-equivalent constrained optimization problem

\[
\mathbf{x}_i^{(l)*} = \arg\min_{\mathbf{x}_i^{(l)}(t), \ t_0 < t < t_0 + T} \sum_{i=1}^N \sum_{t=t_0}^{t_0+T} p_i \|\mathbf{e}_i(t)\|_Q
\]

s.t. \( \dot{\mathbf{z}}_i(t) = \mathbf{f}(\mathbf{z}_i(t), \mathbf{u}_i(t)) \),

\( \mathbf{z}_i^{(l)}(t_0) = \mathbf{z}_i(t_0) \),

\( \mathbf{x}_i^{(l)}(t) \in \mathcal{W}, t_0 < t < t_0 + T \),

\( \|\mathbf{x}_i^{(l)}(t) - \mathbf{x}_j^{(l)}\| > R_r, j \neq i \),

\( \|\mathbf{x}_i^{(l)}(t) - \mathbf{h}_j^{(l)}\| > R_h \),

\( \mathbf{u}_i(t) \in \mathcal{U}_i \),

where \( \|\cdot\|_Q \) is the vector norm weighted by positive-definite matrix \( Q \), and (6.7e)–(6.7f) are collision constraints for robots and humans with distances \( R_r \) and \( R_h \), respectively. (6.7) is then recast as a constrained quadratic program (QP) and solved with an iterative linear time-varying model predictive control solver [261], where all matrices are chosen so the QP satisfies the constraint equations in (6.7).

Fig. 6.4 shows the overall data flow for both systems. An algorithmic description of
Figure 6.4: Data flows in a similar manner for both the simulation and the experimental platforms. Sensor data is used to perform skeleton tracking, trajectory prediction, localization and local obstacle mapping. Skeleton data is used to determine user gestures, which are then used to determine positioning suggestions. Gesture, trajectory and localization data is used to determine each robot’s state as shown in Fig. 6.2. The goal pose is used to plan a global and local optimal trajectory.

the trajectory optimization method is given in Algorithm 13.

**Algorithm 13** Multi-robot Receding-Horizon Planner

1: procedure GENERATE OPTIMAL TRAJECTORY
2: \( \mathbf{x}^{(d)}_i \leftarrow \text{DESIREDPOSE}(\text{robot.State}) \) \( \triangleright \) from (6.3)
3: \( \mathbf{x}^{(g)}_i \leftarrow \text{OPTIMIZEPOSE}(\mathbf{x}^{(d)}_i) \) \( \triangleright \) from (6.4)
4: while True do
5: \( \mathbf{x}^{(i)}_i(t) \leftarrow \text{LOCALWINDOW}(\mathbf{x}^{(G)}_i(t) = A^*(\mathbf{x}^{(g)}_i)) \)
6: \( \mathbf{x}^{(i)}_i(t) \leftarrow \text{QP}(e_i(t) = \mathbf{x}^{(l)}_i - \mathbf{x}^{(G)}_i) \)
7: \( \mathbf{u}_i(t) \leftarrow \text{LOWLEVELCTRL}(\mathbf{x}^{(i)}_i(t), \mathbf{u}^*_i(t)) \)

6.4 Experimental Results

In this section, we present experimental results for the various subsystems and algorithms developed in this chapter. First, we give an overview of the experimental setup used to validate the methods. We then present our results for each subsystem in separate subsections for clarity.

6.4.1 Experimental Setup

In this section, we describe the setups for simulation studies performed using a differential drive Turtlebot3 platform, and the experiments conducted using a three-wheeled omni-directional robot. First, a multi-robot environment with rows is simulated in ROS/Gazebo using modified Turtlebot3 platforms. Fig. 6.5 shows one of the layouts
used to perform simulation experiments. All simulated robots are equipped with laser scanners, RGB cameras and Kinect-like depth sensors, and share floor plans and environmental scans.

Each robot’s local pose estimated via adaptive Monte Carlo localization. Obstacle avoidance and goal selection is done locally (i.e., separately) in a moving window with on-board sensors and shared maps. We implement (6.6) as a costmap for a node that calculates (6.4). Similar to in-store conditions, the robots are given a priori information (floor plans and historical trajectories), but perform obstacle avoidance and human tracking online with on-board data. The simulations therefore test state and goal switching, obstacle avoidance and shelf blocking, and multi-robot planning. The experiments are performed with the three-wheel omni-directional robot described in Section 2.4.1, which is modified for human-following experiments as shown in Fig. 2.5.

6.4.2 State and Goal Switching

To test goal switching, the user is first asked to remain stationary while the robot navigates towards them. The user moves to the next aisle once the robot has reached a waiting position. The robot demonstrates state switching behavior by first following the user, then waiting at a position the user points to, then following them again once they move further than $R_{w \rightarrow f}$, and finally waiting at a second position determined by the
Figure 6.6: (a) Plot of the distance between the robot and its selected goal. (b) Comparison of the goal position and the human position. The goal pose initially aligns with the human’s pose due to the absence of a trailing path, and is subsequently switched to an optimal waiting pose as the robot crosses $R_{f \rightarrow w}$. Following behavior resumes when the human starts moving away, with a goal pose that trails the human’s trajectory by $\delta_f$. The robot selects a waiting pose based on user suggestions once it reaches $R_{f \rightarrow w}$ again. (c) Comparison of robot and human positions as influenced by distance-dependent state switching.

user. Related metrics are shown in Fig. 6.6. Fig. 6.7 shows the simulation trajectories for a robot following a user through parallel aisles.

Figure 6.7: Results from a user following test, where the robot was asked to follow the user at a distance of $R_{f \rightarrow w} = 1$ m. The robot initially follows the user until it reaches $R_{f \rightarrow w}$, and then moves to the suggested waiting pose (purple). The robot resumes following once the user moves further than $R_{w \rightarrow f}$.
6.4.3 Non-Blocking Pose Selection

Non-blocking pose selection allows the robot to make way for other robots and humans while still waiting close to its user. Non-blocking behavior relies on three costmap layers for $L_2$ distance cost, the pose cost based on historical robot and human trajectories, and the blocking cost based on the predicted human paths. The minimal cost across the combined costmap provides the optimal waiting position for the robot. The blocking cost converts predicted trajectories into a distance-based penalty that is discounted with time.

The pose cost is constant since the human heatmap is roughly constant over long-term observations, while the distance cost and the blocking cost are highly dependent on the suggested waiting position and the motions of nearby humans. We demonstrate this variability in Fig. 6.8 by varying the suggested waiting positions and the human trajectories.

The behaviors described in this section are tunable by the designer using $\alpha_2$ and $\alpha_3$ in (6.4). All figures shown here are calculated using $\alpha_2 = 0.7$ and $\alpha_3 = 0.4$ with a map resolution of 5 cm/pixel, but we note that different robot configurations or supermarket layouts require different $\alpha$s.
6.4.4 Multi-Robot Planning

We validate our approach, with simulations of 50 robots and 50 humans. Fig. 6.9 shows trajectories from 1000 trials with randomized start and goal poses.

We compared the performance of our planner against a scenario where no robots are present, a scenario where robots are present but exhibit pure pursuit behavior, and a scenario where robots plan individual trajectories. The results in Table 6.1 look at three metrics: mean robot-user separation, human wait time, and time to goal. The multirobot planner outperforms other methods when looking at wait time and time to goal metrics, whereas the individual planner has lower mean separation.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Mean Sep. Dist.</th>
<th>Wait Time</th>
<th>Time To Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Robots (Base)</td>
<td>N/A</td>
<td>39.5 s</td>
<td>210.9 s</td>
</tr>
<tr>
<td>No Planner</td>
<td>2.41 m</td>
<td>117.3 s</td>
<td>235.0 s</td>
</tr>
<tr>
<td>Individual Planner</td>
<td>2.30 m</td>
<td>103.8 s</td>
<td>227.5 s</td>
</tr>
<tr>
<td>Multirobot Planner</td>
<td>2.34 m</td>
<td>100.2 s</td>
<td>225.9 s</td>
</tr>
</tbody>
</table>

6.4.5 Gesture-Based Suggestion Tracking

The gesture-based suggestion tracking algorithm was validated experimentally using the three-wheel omni-directional robot in Fig. 2.5. Pose suggestions were extracted
from human finger estimates using RealSense D435i RGB-D cameras, transformed into the world frame, and sent to the conebot at a rate of 20 Hz via wifi for online tracking. Pose suggestions were filtered with a Savitzky-Golay filter (1.5 s window, 3rd order) to reduce the effect of occasional jumps in finger tracking. Tracking errors are shown in Fig. 6.10 and were on average around 0.7 m across all trials and were calculated using the instantaneous pose suggestions. Practitioners are advised to filter finger estimates to reduce errors due to jitter.

![Figure 6.10](image)

Figure 6.10: (a) Experimental gesture-based suggestion tracking results for a single trial. (b) Histogram of normed tracking errors across all trials, with mean error (dashed red) and median error (solid black).

### 6.5 Conclusion

This chapter presented several developments relating to human-robot interactions within the agricultural domain. First, a human-robot interaction method based on pointing gestures was presented. This method utilized the on-board vision sensors (i.e., the RGB-D cameras, lidars, and 2D cameras) to detect the user and extract a skeletal pose using machine learning algorithms. The skeletal pose was then analyzed to determine whether the user was pointing at anything within the robot’s vicinity, and if so, the pointing gesture was converted to an inspection target pose suggestion, corresponding to a location the user wanted the robot to inspect. The finger-tracking algorithm was validated experimentally using an omni-directional robot, and tracking results were compared to ground-truth suggestions collected using a motion capture system. Next,
a behavioral algorithm was introduced based on a three state FSM, which prescribed desired robot actions when following the user, moving in the inspect a target, or waiting for the user to complete manual inspections. Based on the FSM state, the robot then planned a human-aware, collaborative path to an optimal target robot pose such that any trajectories or target poses were non-blocking and collision-free. These behaviors were verified in simulation, and results were reported for state switching, pose selection, and multi-robot planning. Finally, the previous algorithms were situated within the larger robotic inspection framework. A human-in-the-loop learning method was proposed to utilize the gesture-based suggestions, and the learning methods proposed in previous chapters were extended to include the user’s expert knowledge and suggestions. Preliminary results were demonstrated in simulation.

The goal of this chapter was to incorporate expert users into the autonomous robotic inspection framework. We demonstrated that the visual data necessary for this was already available to the robotic system through the selected on-board sensors, and that state-of-the-art machine learning methods could be used to extract human skeletal poses, thus providing a human-robot interaction method based on natural gestures (e.g., pointing). The planning algorithms presented in earlier chapters had to be extended to include human-awareness, which allowed for safe operation around the user, especially for human-in-the-loop training of the learning models. The framework extensions and algorithms presented in this chapter lay the groundwork for more effective, human-guided autonomous crop inspections.
Chapter 7
Conclusions and Future Work

7.1 Conclusions

In this dissertation, we presented an autonomous system for crop inspections with specific focus on robotic phenotyping, planning and control. We first investigated the overall framework necessary to handle the autonomous collection of phenotyping data at large scales using a mobile manipulator based vision system. While there are many open questions associated with such a system, several technical challenges were identified as gaps in the state of the art and were chosen as the focus of this dissertation. Each of these challenges constituted one chapter of the thesis and investigated the development of a robotic phenotyping platform, a novel 3D hyperspectral scanning method, a multi-robot planning and allocation method, the cooperative control of UGV-UAV groups, and human-robot interactions. The cumulative work presented in these chapters therefore formed the basis for the proposed crop inspection system.

In Chapter 2, an architectural description of the framework and software was presented. An experimental platform was proposed for close-up inspections of row crops, and a simulation package was developed for this platform using the Robotic Operating System. The proposed platform is unique within the agricultural domain in that it consists of a single-track robot base with a light-weight 6 degree of freedom robotic arm with a custom camera mount and gripper end effector. A wireless ground probe was designed for use with the gripper, which allows the robot to take soil and atmospheric measurements.

In Chapter 3, a formal definition for the inspection task was presented, and a 3D hyperspectral reconstruction method and a next-best-view algorithm were introduced.
The reconstruction method was developed to utilize the fast capture times and accuracy of RGB-based multi-view photogrammetry. RGB images were collected at several viewing angles from several cameras, and the hyperspectral surface for the inspection target was generated using a learning-based reconstruction method. A novel information gain metric was derived for 3D hyperspectral reconstructions, which allowed the comparison of two hyperspectral point clouds to determine the change in reconstruction quality. This information gain metric was then used to determine optimal viewing angles for the cameras to speed up reconstruction and decrease capture times. The 3D hyperspectral reconstruction method was tested on simulated and real targets. A hyperspectral classification method was also introduced, and validated using growth chamber data for heat-stressed fescue grass.

In Chapter 4, the inspection problem was extended to multi-robot groups consisting of UAVs and UGVs, and the corresponding planning and task allocation problems were investigated. The multi-robot inspection problem was formulated as a least-squares optimization of the estimation error across the entire plot of crops, and an estimation method based on Gaussian process machine learning was proposed in which observations collected by the multi-robot group were used to construct a learning-based, site-specific and temporally-consistent similarity kernel. A task allocation method was proposed to leverage the learned kernel by first dividing the plot into robot-centered Voronoi regions and then assigning tasks to each robot within these regions. The planning problem was proven to be NP-hard, so an efficient, greedy allocation method was proposed to find sub-optimal solutions. An extension of this method was also proposed for multi-robot groups collecting continuous observations (i.e., capturing data as they move across the plot). The extended method also considered the energy limitations of the robots, and minimized the inference uncertainty for the entire plot while also ensuring the robots followed optimal recharge cycles. Simulation studies were performed for both allocation methods, and the estimation method was tested with simulated data on a real plot.

In Chapter 5, the cooperative control of UGVs and UAVs was investigated within the context of multi-robot inspection problem. The UGV-UAV landing problem was considered for outdoor environments. The complex aerodynamics resulting from the
interaction of the environment and the airflow generated by a multirotor were modeled using a learning-based method. A body-frame occupancy grid of the environment was converted to a latent-space representation and concatenated with the state of the robot, and sent to a deep neural network that predicted disturbance thrusts and torques. The learned aerodynamic model was compared to experimental data from a static thrust testbench. A disturbance-aware model predictive controller and planning algorithm based on the learned aerodynamic model was developed for multirotors landing on mobile platforms. The model was verified in simulation and compared to other common multirotor controllers.

Finally, in Chapter 6, human-robot interactions for agricultural inspection systems were investigated. A method to augment robotic inspections with an intuitive, gesture-based interaction method was proposed. The method utilized the on-board cameras to determine the pose and gait of experts working alongside the robot, allowing them to point at certain inspection targets that should be prioritized by the robot. The method was tested experimentally for a single robot, and multi-robot simulations were used to demonstrate how the method could be used at scale. Additional planning and path-finding methods were presented for UGV teams working alongside humans, with specific focus on safety and non-blocking behavior (e.g., keeping the aisles clear so other humans and robots can pass). A human-following algorithm was developed to enable active learning methods where the robot acts as an apprentice to an expert (similar to learning from demonstration).

7.2 Future work

This dissertation is not a comprehensive solution to all robotic crop inspection problems. While the chapters present critical questions and propose viable solutions in many key areas such as multi-robot planning and human-robot interactions, there are innumerable questions remaining within each chapter that would merit theses unto themselves. This section therefore aims to cover only the immediate next steps in achieving fully autonomous crop inspections, but it should be understood that there are many open questions within this domain that are equally as applicable as the ones presented here.
First and foremost, the 3D hyperspectral reconstruction method must be extended for real-time reconstructions, and tests must be performed on real crops in the field. This requires parallel work to be completed for the bikebot base, which is the topic of ongoing research. So far, the reconstruction method has only been tested in lab conditions with ground truth data available through either long-term studies or expensive sensors (such as the imec hyperspectral camera). The method should therefore also be tested with real-world dynamic lighting conditions (e.g., cloudy, rainy days). Scalability of the method can also be investigated for large-sample studies such as the ones performed for fescue grass by the Plant Biology Department on Rutgers Cook Campus. It would make sense to construct a permanent inspection station for such an application so as to streamline the collection of 3D hyperspectral scans for each sample. More data should be collected to investigate phenotyping applications. Algorithms to analyze the captured point clouds can be used to investigate the spatial aspects of plant stress. Target plants with more obvious physical responses to stress can be selected for initial testing (e.g., corn plants, which exhibit leaf curling, rolling or drooping under heat and drought stress).

The analysis performed on hyperspectral reconstructions should also be extended. The available data for healthy/stressed fescue grass can be analyzed further to determine how the classifier’s sensitivity and specificity is affected by variations in individual plants. Larger studies can be performed on fescue samples to investigate the statistical significance of the indicators discovered by the deep neural network and to quantify or adjust classification results. The data can be further used to perform feature selection, in which a subset of the original spectra or coefficients are selected to greatly reduce the model size. If this subset can be reduced to a couple of wavelengths while still preserving classification accuracy, then the selected subset can be used to determine a plant-specific vegetation index that can then be calculated using data from cameras tuned to the selected wavelengths (e.g., via optical bandpass filters). This process might also give some insight into which biological mechanisms dominate certain stress responses based on which wavelengths are found to be more important. The study could also be extended to look at multi-class classification using the selected wavelengths.
The multi-robot method can also be tested in more realistic conditions, but such tests would require the construction of several more inspection platforms. A minimal experimental setup involving several UAVs and one more ground robot might be a feasible alternative in the short term. This would allow the testing of the partitioning and plot-wide metric estimation methods with real data over an entire summer season, and would help identify any issues arising from the transition from theory and simulation to real-world applications. Depending on the use case (e.g., turfgrass versus row crop), this might also lead to the development of a reusable model (e.g., to track and predict heat stress) for plant biology research. In any case, the data collection and model training steps must be streamlined for full autonomy.

Future research into UGV-UAV cooperation can go in several directions. Initially, research can focus on running experimental landing and take-off tests to gather a larger dataset to train the aerodynamic model. This will likely also highlight the shortcomings of the network architecture proposed in this work, as the testing and validation was limited to a couple of scenarios under lab conditions. It would be especially beneficial to combine the disturbance-aware planner with some more robust disturbance rejection method and perform the same experiments in windy conditions. There are also gaps in how the UAVs coordinate landing maneuvers with the UGVs, and how several UAVs might land on the same UGV at the same time. These are complex coordination problems that would require robust controllers for both the UGVs and the UAVs, possibly with both vision systems in the loop.

Finally, the human-robot interaction aspect can be extended by developing an active learning method that does not require experts to manually label data collected by the inspection platform. It would be relatively straight-forward to integrate voice recognition into the system to allow experts to give commands to the robot or to verbally label inspection targets they are pointing at. The software engineering challenges for such developments would overshadow any robotics research outcomes, but it would greatly help in lowering the technical barriers that prevent such systems from being used in the real world, and the research outcomes would be a natural extension of the work presented here for human-following robots.
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